Vladimir A. Zorich

Mathematical
Analysis I

&2

n
&1
e:il es

S/dw-——/w

oS




Universitext



Springer
Berlin
Heidelberg
New York
Hong Kong
London
Milan

Paris

Tokyo



Vladimir A. Zorich

Mathematical
Analysis Il

s
€))7 Springer



Vladimir A. Zorich

Moscow State University

Department of Mathematics (Mech-Math)
Vorobievy Gory

Moscow 119992

Russia

Translator:
Roger Cooke

Burlington, Vermont
USA
e-mail: cooke@emba.uvm.edu

Title of Russian edition:
Matematicheskij Analiz (Part II, 4th corrected edition, Moscow, 2002)
MCCME (Moscow Center for Continuous Mathematical Education Publ.)

Cataloging-in-Publication Data applied for

A catalog record for this book is available from the Library of Congress.
Bibliographic information published by Die Deutsche Bibliothek

Die Deutsche Bibliothek lists this publication in the Deutsche Nationalbibliografie;
detailed bibliographic data is available in the Internet at http://dnb.ddb.de

Mathematics Subject Classification (2000): Primary ooAos
Secondary: 26-01, 40-01, 42-01, 54-01, 58-01

ISBN 3-540-40633-6 Springer-Verlag Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilm or in any other way, and storage in data
banks. Duplication of this publication or parts thereof is permitted only under the provisions
of the German Copyright Law of September 9, 1965, in its current version, and permission
for use must always be obtained from Springer-Verlag. Violations are liable for prosecution
under the German Copyright Law.

Springer-Verlag is a part of Springer Science+Business Media
springeronline.com

© Springer-Verlag Berlin Heidelberg 2004
Printed in Germany

The use of general descriptive names, registered names, trademarks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

Cover design: design & production GmbH, Heidelberg
Typeset by the translator using a Springer BIEX macro package

Printed on acid-free paper 46/3111-54321 SPIN 11605140


mailto:cooke@emba.uvm.edu
http://dnb.ddb.de
http://springeronline.com

Prefaces

Preface to the English Edition

An entire generation of mathematicians has grown up during the time be-
tween the appearance of the first edition of this textbook and the publication
of the fourth edition, a translation of which is before you. The book is famil-
iar to many people, who either attended the lectures on which it is based or
studied out of it, and who now teach others in universities all over the world.
I am glad that it has become accessible to English-speaking readers.

This textbook consists of two parts. It is aimed primarily at university
students and teachers specializing in mathematics and natural sciences, and
at all those who wish to see both the rigorous mathematical theory and
examples of its effective use in the solution of real problems of natural science.

The textbook exposes classical analysis as it is today, as an integral part
of Mathematics in its interrelations with other modern mathematical courses
such as algebra, differential geometry, differential equations, complex and
functional analysis.

The two chapters with which this second book begins, summarize and
explain in a general form essentially all most important results of the first
volume concerning continuous and differentiable functions, as well as differ-
ential calculus. The presence of these two chapters makes the second book
formally independent of the first one. This assumes, however, that the reader
is sufficiently well prepared to get by without introductory considerations of
the first part, which preceded the resulting formalism discussed here. This
second book, containing both the differential calculus in its generalized form
and integral calculus of functions of several variables, developed up to the
general formula of Newton—-Leibniz—Stokes, thus acquires a certain unity and
becomes more self-contained.

More complete information on the textbook and some recommendations
for its use in teaching can be found in the translations of the prefaces to the
first and second Russian editions.

Moscow, 2003 V. Zorich
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Preface to the Fourth Russian Edition

In the fourth edition all misprints that the author is aware of have been
corrected.

Moscow, 2002 V. Zorich

Preface to the Third Russian Edition

The third edition differs from the second only in local corrections (although
in one case it also involves the correction of a proof) and in the addition of
some problems that seem to me to be useful.

Moscow, 2001 V. Zorich

Preface to the Second Russian Edition

In addition to the correction of all the misprints in the first edition of which
the author is aware, the differences between the second edition and the first
edition of this book are mainly the following. Certain sections on individual
topics — for example, Fourier series and the Fourier transform — have been
recast (for the better, I hope). We have included several new examples of
applications and new substantive problems relating to various parts of the
theory and sometimes significantly extending it. Test questions are given, as
well as questions and problems from the midterm examinations. The list of
further readings has been expanded.

Further information on the material and some characteristics of this sec-
ond part of the course are given below in the preface to the first edition.

Moscow, 1998 V. Zorich

Preface to the First Russian Edition

The preface to the first part contained a rather detailed characterization of
the course as a whole, and hence I confine myself here to some remarks on
the content of the second part only.

The basic material of the present volume consists on the one hand of
multiple integrals and line and surface integrals, leading to the generalized
Stokes’ formula and some examples of its application, and on the other hand
the machinery of series and integrals depending on a parameter, including
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Fourier series, the Fourier transform, and the presentation of asymptotic
expansions.

Thus, this Part 2 basically conforms to the curriculum of the second year
of study in the mathematics departments of universities.

So as not to impose rigid restrictions on the order of presentation of these
two major topics during the two semesters, I have discussed them practically
independently of each other.

Chapters 9 and 10, with which this book begins, reproduce in compressed
and generalized form, essentially all of the most important results that were
obtained in the first part concerning continuous and differentiable functions.
These chapters are starred and written as an appendix to Part 1. This ap-
pendix contains, however, many concepts that play a role in any exposition
of analysis to mathematicians. The presence of these two chapters makes the
second book formally independent of the first, provided the reader is suffi-
ciently well prepared to get by without the numerous examples and introduc-
tory considerations that, in the first part, preceded the formalism discussed
here.

The main new material in the book, which is devoted to the integral
calculus of several variables, begins in Chapter 11. One who has completed
the first part may begin the second part of the course at this point without
any loss of continuity in the ideas.

The language of differential forms is explained and used in the discussion
of the theory of line and surface integrals. All the basic geometric concepts
and analytic constructions that later form a scale of abstract definitions lead-
ing to the generalized Stokes’ formula are first introduced by using elementary
material.

Chapter 15 is devoted to a similar summary exposition of the integration
of differential forms on manifolds. I regard this chapter as a very desirable
and systematizing supplement to what was expounded and explained using
specific objects in the mandatory Chapters 11-14.

The section on series and integrals depending on a parameter gives, along
with the traditional material, some elementary information on asymptotic
series and asymptotics of integrals (Chap. 19), since, due to its effectiveness,
the latter is an unquestionably useful piece of analytic machinery.

For convenience in orientation, ancillary material or sections that may be
omitted on a first reading, are starred.

The numbering of the chapters and figures in this book continues the
numbering of the first part.

Biographical information is given here only for those scholars not men-
tioned in the first part.

As before, for the convenience of the reader, and to shorten the text, the
end of a proof is denoted by 0. Where convenient, definitions are introduced
by the special symbols := or =: (equality by definition), in which the colon
stands on the side of the object being defined.
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Continuing the tradition of Part 1, a great deal of attention has been
paid to both the lucidity and logical clarity of the mathematical construc-
tions themselves and the demonstration of substantive applications in natural
science for the theory developed.

Moscow, 1982 V. Zorich



Table of Contents

10

*Continuous Mappings (General Theory) ................. 1
9.1 MetriC SPaces . . .ot e i et e 1
9.1.1 Definition and Examples .......................... 1
9.1.2 Open and Closed Subsets of a Metric Space.......... 5
9.1.3 Subspaces of a Metricspace ....................... 7
9.1.4 The Direct Product of Metric Spaces ............... 7
9.1.5 Problems and Exercises ........... ... ... 8
9.2 Topological Spaces. . ..........ciiiiiiiiiiiiii.. 9
9.2.1 Basic Definitions .......... ... ... . .. 9
9.2.2 Subspaces of a Topological Space . .................. 13
9.2.3 The Direct Product of Topological Spaces ........... 13
9.2.4 Problems and Exercises ............c.coviienenan .. 14
9.3 Compact Sets . .....oviiii e 15
9.3.1 Definition and General Properties of Compact Sets ... 15
9.3.2 Metric Compact Sets .............c.coiiiiii... 16
9.3.3 Problems and Exercises .............. ... .. . ... 18
9.4 Connected Topological Spaces.............. ... 19
9.4.1 Problems and Exercises ................coiiii... 20
9.5 Complete Metric Spaces ... ......c.c.ovvuiiiiniiiin. 21
9.5.1 Basic Definitions and Examples .................... 21
9.5.2 The Completion of a Metric Space.................. 24
9.5.3 Problems and Exercises ............. ..., 27
9.6 Continuous Mappings of Topological Spaces................ 28
9.6.1 The Limit of a Mapping............ ... ... .. .... 28
9.6.2 Continuous Mappings ..........c.ooveuuieinneinn... 30
9.6.3 Problems and Exercises .............. ... .. .. ..., 33
9.7 The Contraction Mapping Principle....................... 34
9.7.1 Problems and Exercises .............. .. .. ... ... 40
*Differential Calculus from a General Viewpoint.......... 41
10.1 Normed Vector Spaces . ..........c.cuuiiiiiiiinenennenn.. 41
10.1.1 Some Examples of Vector Spaces in Analysis......... 41
10.1.2 Norms in Vector Spaces .. ..........oiuiiununenen. 42

10.1.3 Inner Products in Vector Spaces.................... 45



X

11

Table of Contents

10.1.4 Problems and Exercises ............. .. ... ... .. 48
10.2 Linear and Multilinear Transformations ................... 49
10.2.1 Definitions and Examples ......................... 49
10.2.2 The Norm of a Transformation..................... 51
10.2.3 The Space of Continuous Transformations ........... 56
10.2.4 Problems and Exercises ............ ... .. .. .. ... .. 60
10.3 The Differential of a Mapping . .......... ... .. ... ...... 61
10.3.1 Mappings Differentiable at a Point ................. 61
10.3.2 The General Rules for Differentiation ............... 62
10.3.3 Some Examples .......... ... . i 63
10.3.4 The Partial Derivatives of a Mapping ............... 70
10.3.5 Problems and Exercises ................. ... .. ... 71
10.4 The Finite-increment (Mean-value) Theorem ............... 73
10.4.1 The Finite-increment Theorem ..................... 73
10.4.2 Some Applications of the Finite-increment Theorem .. 75
10.4.3 Problems and Exercises ........................... 79
10.5 Higher-order Derivatives........... ... ... ... ... ... ....... 80
10.5.1 Definition of the nth Differential ................... 80
10.5.2 Derivative with Respect to a Vector ................ 81
10.5.3 Symmetry of the Higher-order Differentials .......... 82
10.5.4 Some Remarks ......... ... .. i 84
10.5.5 Problems and Exercises ........................... 86
10.6 Taylor’s Formula and the Study of Extrema................ 86
10.6.1 Taylor’s Formula for Mappings . .................... 86
10.6.2 Methods of Studying Interior Extrema .............. 87
10.6.3 Some Examples . ......... ... 89
10.6.4 Problems and Exercises ............. ... ... ... .... 94
10.7 The General Implicit Function Theorem ................... 96
10.7.1 Problems and Exercises ............. ... ... ... ... 104
Multiple Integrals ........... ... .. ... .. . ... . 107
11.1 The Riemann Integral over an n-Dimensional Interval ....... 107
11.1.1 Definition of the Integral .......................... 107
11.1.2 The Lebesgue Criterion for Riemann Integrability . ... 109
11.1.3 The Darboux Criterion. ............ ... .. ... ... ... 114
11.1.4 Problems and Exercises ............... . ... .. ..... 116
11.2 The Integral over a Set . ........ .. ... .. ... 117
11.2.1 Admissible Sets ......... ... i 117
11.2.2 The Integral overa Set.......... ... ... ... ... ...... 118
11.2.3 The Measure (Volume) of an Admissible Set ......... 119
11.2.4 Problems and Exercises ................. .. .. ..... 121
11.3 General Properties of the Integral ........................ 122
11.3.1 The Integral as a Linear Functional ................. 122
11.3.2 Additivity of the Integral . ......................... 122

11.3.3 Estimates for the Integral ......................... 123



Table of Contents XI

11.3.4 Problems and Exercises ........................... 126

11.4 Reduction of a Multiple Integral to an Iterated Integral ... .. 127
11.4.1 Fubini’s Theorem............ ... .. ... iinon... 127
11.4.2 Some Corollaries .............coiiiiinninnnenen.. 129
11.4.3 Problems and Exercises ........................... 133

11.5 Change of Variable in a Multiple Integral .................. 135
11.5.1 Statement of the Problem. Heuristic Considerations. .. 135
11.5.2 Measurable Sets and Smooth Mappings ............. 136
11.5.3 The One-dimensional Case ........................ 138
11.5.4 The Case of an Elementary Diffeomorphism in R™ .... 140
11.5.5 Composite Mappings and Change of Variable ........ 142
11.5.6 Additivity of the Integral . ............. ... ... .... 142
11.5.7 Generalizations of the Change of Variable Formula ... 143
11.5.8 Problems and Exercises ........................... 147

11.6 Improper Multiple Integrals.............................. 150
11.6.1 Basic Definitions ........... ... ... ... 150
11.6.2 The Comparison Test . ........... ... ... ... 153
11.6.3 Change of Variable in an Improper Integral .......... 156
11.6.4 Problems and Exercises ........................... 158

12 Surfaces and Differential Forms in R™..................... 161
12.1 Surfaces in R™ . ... ... . 161
12.1.1 Problems and Exercises ........................... 170

12.2 Orientation of a Surface ................................. 170
12.2.1 Problems and Exercises ........................... 177

12.3 The Boundary of a Surface and its Orientation ............. 178
12.3.1 Surfaces with Boundary ........................ ... 178
12.3.2 The Induced Orientation on the Boundary........... 181
12.3.3 Problems and Exercises ........................... 184

12.4 The Area of a Surface in Euclidean Space ................. 185
12.4.1 Problems and Exercises ................. ... ... 191

12.5 Elementary Facts about Differential Forms................. 195
12.5.1 Differential Forms: Definition and Examples ......... 195
12.5.2 Coordinate Expression of a Differential Form ........ 199
12.5.3 The Exterior Differential of a Form ................. 201
12.5.4 Transformation under Mappings.................... 204
12.5.5 Forms on Surfaces ............... ... ... ... ..., 207
12.5.6 Problems and Exercises ........................... 208

13 Line and Surface Integrals ................................ 211
13.1 The Integral of a Differential Form ....................... 211
13.1.1 The Original Problems. Examples .................. 211
13.1.2 Integral over an Oriented Surface................... 218
13.1.3 Problems and Exercises ........................... 221

13.2 The Volume Element. Integrals of First and Second Kind . ... 226



XII

Table of Contents

13.2.1 The Massof a Lamina ............................
13.2.2 The Area of a Surface as the Integral of a Form ... ...
13.2.3 The Volume Element .............................
13.2.4 Cartesian Expression of the Volume Element. ........
13.2.5 Integrals of First and Second Kind..................
13.2.6 Problems and Exercises ...........................
13.3 The Fundamental Integral Formulas of Analysis ............
13.3.1 Green’s Theorem .. ...............ciiiiinienaon...
13.3.2 The Gauss—Ostrogradskii Formula ..................
13.3.3 Stokes’ Formulain R3.............................
13.3.4 The General Stokes Formula .......................
13.3.5 Problems and Exercises ...........................

14 Elements of Vector Analysis and Field Theory ............

14.1 The Differential Operations of Vector Analysis .............
14.1.1 Scalar and Vector Fields ..........................
14.1.2 Vector Fields and Formsin R3 .....................
14.1.3 The Differential Operators grad, curl, div,and V.. ...
14.1.4 Some Differential Formulas of Vector Analysis. .......
14.1.5 *Vector Operations in Curvilinear Coordinates . .. ....
14.1.6 Problems and Exercises ...........................

14.2 The Integral Formulas of Field Theory ....................
14.2.1 The Classical Integral Formulas in Vector Notation . ..
14.2.2 The Physical Interpretation of div, curl, and grad ....
14.2.3 Other Integral Formulas...........................
14.2.4 Problems and Exercises ............... ... ... .....

14.3 Potential Fields .......... . .. i
14.3.1 The Potential of a Vector Field.....................
14.3.2 Necessary Condition for Existence of a Potential ... ..
14.3.3 Criterion for a Field to be Potential ................
14.3.4 Topological Structure of a Domain and Potentials . ...
14.3.5 Vector Potential. Exact and Closed Forms ...........
14.3.6 Problems and Exercises ...........................

14.4 Examples of Applications. ............ ... ...
14.4.1 The Heat Equation ............ .. ... ... ... ... ...
14.4.2 The Equation of Continuity........................
14.4.3 Equations of Dynamics of Continuous Media. ........
14.4.4 The Wave Equation .............. .. ... .. .. ....
14.4.5 Problems and Exercises ...........................

15 *Integration of Differential Forms on Manifolds...........

15.1 A Brief Review of Linear Algebra.........................
15.1.1 The Algebraof Forms.............................
15.1.2 The Algebra of Skew-symmetric Forms..............
15.1.3 Linear Mappings and their Adjoints ................



Table of Contents

15.1.4 Problems and Exercises .............. ... .. .. ...
15.2 Manifolds ........ ... i
15.2.1 Definition of a Manifold ...........................
15.2.2 Smooth Manifolds and Smooth Mappings ...........
15.2.3 Orientation of a Manifold and its Boundary..........
15.2.4 Partitions of Unity. Manifolds as Surfaces ...........
15.2.5 Problems and Exercises ................ ... ... ...
15.3 Differential Forms and Integration on Manifolds ............
15.3.1 The Tangent Space to a Manifold at a Point .........
15.3.2 Differential Forms on a Manifold ...................
15.3.3 The Exterior Derivative ...........................
15.3.4 The Integral of a Form over a Manifold .............
15.3.5 Stokes’ Formula . .......... ... ... ... .. oL
15.3.6 Problems and Exercises .............. .. ... ...
15.4 Closed and Exact Forms on Manifolds. ....................
15.4.1 Poincaré’s Theorem......................c.con...
15.4.2 Homology and Cohomology ........................
15.4.3 Problems and Exercises ...........................

16 Uniform Convergence and Basic Operations of Analysis ..

16.1 Pointwise and Uniform Convergence ......................
16.1.1 Pointwise Convergence ................cooouvon. ..
16.1.2 Statement of the Fundamental Problems ............
16.1.3 Convergence of a Family Depending on a Parameter . .
16.1.4 The Cauchy Criterion for Uniform Convergence ... ...
16.1.5 Problems and Exercises .............. ... .. ... ...

16.2 Uniform Convergence of Series of Functions................
16.2.1 Basic Definitions. Uniform Convergence of a Series . ..
16.2.2 Weierstrass’ M-test for Uniform Convergence . .......
16.2.3 The Abel-Dirichlet Test ...........................
16.2.4 Problems and Exercises ...........................

16.3 Functional Properties of a Limit Function .................
16.3.1 Specifics of the Problem ...........................
16.3.2 Conditions for Two Limiting Passages to Commute . . .
16.3.3 Continuity and Passage to the Limit ................
16.3.4 Integration and Passage to the Limit................
16.3.5 Differentiation and Passage to the Limit.............
16.3.6 Problems and Exercises ...........................

16.4 *Subsets of the Space of Continuous Functions .............
16.4.1 The Arzela—-Ascoli Theorem .......................
16.4.2 The Metric Space C(K,Y) ...... ...
16.4.3 Stone’s Theorem ........ ... .. ... ... . v ...
16.4.4 Problems and Exercises .............. ... .. .. ...



XIV  Table of Contents

17 Integrals Depending on a Parameter...................... 407
17.1 Proper Integrals Depending on a Parameter................ 407
17.1.1 The Basic Concept ...........coeuiiinenneneen. .. 407
17.1.2 Continuity of the Integral ......................... 408
17.1.3 Differentiation of the Integral ...................... 409
17.1.4 Integration of the Integral ...................... ... 413
17.1.5 Problems and Exercises ........................... 413

17.2 Improper Integrals Depending on a Parameter ............. 415
17.2.1 Uniform Convergence with Respect to a Parameter ... 415
17.2.2 Continuity of an Integral Depending on a Parameter . . 423
17.2.3 Differentiation with Respect to a Parameter ......... 426
17.2.4 Integration of an Improper Integral ................. 429
17.2.5 Problems and Exercises ........................... 434

17.3 The Eulerian Integrals .......... ... ... ... . ... . ..... 437
17.3.1 The Beta Function ............ ... ... .. .. ..... 437
17.3.2 The Gamma Function............................. 439
17.3.3 Connection Between the Beta and Gamma Functions . 442
17.3.4 Examples .. ... 443
17.3.5 Problems and Exercises ............ ... ... ... ..... 445

17.4 Convolution and Generalized Functions ................... 449
17.4.1 Convolution in Physical Problems .................. 449
17.4.2 General Properties of Convolution .................. 451
17.4.3 Approximate Identities and Weierstrass’ Theorem .. .. 454
17.4.4 *Elementary Concepts Involving Distributions ....... 460
17.4.5 Problems and Exercises ............... ... ... ..... 471

17.5 Multiple Integrals Depending on a Parameter .............. 476
17.5.1 Proper Multiple Integrals Depending on a Parameter . 476
17.5.2 Improper Multiple Integrals ....................... 477
17.5.3 Improper Integrals with a Variable Singularity ....... 478
17.5.4 *Convolution in the Multidimensional Case .......... 483
17.5.5 Problems and Exercises .................. ... .. .... 493

18 Fourier Series and the Fourier Transform ................. 499
18.1 Basic General Concepts Connected with Fourier Series . .. ... 499
18.1.1 Orthogonal Systems of Functions .. ................. 499
18.1.2 Fourier Coefficients and Fourier Series .............. 506
18.1.3 *A Source of Orthogonal Systems .................. 516
18.1.4 Problems and Exercises ........................... 520

18.2 Trigonometric Fourier Series ............ ... ... ... ....... 526
18.2.1 Basic Types of Convergence of Fourier Series......... 526
18.2.2 Pointwise Convergence of a Fourier Series ........... 531
18.2.3 Smoothness and Decrease of Fourier Coefficients. . . . .. 540
18.2.4 Completeness of the Trigonometric System .......... 545
18.2.5 Problems and Exercises ................. .. ... ..... 552

18.3 The Fourier Transform .. ........ ... ... ... 560



Table of Contents XV

18.3.1 Fourier Integral Representation .................... 560
18.3.2 Differential Properties and the Fourier Transform. . ... 573
18.3.3 Main Structural Properties ........................ 576
18.3.4 Examples of Applications.......................... 581
18.3.5 Problems and Exercises ........................... 587
19 Asymptotic Expansions..................... ... ... ... ..... 595
19.1 Asymptotic Formulas and Asymptotic Series ............... 597
19.1.1 Basic Definitions ........ ... ... ... ... ... ... 597
19.1.2 General Facts about Asymptotic Series.............. 602
19.1.3 Asymptotic Power Series .......................... 606
19.1.4 Problems and Exercises .............. ... .. ... .... 609
19.2 The Asymptotics of Integrals (Laplace’s Method) ........... 612
19.2.1 The Idea of Laplace’s Method . ..................... 612
19.2.2 The Localization Principle for a Laplace Integral ... .. 615
19.2.3 Canonical Integrals and their Asymptotics........... 617
19.2.4 Asymptotics of a Laplace Integral .................. 621
19.2.5 *Asymptotic Expansions of Laplace Integrals ........ 624
19.2.6 Problems and Exercises ........................... 635
Topics and Questions for Midterm Examinations ............. 643
1. Series and Integrals Depending on a Parameter ............... 643
2. Problems Recommended as Midterm Questions ............... 644
3. Integral Calculus (Several Variables) ........................ 646
4. Problems Recommended for Studying the Midterm Topics .. ... 647
Examination Topics................ ... ... 649
1. Series and Integrals Depending on a Parameter ............... 649
2. Integral Calculus (Several Variables) ........................ 651
References. .. ... ... i 653
1. Classic WOrKS . ..ottt e e 653
1.1 Primary Sources .......... ..ot 653
1.2. Major Comprehensive Expository Works............... 653

1.3. Classical courses of analysis from the first half of the
twentieth century............ .. ... ... ... .. .... 653
2. TextbooKs .. ..o 654
3. Classroom Materials .......... ... ..., 654
4. Further Reading . .. ... ... . 655
Index of Basic Notation ............ ... ... ... ... ... ...... 657
Subject Index . ........ .. 661

Name Index . ... e 679






9 *Continuous Mappings (General Theory)

In this chapter we shall generalize the properties of continuous mappings
established earlier for numerical-valued functions and mappings of the type
f :R™ — R"™ and discuss them from a unified point of view. In the process
we shall introduce a number of simple, yet important concepts that are used
everywhere in mathematics.

9.1 Metric Spaces

9.1.1 Definition and Examples

Definition 1. A set X is said to be endowed with a metric or a metric space
structure or to be a metric space if a function

d: X xX >R (9.1)

is exhibited satisfying the following conditions:

a) d(z1,22) = 0 & x1 = T2,

b) d(z1,x2) = d(z2,z2) (Symmetry),

c) d(z1,z3) < d(z1,x2) + d(x2,x3) (the triangle inequality),
where z1, 22, x3 are arbitrary elements of X.

In that case, the function (9.1) is called a metric or distance on X.

Thus a metric space is a pair (X, d) consisting of a set X and a metric
defined on it.

In accordance with geometric terminology the elements of X are called
points.

We remark that if we set x3 = x; in the triangle inequality and take
account of conditions a) and b) in the definition of a metric, we find that

0 <d(zy,z2),

that is, a distance satisfying axioms a), b), and c¢) is nonnegative.
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Let us now consider some examples.

Example 1. The set R of real numbers becomes a metric space if we set
d(z1,z2) = |2 — 1] for any two numbers z; and z3, as we have always done.

Ezample 2. Other metrics can also be introduced on R. A trivial metric, for
example, is the discrete metric in which the distance between any two distinct
points is 1.

The following metric on R is much more substantive. Let = +— f(z) be
a nonnegative function defined for z > 0 and vanishing for x = 0. If this
function is strictly convex upward, then, setting

d(x1,72) = f(Jz1 — T2|) (9.2)

for points z1,z2 € R, we obtain a metric on R.

Axioms a) and b) obviously hold here, and the triangle inequality follows
from the easily verified fact that f is strictly monotonic and satisfies the
following inequalities for 0 < a < b:

fla+b) = f(b) < f(a) — £(0) = f(a).

In particular, one could set d(zi,z2) = +/|r1 —x2| or d(z1,22) =
%' In the latter case the distance between any two points of the line
is less than 1.

Ezample 3. Besides the traditional distance

n
d(zy,x2) = Z |z8 — | (9.3)
i=1
between points z; = (z1,...,27) and z2 = (z3,...,z%) in R", one can also
introduce the distance
no . 1/p
dp(21,22) = (Z{m; —xgv’) : (9.4)
=1

where p > 1. The validity of the triangle inequality for the function (9.4)
follows from Minkowski’s inequality (see Subsect. 5.4.2).

Ezample /. When we encounter a word with incorrect letters while reading a
text, we can reconstruct the word without too much trouble by correcting the
errors, provided the number of errors is not too large. However, correcting the
error and obtaining the word is an operation that is sometimes ambiguous.
For that reason, other conditions being equal, one must give preference to
the interpretation of the incorrect text that requires the fewest corrections.
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Accordingly, in coding theory the metric (9.4) with p = 1 is used on the set
of all finite sequences of length n consisting of zeros and ones.

Geometrically the set of such sequences can be interpreted as the set of
vertices of the unit cube I = {z € R*|0 < z* < 1,¢ = 1,...,n} in R™.
The distance between two vertices is the number of interchanges of zeros and
ones needed to obtain the coordinates of one vertex from the other. Each
such interchange represents a passage along one edge of the cube. Thus this
distance is the shortest path along the edges of the cube from one of the
vertices under consideration to the other.

Example 5. In comparing the results of two series of n measurements of the
same quantity the metric most commonly used is (9.4) with p = 2. The
distance between points in this metric is usually called their mean-square
deviation.

Ezample 6. As one can easily see, if we pass to the limit in (9.4) as p — +oo,
we obtain the following metric in R™:

d(z1,z2) = 112{2%Xn|xi — b . (9.5)

Ezample 7. The set Cla, b] of functions that are continuous on a closed inter-
val becomes a metric space if we define the distance between two functions
f and g to be

d(f,9) = max |f(z) —g(z)| . (9.6)

a<lz<b

Axioms a) and b) for a metric obviously hold, and the triangle inequality
follows from the relations

|f(z) = h(z) < [f(x) — 9(z)| +19(z) — h(z)| < d(f,9) +d(g,h) ,

that is,
d(f,h) = max |f(z) — h(z)| < d(f,g) +d(g,h) .

a<lz<b

The metric (9.6) — the so-called uniform or Chebyshev metric in C|a,b]
— is used when we wish to replace one function by another (for example,
a polynomial) from which it is possible to compute the values of the first
with a required degree of precision at any point z € [a,b]. The quantity
d(f,g) is precisely a characterization of the precision of such an approximate
computation.

The metric (9.6) closely resembles the metric (9.5) in R™.

Ezample 8. Like the metric (9.4), for p > 1 we can introduce in Cla,b] the
metric

b 1/p
dit.0) = ( [17-a(@) dw) . (9.7)
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It follows from Minkowski’s inequality for integrals, which can be obtained
from Minkowski’s inequality for the Riemann sums by passing to the limit,
that this is indeed a metric for p > 1.

The following special cases of the metric (9.7) are especially important:
p = 1, which is the integral metric; p = 2, the metric of mean-square devia-
tion; and p = 400, the uniform metric.

The space C|a, b] endowed with the metric (9.7) is often denoted Cpla, b].
One can verify that Cxla,b] is the space Cla,b] endowed with the metric
(9.6).

Fzample 9. The metric (9.7) could also have been used on the set R[a,b] of
Riemann-integrable functions on the closed interval [a, b]. However, since the
integral of the absolute value of the difference of two functions may vanish
even when the two functions are not identically equal, axiom a) will not hold
in this case. Nevertheless, we know that the integral of a nonnegative function
¢ € Rla,b] equals zero if and only if p(z) = 0 at almost all points of the
closed interval [a, b].

Therefore, if we partition R[a,b] into equivalence classes of functions,
regarding two functions in R|a, b] as equivalent if they differ on at most a set
of measure zero, then the relation (9.7) really does define a metric on the set
R[a, b] of such equivalence classes. The set R|a,b] endowed with this metric

will be denoted R,[a, b] and sometimes simply by R,[a, b].

Ezample 10. In the set C*)[a,b] of functions defined on [a,b] and having
continuous derivatives up to order k inclusive one can define the following

metric:
d(f,g) = max{My,..., My}, (9.8)

where
- (%) —_ 4@ ;
M; arggé(b” () =g (z)], i=0,1,...,k.

Using the fact that (9.6) is a metric, one can easily verify that (9.8) is
also a metric.

Assume for example that f is the coordinate of a moving point consid-
ered as a function of time. If a restriction is placed on the allowable region
where the point can be during the time interval [a, b] and the particle is not
allowed to exceed a certain speed, and, in addition, we wish to have some
assurance that the accelerations cannot exceed a certain level, it is natural
to consider the set { max |f(z)|, max |f'(z)|, max |f”(z)|} for a function

a<z<b a<z<b a<z<b

f € C?a,b] and using these characteristics, to regard two motions f and g
as close together if the quantity (9.8) for them is small.

These examples show that a given set can be metrized in various ways. The
choice of the metric to be introduced is usually controlled by the statement of
the problem. At present we shall be interested in the most general properties
of metric spaces, the properties that are inherent in all of them.
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9.1.2 Open and Closed Subsets of a Metric Space

Let (X,d) be a metric space. In the general case, as was done for the case
X = R"™ in Sect. 7.1, one can also introduce the concept of a ball with center
at a given point, open set, closed set, neighborhood of a point, limit point of
a set, and so forth.

Let us now recall these concepts, which are basic for what is to follow.

Definition 2. For § > 0 and a € X the set
B(a,$) = {z € X|d(a,z) < 8}

is called the ball with center a € X of radius 6 or the d-neighborhood of the
point a.

This name is a convenient one in a general metric space, but it must not
be identified with the traditional geometric image we are familiar with in R3.

Ezample 11. The unit ball in Cla, b] with center at the function that is iden-
tically 0 on [a, b] consists of the functions that are continuous on the closed
interval [a, b] and whose absolute values are less than 1 on that interval.

Ezample 12. Let X be the unit square in R? for which the distance between
two points is defined to be the distance between those same points in R?.
Then X is a metric space, while the square X considered as a metric space
in its own right can be regarded as the ball of any radius p > v/2/2 about its
center.

It is clear that in this way one could construct balls of very peculiar shape.
Hence the term ball should not be understood too literally.

Definition 3. A set G C X is open in the metric space (X,d) if for each
point = € G there exists a ball B(z, d) such that B(z,d) C G.

It obviously follows from this definition that X itself is an open set in
(X,d). The empty set & is also open. By the same reasoning as in the case of
R™ one can prove that a ball B(a,r) and its exterior {x € X : d(a,z) > 7}
are open sets. (See Examples 3 and 4 of Sect. 7.1).

Definition 4. A set FF C X is closed in (X,d) if its complement X \ F' is
open in (X, d).

In particular, we conclude from this definition that the closed ball
B(a,r) == {z € X|d(a,z) < 1}

is a closed set in a metric space (X, d).
The following proposition holds for open and closed sets in a metric space
(X,d).
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Proposition 1. a) The union |J Gq of the sets in any system {Gq, a € A}
acA
of sets G, that are open in X is an open set in X.

n
b) The intersection (| G; of any finite number of sets that are open in X
=1
is an open set in X.

a') The intersection (| Fy of the sets in any system {F,, a € A} of sets
a€A
F,, that are closed in X is a closed set in X.

n
b') The union |J F; of any finite number of sets that are closed in X is

a closed set in X.

The proof of Proposition 1 is a verbatim repetition of the proof of the
corresponding proposition for open and closed sets in R™, and we omit it.
(See Proposition 1 in Sect. 7.1.)

Definition 5. An open set in X containing the point x € X is called a
neighborhood of the point z in X.
Definition 6. Relative to a set £ C X, a point x € X is called

an interior point of E if some neighborhood of it is contained in X,

an exterior point of E if some neighborhood of it is contained in the
complement of E in X,

a boundary point of E if it is neither interior nor exterior to E (that is,
every neighborhood of the point contains both a point belonging to E and a
point not belonging to E).

Ezample 13. All points of a ball B(a,r) are interior to it, and the set
CxB(a,r) = X \ B(a,r) consists of the points exterior to the ball B(a,r).

In the case of R™ with the standard metric d the sphere S(a,r) := {z €
R"|d(a,z) =r > 0} is the set of boundary points of the ball B(a,r).!
Definition 7. A point a € X is a limit point of the set E C X if the set
E N O(a) is infinite for every neighborhood O(a) of the point.

Definition 8. The union of the set E and the set of all its limit points is
called the closure of the set E in X.

As before, the closure of a set E C X will be denoted E.

Proposition 2. A set F C X is closed in X if and only if it contains all its
limit points.

Thus .
(F is closed in X) < (F =F in X);.

We omit the proof, since it repeats the proof of the analogous proposition
for the case X = R” discussed in Sect. 7.1.

! In connection with Example 13 see also Problem 2 at the end of this section.
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9.1.3 Subspaces of a Metric space

If (X,d) is a metric space and F is a subset of X, then, setting the distance
between two points x; and zs of E equal to d(z1,z2), that is, the distance
between them in X, we obtain the metric space (E, d), which is customarily
called a subspace of the original space (X, d).

Thus we adopt the following definition.

Definition 9. A metric space (X1,d;) is a subspace of the metric space
(X,d) if X1 C X and the equality d;(a,b) = d(a,b) holds for any pair of
points a,b in X;.

Since the ball B;(a,r) = {x € X;|di(a,z) <} in a subspace (X;,d;) of
the metric space (X,d) is obviously the intersection

BI(O”r) =X ﬂB(a,T’)

of the set X; C X with the ball B(a,r) in X, it follows that every open set
in X; has the form
G =X1NG,

where G is an open set in X, and every closed set F} in X; has the form
FF=XNnF,

where F' is a closed set in X.

It follows from what has just been said that the properties of a set in a
metric space of being open or closed are relative properties and depend on
the ambient space.

FEzample 14. The open interval |z| < 1, y = 0 of the z-axis in the plane
R? with the standard metric in R? is a metric space (X, d;), which, like any
metric space, is closed as a subset of itself, since it contains all its limit points
in X;. At the same time, it is obviously not closed in R? = X.

This same example shows that openness is also a relative concept.

Ezample 15. The set Cla,b] of continuous functions on the closed interval
[a,b] with the metric (9.7) is a subspace of the metric space R,[a, b]. However,
if we consider the metric (9.6) on C|a, b] rather than (9.7), this is no longer
true.

9.1.4 The Direct Product of Metric Spaces

If (X1,d;) and (X3, dy) are two metric spaces, one can introduce a metric d on
the direct product X; x X5. The commonest methods of introducing a metric
in X; x Xy are the following. If (1, 22) € X; x X5 and (2}, 25) € X; x X3,
one may set
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d((21,22), (2}, 75)) = /dR(21,70) + dB(22,7})

or
d(z1,T2), (2], 23)) = di(z1,2)) + da(z2,75) |

or
d((z1,22), (x1,25)) = max {dy(z1,75), d2(z2, 25) } .

It is easy to see that we obtain a metric on X; X X in all of these cases.

Definition 10. if (X;,d;) and (X2,d2) are two metric spaces, the space
(X1 x Xa,d), where d is a metric on X; x Xs introduced by any of the methods
just indicated, will be called the direct product of the original metric spaces.

Example 16. The space R? can be regarded as the direct product of two
copies of the metric space R with its standard metric, and R? is the direct
product R? x R! of the spaces R? and R! = R.

9.1.5 Problems and Exercises

1. a) Extending Example 2, show that if f : Ry — Ry is a continuous function
that is strictly convex upward and satisfies f(0) = 0, while (X, d) is a metric space,

then one can introduce a new metric dy on X by setting ds(z1,z2) = f(d(a:l, :cz)).

b) Show that on any metric space (X, d) one can introduce a metric d’(z1,z2) =

% in which the distance between the points will be less than 1.

2. Let (X, d) be a metric space with the trivial (discrete) metric shown in Example
2, and let a € X. For this case, what are the sets B(a, 1/2), B(a, 1), B(a, 1), g(a, 1),
B(a,3/2), and what are the sets {z € X|d(a,z) = 1/2}, {z € X|d(a,z) = 1},
B(a,1)\ B(a,1), B(a,1) \ B(a,1)?

3. a) Is it true that the union of any family of closed sets is a closed set?
b) Is every boundary point of a set a limit point of that set?

¢) Is it true that in any neighborhood of a boundary point of a set there are
points in both the interior and exterior of that set?

d) Show that the set of boundary points of any set is a closed set.

4. a) Prove that if (Y,dy) is a subspace of the metric space (X,dx), then for any
open (resp. closed) set Gy (resp. Fy) in Y there is an open (resp. closed) set Gx
(resp. Fx) in X such that Gy =Y NGx, (resp. Fy =Y N Fx).

b) Verify that if the open sets G and G% in Y do not intersect, then the
corresponding sets G’x and G% in X can be chosen so that they also have no
points in common.



9.2 Topological Spaces 9

5. Having a metric d on a set X, one may attempt to define the distance d(A, B)
between sets A C X and B C X as follows:

d(A,B) = aeixr,lgesd(a’ b) .

a) Give an example of a metric space and two nonintersecting subsets of it A
and B for which d(A, B) = 0.

b) Show, following Hausdorff, that on the set of closed sets of a metric space
(X, d) one can introduce the Hausdorff metric D by assuming that for A C X and
BcX

D(A, B) := max { sup d(a, B), supd(A, b)} .
acA beB

9.2 Topological Spaces

For questions connected with the concept of the limit of a function or a
mapping, what is essential in many cases is not the presence of any particular
metric on the space, but rather the possibility of saying what a neighborhood
of a point is. To convince oneself of that it suffices to recall that the very
definition of a limit or the definition of continuity can be stated in terms
of neighborhoods. Topological spaces are the mathematical objects on which
the operation of passage to the limit and the concept of continuity can be
studied in maximum generality.

9.2.1 Basic Definitions

Definition 1. A set X is said to be endowed with the structure of a topo-
logical space or a topology or is said to be a topological space if a system T
of subsets of X is exhibited (called open sets in X) possessing the following
properties:

a)geT; XerT.

b) Vae A(taeT)) = U 10 €T
a€A

n
¢)(neri=1,...,n)= N rer.
=1

Thus, a topological space is a pair (X,7) consisting of a set X and a
system 7 of distinguished subsets of the set having the properties that 7
contains the empty set and the whole set X, the union of any number of sets
of 7 is a set of 7, and the intersection of any finite number of sets of 7 is a
set of 7.

As one can see, in the axiom system a), b), c) for a topological space we
have postulated precisely the properties of open sets that we already proved
in the case of a metric space. Thus any metric space with the definition of
open sets given above is a topological space.
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Thus defining a topology on X means exhibiting a system 7 of subsets of
X satisfying the axioms a), b), and c) for a topological space.

Defining a metric in X, as we have seen, automatically defines the topol-
ogy on X induced by that metric. It should be remarked, however, that
different metrics on X may generate the same topology on that set.

Ezample 1. Let X = R™ (n > 1). Consider the metric d;(z1,x2) defined by
relation (9.5) in Sect. 9.1, and the metric dz(z1, z2) defined by formula (9.3)
in Sect. 9.1.

The inequalities

di(x1,z2) < da(x1,22) < V/ndy(z1,72) ,

obviously imply that every ball B(a,r) with center at an arbitrary point
a € X, interpreted in the sense of one of these two metrics, contains a ball
with the same center, interpreted in the sense of the other metric. Hence by
definition of an open subset of a metric space, it follows that the two metrics
induce the same topology on X.

Nearly all the topological spaces that we shall make active use of in this
course are metric spaces. One should not think, however, that every topolog-
ical space can be metrized, that is, endowed with a metric whose open sets
will be the same as the open sets in the system 7 that defines the topology
on X. The conditions under which this can be done form the content of the
so-called metrization theorems.

Definition 2. If (X, 7) is a topological space, the sets of the system 7 are
called the open sets, and their complements in X are called the closed sets
of the topological space (X, 7).

A topology 7 on a set X is seldom defined by enumerating all the sets in
the system 7. More often the system 7 is defined by exhibiting only a certain
set of subsets of X from which one can obtain any set in the system 7 through
union and intersection. The following definition is therefore very important.

Definition 3. A base of the topological space (X, 7) (an open base or base
for the topology) is a family 9B of open subsets of X such that every open set
G € 1 is the union of some collection of elements of the family B.

Ezxample 2. If (X, d) is a metric space and (z,7) the topological space corre-
sponding to it, the set B = {B(a,r)} of all balls, where a € X and r > 0, is
obviously a base of the topology 7. Moreover, if we take the system B of all
balls with positive rational radii r, this system is also a base for the topology.

Thus a topology can be defined by describing only a base of that topology.
As one can see from Example 2, a topological space may have many different
bases for the topology.
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Definition 4. The minimal cardinality among all bases of a topological
space is called its weight.

As a rule, we shall be dealing with topological spaces whose topologies
admit a countable base (see, however, Problems 4 and 6).

Ezample 3. If we take the system 9B of balls in RF of all possible rational radii
r =2 > 0 with centers at all possible rational points (%, o 1:—’;&) € RF,
we obviously obtain a countable base for the standard topology of R¥. It is
not difficult to verify that it is impossible to define the standard topology in
R* by exhibiting a finite system of open sets. Thus the standard topological

space RF has countable weight.

Definition 5. A neighborhood of a point of a topological space (X, 7) is an
open set containing the point.

It is clear that if a topology 7 is defined on X, then for each point the
system of its neighborhoods is defined.

It is also clear that the system of all neighborhoods of all possible points
of topological space can serve as a base for the topology of that space. Thus
a topology can be introduced on X by describing the neighborhoods of the
points of X . This is the way of defining the topology in X that was originally
used in the definition of a topological space.? Notice, for example, that we
have introduced the topology in a metric space itself essentially by saying
what a d-neighborhood of a point is. Let us give one more example.

Ezample 4. Consider the set C(R,R) of real-valued continuous functions de-
fined on the entire real line. Using this set as foundation, we shall construct
a new set — the set of germs of continuous functions. We shall regard two
functions f,g € C(R,R) as equivalent at the point a € R if there is a neigh-
borhood U (a) of that point such that Vz € U(a) (f(z) = g(z)). The relation
just introduced really is an equivalence relation (it is reflexive, symmetric,
and transitive). An equivalence class of continuous functions at the point
a € R is called germ of continuous functions at that point. If f is one of the
functions generating the germ at the point a, we shall denote the germ itself
by the symbol f,. Now let us define a neighborhood of a germ. Let U(a) be
a neighborhood of the point a and f a function defined on U(a) generating
the germ f, at a. This same function generates its germ f, at any point
z € U(a). The set {f;} of all germs corresponding to the points z € U(a)
will be called a neighborhood of the germ f,. Taking the set of such neigh-
borhoods of all germs as the base of a topology, we turn the set of germs of
continuous functions into a topological space. It is worthwhile to note that

2 The concepts of a metric space and a topological space were explicitly stated
early in the twentieth century. In 1906 the French mathematician M. Fréchet
(1878-1973) introduced the concept of a metric space, and in 1914 the German
mathematician F. Hausdorff (1868-1942) defined a topological space.
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Fig. 9.1.
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in the resulting topological space two different points (germs) f, and g, may
not have disjoint neighborhoods (see Fig. 9.1)

Definition 6. A topological space is Hausdor{f if the Hausdor{f axiom holds
in it: any two distinct points of the space have nonintersecting neighborhoods.

Ezample 5. Any metric space is obviously Hausdorff, since for any two points
a,b € X such that d(a,b) > 0 their spherical neighborhoods B(a, 3d(a,b)),
B(b, 3d(a,b)) have no points in common.

At the same time, as Example 4 shows, there do exist non-Hausdorff
topological spaces. Perhaps the simplest example here is the topological space
(X, 7) with the trivial topology 7 = {@, X }. If X contains at least two distinct
points, then (X, 7) is obviously not Hausdorff. Moreover, the complement
X \ z of a point in this space is not an open set.

We shall be working exclusively with Hausdorff spaces.

Definition 7. A set E C X is (everywhere) dense in a topological space
(X, 1) if for any point £ € X and any neighborhood U(z) of it the intersection
ENU(X) is nonempty.

Ezxample 6. If we consider the standard topology in R, the set Q of rational
numbers is everywhere dense in R. Similarly the set Q™ of rational points in
R™ is dense in R™.

One can show that in every topological space there is an everywhere dense
set whose cardinality does not exceed the weight of the topological space.

Definition 8. A metric space having a countable dense set is called a sepa-
rable space.

Ezample 7. The metric space (R™,d) in any of the standard metrics is a
separable space, since Q™ is dense in it.

Ezample 8. The metric space (C([0,1],R),d) with the metric defined by
(9.6) is also separable. For, as follows from the uniform continuity of the
functions f € C([0,1],R), the graph of any such function can be approxi-
mated as closely as desired by a broken line consisting of a finite number of
segments whose nodes have rational coordinates. The set of such broken lines
is countable.

We shall be dealing mainly with separable spaces.
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We now remark that, since the definition of a neighborhood of a point in
a topological space is verbally the same as the definition of a neighborhood
of a point in a metric space, the concepts of interior point, exterior point,
boundary point, and limit point of a set, and the concept of the closure of a
set, all of which use only the concept of a neighborhood, can be carried over
without any changes to the case of an arbitrary topological space.

Moreover, as can be seen from the proof of Proposition 2 in Sect. 7.1, it
is also true that a set in a Hausdorff space is closed if and only if it contains
all its limit points.

9.2.2 Subspaces of a Topological Space

Let (X, 7x) be a topological space and Y a subset of X. The topology Tx
makes it possible to define the following topology 7y in Y, called the induced
or relative topology on Y C X.

We define an open set in Y to be any set Gy of the form Gy =Y NGy,
where G x is an open set in X.

It is not difficult to verify that the system 7y of subsets of Y that arises
in this way satisfies the axioms for open sets in a topological space.

As one can see, the definition of open sets Gy in Y agrees with the one
we obtained in Subsect. 9.1.3 for the case when Y is a subspace of a metric
space X.

Definition 9. A subset Y C X of a topological space (X, 7) with the topol-
ogy Ty induced on Y is called a subspace of the topological space X.

It is clear that a set that is open in (Y, 7y) is not necessarily open in
(X, Tx).

9.2.3 The Direct Product of Topological Spaces

If (X1,71) and (X3, 72) are two topological spaces with systems of open sets
71 = {G1} and 72 = {G>}, we can introduce a topology on X; x X3 by taking
as the base the sets of the form G; x Ga.

Definition 10. The topological space (X; x X3, 7 X 72) whose topology has
the base consisting of sets of the form G; x G2, where G; is an open set
in the topological space (X;,7;), ¢ = 1,2, is called the direct product of the
topological spaces (X1, 71) and (X2, 72).

Ezample 9. If R = R! and R? are considered with their standard topologies,
then, as one can see, R? is the direct product R! x R!. For every open set in
R? can be obtained, for exmaple, as the union of “square” neighborhoods of
all its points. And squares (with sides parallel to the axes) are the products
of open intervals, which are open sets in R.

It should be noted that the sets G; X G2, where G; € 7, and Gg € T3,
constitute only a base for the topology, not all the open sets in the direct
product of topological spaces.
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9.2.4 Problems and Exercises

1. Verify that if (X, d) is a metric space, then (X , #‘ld) is also a metric space, and

the metrics d and GLd induce the same topology on X. (See also Problem 1 of the
preceding section.)

2. a) In the set N of natural numbers we define a neighborhood of the number
n € N to be an arithmetic progression with difference d relatively prime to n. Is
the resulting topological space Hausdorff?

b) What is the topology of N, regarded as a subset of the set R of real numbers
with the standard topology?

¢) Describe all open subsets of R.

3. If two topologies 7 and 72 are defined on the same set, we say that 72 is stronger
than 71 if 71 C 72, that is 72 contains all the sets in 7 and some additional open
sets not in 7.

a) Are the two topologies on N considered in the preceding problem comparable?

b) If we introduce a metric on the set C[0, 1] of continuous real-valued functions
defined on the closed interval [0, 1] first by relation (9.6) of Sect. 9.1, and then by
relation (9.7) of the same section, two topologies generally arise on C|[a, b]. Are they
comparable?

4. a) Prove in detail that the space of germs of continuous functions defined in
Example 4 is not Hausdorff.

b) Explain why this topological space is not metrizable.
¢) What is the weight of this space?

5. a) State the axioms for a topological space in the language of closed sets.

b) Verify that the closure of the closure of a set equals the closure of the set.

¢) Verify that the boundary of any set is a closed set.

d) Show that if F is closed and G is open in (X, 7), then the set G\ F is open
in (X,7).

e) If (Y, 7y) is a subspace of the topological space (X, 7), and the set E is such
that ECY C X and F € 7x, then F € 1y.

6. A topological space (X, 7) in which every point is a closed set is called a topo-
logical space in the strong sense or a Ti-space. Verify the following statements.

a) Every Hausdorff space is a 71-space (partly for this reason, Hausdorff spaces
are sometimes called T2-spaces).

b) Not every Ti-space is a T2-space. (See Example 4).
¢) The two-point space X = {a, b} with the open sets {&, X} is not a 71-space.

d) In a 71-space a set F' is closed if and only if it contains all its limit points.
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7. a) Prove that in any topological space there is an everywhere dense set whose
cardinality does not exceed the weight of the space.

b) Verify that the following metric spaces are separable: Cla,b], C®[a,b],
Rila, b, Rpla, b] (for the formulas giving the respective metrics see Sect. 9.1.)

c¢) Verify that if max is replaced by sup in relation (9.6) of Subsect. 9.1 and
regarded as a metric on the set of all bounded real-valued functions defined on a
closed interval [a, b], we obtain a nonseparable metric space.

9.3 Compact Sets

9.3.1 Definition and General Properties of Compact Sets

Definition 1. A set K in a topological space (X, 7) is compact (or bicom-
pact3) if from every covering of K by sets that are open in X one can select
a finite number of sets that cover K.

Ezample 1. An interval [a,b] of the set R of real numbers in the standard
topology is a compact set, as follows immediately from the lemma of Subsect.
2.1.3 asserting that one can select a finite covering from any covering of a
closed interval by open intervals.

In general an m-dimensional closed interval I™ = {z € R™|a® < z* < b*,
i=1,...,m} in R™ is a compact set, as was established in Subsect. 7.1.3.

It was also proved in Subsect. 7.1.3 that a subset of R™ is compact if and
only if it is closed and bounded.

In contrast to the relative properties of being open and closed, the prop-
erty of compactness is absolute, in the sense that it is independent of the
ambient space. More precisely, the following proposition holds.

Proposition 1. A subset K of a topological space (X, T) is a compact subset
of X if and only if K is compact as a subset of itself with the topology induced
from (X, 7).

Proof. This proposition follows from the definition of compactness and the
fact that every set Gk that is open in K can be obtained as the intersection
of K with some set Gx that is open in X. O

Thus, if (X,7x) and (Y, 7y) are two topological spaces that induce the
same topology on K C X NY, then K is simultaneously compact or not
compact in both X and Y.

Ezample 2. Let d be the standard metric on R and I = {z € R|0 < z < 1}
the unit interval in R. The metric space (I, d) is closed (in itself) and bounded,
but is not a compact set, since for example, it is not a compact subset of R.

3 The concept of compactness introduced by Definition 1 is sometimes called bi-
compactness in topology.
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We now establish the most important properties of compact sets.

Lemma 1. (Compact sets are closed). If K is a compact set in a Hausdorff
space (X, T), then K is a closed subset of X.

Proof. By the criterion for a set to be closed, it suffices to verify that every
limit point of K, g € X, belongs to K.

Suppose o ¢ K. For each point € K we construct an open neigh-
borhood G(z) such that xo has a neighborhood disjoint from G(z). The set
G(z), z € K, of all such neighborhoods forms an open covering of K, from
which one can select a finite covering G(z1),...,G(z,). Now if O'(.’L’()) isa

neighborhood of z¢ such that G(z;) N O;(z) = @, the set O(x ﬂ O, (o)

is also a neighborhood of zp, and G(z;) NO(zp) =@ foralli =1, .. ,n But
this means that K N O(z¢) = &, and then z( cannot be a limit point for K.
O

Lemma 2. (Nested compact sets.) If K1 D Ko D --- D K, D -+ is a nested

oo
sequence of nonempty compact sets, then the intersection (| K; is nonempty.
i=1

Proof. By Lemma 1thesets G, = K1\ K;,i=1,...,n,... are open in K;. If
the intersection ﬂ K; is empty, then the sequence Gy C Gy C --- C G, C -

forms a coverlng of K. Extracting a finite covering from it, we find that
some element G,,, of the sequence forms a covering of K;. But by hypothesis
K, = K1\ G, # @. This contradiction completes the proof of Lemma 2.
O

Lemma 3. (Closed subsets of compact sets.) A closed subset F' of a compact
set K is itself compact.

Proof. Let {G,, a € A} be an open covering of F. Adjoining to this collection
the open set G = K \ F', we obtain an open covering of the entire compact set
K. From this covering we can extract a finite covering of K. Since GNF = &,
it follows that the set {G,, @ € A} contains a finite covering of F. O

9.3.2 Metric Compact Sets

We shall establish below some properties of metric compact sets, that is,
metric spaces that are compact sets with respect to the topology induced by
the metric.

Definition 2. The set £ C X is called an e-grid in the metric space (X, d)
if for every point € X there is a point e € E such that d(e,z) < e.

Lemma 4. (Finite e-grids.) If a metric space (K,d) is compact, then for
every € > 0 there exists a finite e-grid in X .
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Proof. For each point = € K we choose an open ball B(x,¢). From the open
covering of K by these balls we select a finite covering B(zy,¢), ..., B(zy,¢).
The points z1, ..., T, obviously form the required e-grid. 0O

In analysis, besides arguments that involve the extraction of a finite cov-
ering, one often encounters arguments in which a convergent subsequence is
extracted from an arbitrary sequence. As it happens, the following proposi-
tion holds.

Proposition 2. (Criterion for compactness in a metric space.) A metric
space (K,d) is compact if and only if from each sequence of its points one
can extract a subsequence that converges to a point of K.

The convergence of the sequence {r,} to some point a € K, as before,
means that for every neighborhood U(a) of the point a € K there exists an
index N € N such that z, € U(a) for n > N.

We shall discuss the concept of limit in more detail below in Sect. 9.6.

We preface the proof of Proposition 2 with two lemmas.

Lemma 5. If a metric space (K,d) is such that from each sequence of its
points one can select a subsequence that converges in K, then for everye > 0
there exists a finite £-grid.

Proof. If there were no finite €op-grid for some €y > 0, one could construct
a sequence {z,} of points in K such that d(z,,z;) > ¢ for all n € N and
all ¢ € {1,...,n — 1}. Obviously it is impossible to extract a convergent
subsequence of this sequence. 0O

Lemma 6. If the metric space (K,d) is such that from each sequence of its
points one can select a subsequence that converges in K, then every nested
sequence of nonempty closed subsets of the space has a nonempty intersection.

Proof. If F; D --- D F,, D --- is the sequence of closed sets, then choosing
one point of each, we obtain a sequence z1,...,Tn,..., from which we ex-
tract a convergent subsequence {z,,}. The limit a € K of this sequence, by
construction, necessarily belongs to each of the closed sets F;, i € N. 0O

We can now prove Proposition 2.

Proof. We first verify that if (K, d) is compact and {z,} a sequence of points
in it, one can extract a subsequence that converges to some point of K. If
the sequence {z,} has only a finite number of different values, the assertion
is obvious. Therefore we may assume that the sequence {z,} has infinitely
many different values. For ¢; = 1/1, we construct a finite 1-grid and take
a closed ball B(a;,1) that contains an infinite number of terms of the se-
quence. By Lemma 3 the ball E(al, 1) is itself a compact set, in which there
exists a finite o = 1/2-grid and a ball é(ag, 1/2) containing infinitaly many
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elements of the sequence. In this way a nested sequence of compact sets
B(a1,1) D B(az,1/2) D --- D B(an,1/n) D --- arises, and by Lemma 2 has
a common point @ € K. Choosing a point z,, of the sequence {z,} in the
ball B(ai,1), then a point &, in B(ag,1/2) with ny > nq, and so on, we
obtain a subsequence {z,,} that converges to a by construction.

‘We now prove the converse, that is, we verify that if from every sequence
{zn} of points of the metric space (K, d) one can select a subsequence that
converges in K, then (K, d) is compact.

In fact, if there is some open covering {G,, a € A} of the space (K,d)
from which one cannot select a finite covering, then using Lemma 5 to con-
struct a finite 1-grid in K, we find a closed ball B(ay, 1), that also cannot be
covered by a finite collection of sets of the system {B,, a € A}.

The ball B(a1, 1) can now be regarded as the initial set, and, constructing
a finite 1/2-grid in it, we find in it a ball B(ay,1/2) that does not admit
covering by a finite number of sets in the system {G,, a € A}.

The resulting nested sequence of closed sets B(a;,1) D B(az,1/2) D
-+ D E(an,l/n) D --- has a common point a € K by Lemma 6, and the
construction shows that there is only one such point. This point is covered
by some set Gq, of the system; and since G, is open, all the sets B(a,, 1/n)
must be contained in G, for sufficiently large values of n. This contradiction
completes the proof of the proposition. O

9.3.3 Problems and Exercises

1. A subset of a metric space is totally bounded if for every € > 0 it has a finite
e-grid.

a) Verify that total boundedness of a set is unaffected, whether one forms the
grid from points of the set itself or from points of the ambient space.

b) Show that a subset of a metric space is compact if and only if it is totally
bounded and closed.

c¢) Show by example that a closed bounded subset of a metric space is not always
totally bounded, and hence not always compact.

2. A subset of a topological space is relatively (or conditionally) compact if its
closure is compact.
Give examples of relatively compact subsets of R™.

3. A topological space is locally compact if each point of the space has a relatively
compact neighborhood.
Give examples of locally compact topological spaces that are not compact.

4. Show that for every locally compact, but not compact topological space (X, 7x)
there is a compact topological space (Y, 7y) such that X C Y, Y \ X consists of a
single point, and the space (X, 7x) is a subspace of the space (Y, 1v).
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9.4 Connected Topological Spaces

Definition 1. A topological space (X, 7) is connected if it contains no open-
closed sets* except X itself and the empty set.

This definition will become more transparent to intuition if we recast it
in the following form.

A topological space is connected if and only if it cannot be represented
as the union of two disjoint nonempty closed sets (or two disjoint nonempty
open sets).

Definition 2. A set E in a topological space (X,7) is connected if it is
connected as a topological subspace of (X, 7) (with the induced topology).

It follows from this definition and Definition 1 that the property of a set
of being connected is independent of the ambient space. More precisely, if
(X,7x) and (Y, 7y) are topological spaces containing F and inducing the
same topology on F, then F is connected or not connected simultaneously in
both X and Y.

Fxample 1. Let E = {x € R|z # 0}. The set E_ = {z € E|z < 0} is
nonempty, not equal to F, and at the same time open-closed in FE (asis E =
{z € R|z > 0}), if E is regarded as a topological space with the topology
induced by the standard topology of R. Thus, as our intuition suggests, F is
not connected.

Proposition. (Connected subsets of R.) A nonempty set E C R is connected
if and only if for any x and z belonging to E, the inequalities T < y < z imply
thaty € E.

Thus, the only connected subsets of the line are intervals (finite or infi-
nite): open, half-open, and closed.

Proof. Necessity. Let E be a connected subset of R, and let the triple of
points a, b, ¢ be such that a € F, b € E, but ¢ ¢ E, even though a < ¢ < b.
Setting A = {z € E|z < c}, B= {z € E|z > c}, we see that a € A, b € B,
that is, A # &, B # &, and AN B = &. Moreover E = AU B, and both sets
A and B are open in E. This contradicts the connectedness of E.

Sufficiency. Let F be a subspace of R having the property that to-
gether with any pair of points a and b belonging to it, every point between
them in the closed interval [a, b] also belongs to E. We shall show that E is
connected.

Suppose that A is an open-closed subset of E with A # @& and B =
E\A # @. Let a € A and b € B. For definiteness we shall assume that
a < b. (We certainly have a # b, since AN B = @&.) Consider the point

4 That is, sets that are simultaneously open and closed.
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¢1 =sup{ANa,b]}. Since A>a <c¢; <be B, we have ¢; € E. Since A is
closed in F, we conclude that ¢; € A.

Considering now the point c; = inf{B N [c1,b]} we conclude similarly,
since B is closed, that co € B. Thus a < ¢; < ¢co < b, since ¢; € A, ¢ € B,
and AN B = &. But it now follows from the definition of ¢; and ¢, and the
relation E = AU B that no point of the open interval ]c;, c2] can belong to
E. This contradicts the original property of E. Thus the set E cannot have
a subset A with these properties, and that proves that E is connected. 0O

9.4.1 Problems and Exercises

1. a) Verify that if A is an open-closed subset of (X, 7), then B = X \ A is also
such a set.

b) Show that in terms of the ambient space the property of connectedness of a
set can be expressed as follows: A subset E of a topological space (X, 1) is connected
if and only if there is no pair of open (or closed) subsets G'x, G'x that are disjoint
and such that ENGx # @, ENG'x # @, and E C G'x UG%.

2. Show the following:
a) The union of connected subspaces having a common point is connected.
b) The intersection of connected subspaces is not always connected.

c¢) The closure of a connected subspace is connected.

3. One can regard the group GL(n) of nonsingular nxn matrices with real entries as

an open subset in the product space R™ , if each element of the matrix is associated
with a copy of the set R of real numbers. Is the space GL(n) connected?

4. A topological space is locally connected if each of its points has a connected
neighborhood.

a) Show that a locally connected space may fail to be connected.

b) The set E in R? consists of the graph of the function z ~ sin 2 (for z # 0)
plus the closed interval {(z,y) € R*|z = 0 A |y| < 1} on the y-axis. The set E is
endowed with the topology induced from R2. Show that the resulting topological
space is connected but not locally connected.

5. In Subsect. 7.2.2 we defined a connected subset of R™ as a set £ C R™ any two
of whose points can be joined by a path whose support lies in E. In contrast to
the definition of topological connectedness introduced in the present section, the
concept we considered in Chapt. 7 is usually called path connectedness or arcwise
connectedness. Verify the following:

a) A path-connected subset of R" is connected.

b) Not every connected subset of R™ with n > 1 is path connected. (See Prob-
lem 4.)

¢) Every connected open subset of R™ is path connected.
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9.5 Complete Metric Spaces

In this section we shall be discussing only metric spaces, more precisely, a
class of such spaces that plays an important role in various areas of analysis.

9.5.1 Basic Definitions and Examples

By analogy with the concepts that we already know from our study of the
space R™, we introduce the concepts of fundamental (Cauchy) sequences and
convergent sequences of points of an arbitrary metric space.

Definition 1. A sequence {z,; n € N} of points of a metric space (X, d) is
a fundamental or Cauchy sequence if for every € > 0 there exists N € N such
that d(zm,z,) < € for any indices m,n € N larger than N.

Definition 2. A sequence {z,; n € N} of points of a metric space (X,d)
converges to the point a € X and a is its limit if lim d(a,z,) =0.
n—o00

A sequence that has a limit will be called convergent, as before.
We now give the basic definition.

Definition 3. A metric space (X,d) is complete if every Cauchy sequence
of its points is convergent.

Example 1. The set R of real numbers with the standard metric is a com-
plete metric space, as follows from the Cauchy criterion for convergence of a
numerical sequence.

We remark that, since every convergent sequence of points in a metric
space is obviously a Cauchy sequence, the definition of a complete metric
space essentially amounts to simply postulating the Cauchy convergence cri-
terion for it.

Example 2. If the number 0, for example, is removed from the set R, the
remaining set R \ 0 will not be a complete space in the standard metric.
Indeed, the sequence z,, = 1/n, n € N, is a Cauchy sequence of points of this
set, but has no limit in R\ 0.

Example 3. The space R™ with any of its standard metrics is complete, as
was explained in Subsect. 7.2.1.

Ezample 4. Consider the set C|a,b] of real-valued continuous functions on a
closed interval [a,b] C R, with the metric

d(f,9) = max |7(@) - (=) (99)

(see Sect. 9.1, Example 7). We shall show that the metric space Cla,b] is
complete.
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Proof. Let {fn(z) : n € N} be a Cauchy sequence of functions in C|[a, b], that
is,

Ve>0INeNVmeNVneN((m>NAn>N)=
= Vz € [a,b](|fm(z) — fn(z)| <€)). (9.10)

For each fixed value of = € [a, b], as one can see from (9.10), the numerical
sequence { f,(z); n € N} is a Cauchy sequence and hence has a limit f(z) by
the Cauchy convergence criterion.

Thus

f(z):= lim f,(z), =z€]la,b]. (9.11)

n—roo

We shall verify that the function f(z) is continuous on [a,b], that is,
f € Cla,b.
It follows from (9.10) and (9.11) that the inequality

|f(x) = fa(x)| <€ Vz € [a,b] (9.12)

holds for n > N.
We fix the point z € [a,b] and verify that the function f is continuous at
this point. Suppose the increment h is such that (x + h) € [a,b]. The identity

f(@+h)— f(z) = f(x+h) = folz+h) + fu(z + h) = fulz) + fu(z) - f(2)
implies the inequality

|f(z+h) = f(2)| < |f(z+h)— fulz+h)
Ffn(z +h) = fu(@)| + | fo(x) = f(2)]. (9.13)

By virtue of (9.12) the first and last terms on the right-hand side of this
last inequality do not exceed € if n > N. Fixing n > N, we obtain a function
fn € Cla,b], and then choosing § = é(g) such that | f,(z+h) — fn(z)| < € for
|h| < &, we find that |f(z + h) — f(z)| < 3e if |h| < §. But this means that
the function f is continuous at the point . Since x was an arbitrary point
of the closed interval [a,b], we have shown that f € Cla,b]. O

Thus the space C|a, b] with the metric (9.9) is a complete metric space.
This is a very important fact, one that is widely used in analysis.

Ezample 5. If instead of the metric (9.9) we consider the integral metric

b
d(f.g) = / If — gl(z) de (9.14)

on the same set C|a, b], the resulting metric space is no longer complete.
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Proof. For the sake of notational simplicity, we shall assume [a,b] = [—1,1]
and consider, for example, the sequence {f, € C[—1,1]; n € N} of functions
defined as follows:

-1, if -1<z<-1/n,
fal@) =< nz, if -l/n<z<l/n,

1, if 1/n<z<1.

(See Fig. 9.2.)

-1 -1/n

0 1/n 1=

—1+

Fig. 9.2.

It follows immediately from properties of the integral that this sequence is
a Cauchy sequence in the sense of the metric (9.14) in C[—1,1]. At the same
time, it has no limit in C[—1,1]. For if a continuous function f € C[-1,1]
were the limit of this sequence in the sense of metric (9.14), then f would
have to be constant on the interval —1 < z < 0 and equal to —1 while at
the same time it would have to be constant and equal to 1 on the interval
0 < z <1, which is incompatible with the continuity of f at the point z = 0.
0

Ezample 6. 1t is slightly more difficult to show that even the set R[a,b] of
real-valued Riemann-integrable functions defined on the closed interval [a, b]
is not complete in the sense of the metric 9.14.5 We shall show this, using
the Lebesgue criterion for Riemann integrability of a function.

Proof. We take [a, b] to be the closed interval [0,1], and we shall construct a
Cantor set on it that is not a set of measure zero. Let A €]0,1/3[. We remove
from the interval [0, 1] the middle piece of it of length A. More precisely, we
remove the A/2-neighborhood of the midpoint of the closed interval [0, 1].

5 In regard to the metric (9.14) on R]a, b] see the remark to Example 9 in Sect. 9.1.
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On each of the two remaining intervals, we remove the middle piece of length
A-1/3. On each of the four remaining closed intervals we remove the middle
piece of length A -1/32, and so forth. The length of the intervals removed in
this processis A+ A-2/3+ A-4/32 +---+ A-(2/3)" +--- = 3A. Since
0 < A< 1/3, we have 1 —3A > 0, and, as one can verify, it follows from this
that the (Cantor) set K remaining on the closed interval [0, 1] does not have
measure zero in the sense of Lebesgue.

Now consider the following sequence: {f, € R[0,1]; n € N}. Let f, be a
function equal to 1 everywhere on [0, 1] except at the points of the intervals
removed at the first n steps, where it is set equal to zero. It is easy to verify
that this sequence is a Cauchy sequence in the sense of the metric (9.14). If
some function f € R[0, 1] were the limit of this sequence, then f would have
to be equal to the characteristic function of the set K at almost every point
of the interval [0,1]. Then f would have discontinuities at all points of the
set K. But, since K does not have measure 0, one could conclude from the
Lebesgue criterion that f ¢ R[0,1]. Hence R[a,b] with the metric (9.14) is
not a complete metric space. 0O

9.5.2 The Completion of a Metric Space

Example 7. Let us return again to the real line and consider the set Q of
rational numbers with the metric induced by the standard metric on R.

It is clear that a sequence of rational numbers converging to v/2 in R is a
Cauchy sequence, but does not have a limit in @Q, that is, Q is not a complete
space with this metric. However, Q happens to be a subspace of the complete
metric space R, which it is natural to regard as the completion of Q. Note
that the set Q C R could also be regarded as a subset of the complete metric
space R?, but it does not seem reasonable to call R? the completion of Q.

Definition 4. The smallest complete metric space containing a given metric
space (X, d) is the completion of (X, d).

This intuitively acceptable definition requires at least two clarifications:
what is meant by the “smallest” space, and does it exist?

We shall soon be able to answer both of these questions; in the meantime
we adopt the following more formal definition.

Definition 5. If a metric space (X,d) is a subspace of the metric space
(Y,d) and the set X C Y is everywhere dense in Y, the space (Y, d) is called
a completion of the metric space (X, d).

Definition 6. We say that the metric space (X;,d;) is isometric to the
metric space (Xg,dz) if there exists a bijective mapping f : X; — X5 such
that dz(f(a), f(b)) = di(a,b) for any points @ and b in X;. (The mapping
f: X1 — X, is called an isometry in that case.)
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It is clear that this relation is reflexive, symmetric, and transitive, that is,
it is an equivalence relation between metric spaces. In studying the properties
of metric spaces we study not the individual space, but the properties of all
spaces isometric to it. For that reason one may regard isometric spaces as
identical.

Ezample 8. Two congruent figures in the plane are isometric as metric spaces,
so that in studying the metric properties of figures we abstract completely, for
example, from the location of a figure in the plane, identifying all congruent
figures.

By adopting the convention of identifying isometric spaces, one can show
that if the completion of a metric space exists at all, it is unique.
As a preliminary, we verify the following statement.

Lemma. The following inequality holds for any quadruple of points a, b, u,
v of the metric space (X,d):

|d(a,b) — d(u,v)| < d(a,u) + d(b,v) . (9.15)
Proof. By the triangle inequality
d(a,b) < d(a,u) + d(u,v) + d(b,v) .
By the symmetry of the points, this relation implies (9.15). O
We now prove uniqueness of the completion.

Proposition 1. If the metric spaces (Y1,d1) and (Ya,dz2) are completions of
the same space (X,d), then they are isometric.

Proof. We construct an isometry f : Y; — Y, as follows. For x € X we set
f(z) = x. Then da(f(z1), f(x2)) = d(f(21), f(z2)) = d(z1,22) = di(21,22)
for z1,z0 € X. If y3 € Y7 \ X, then y; is a limit point for X, since X
is everywhere dense in Y;. Let {z,; n € N} be a sequence of points of X
converging to y; in the sense of the metric d;. This sequence is a Cauchy
sequence in the sense of the metric d;. But since the metrics d; and dy are
both equal to d on X, this sequence is also a Cauchy sequence in (Y3,ds).
The latter space is complete, and hence this sequence has a limit yo € Y5. It
can be verified in the standard manner that this limit is unique. We now set
f(y1) = yo. Since any point y; € Y2 \ X, just like any point y; € Y7 \ X, is
the limit of a Cauchy sequence of points in X, the mapping f : Y7 — Y3 so
constructed is surjective.
We now verify that

d2(f(3/1)7f(yi/ ) = d1(yi,yl1l) (9.16)

for any pair of points y;, y; of Y;.
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If y} and y{ belong to X, this equality is obvious. In the general case we
take two sequences {z,; n € N} and {z].; n € N} converging to y; and y}
respectively. It follows from inequality (9.15) that

dl(ylliylll) = lim dl(z/nazlri) )
n—oo

or, what is the same,

di(yh,yY) = lim d(zy,,27) . (9.17)
n—oo
By construction these same sequences converge to y5 = f(y;) and
vy = f(y4) respectively in the space (Y3, dz). Hence
da(ys,97) = lim d(ar,, 7). (9.18)
n— oo

Comparing relations (9.17) and (9.18), we obtain Eq. (9.16). This equality
then simultaneously establishes that the mapping f : Y7 — Y5 is injective and
hence completes the proof that f is an isometry. O

In Definition 5 of the completion (Y, d) of a metric space (X, d) we required
that (X, d) be a subspace of (Y, d) that is everywhere dense in (Y, d). Under
the identification of isometric spaces one could now broaden the idea of a
completion and adopt the following definition.

Definition 5. A metric space (Y,dy) is a completion of the metric space
(X,dx) if there is a dense subspace of (Y, dy) isometric to (X, dx).

We now prove the existence of a completion.
Proposition 2. Every metric space has a completion.

Proof. 1f the initial space itself is complete, then it is its own completion.

We have already essentially demonstrated the idea for constructing the
completion of an incomplete metric space (X, dx) when we proved Proposi-
tion 1.

Consider the set of Cauchy sequences in the space (X,dx). Two such
sequences {z); n € N} and {z]/; n € N} are called equivalent or confinal if
dx(z,,,zll) — 0 as n — oo. It is easy to see that confinality really is an
equivalence relation. We shall denote the set of equivalence classes of Cauchy
sequences by S. We introduce a metric in S by the following rule. If s’ and
s" are elements of S, and {z],; n € N} and {z]}; n € N} are sequences from
the classes s’ and s” respectively, we set

d(s',s") = lim dx(zh,z) . (9.19)

It follows from inequality (9.15) that this definition is unambiguous: the
limit written on the right exists (by the Cauchy criterion for a numeri-
cal sequence) and is independent of the choice of the individual sequences
{z;,; n € N} and {z]; n € N} from the classes s’ and s”
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The function d(s’, s”) satisfies all the axioms of a metric. The resulting
metric space (5,d) is the required completion of the space (X,dx). Indeed,
(X,dx) is isometric to the subspace (Sx,d) of the space (S,d) consisting
of the equivalence classes of fundamental sequences that contain constant
sequences {z, = € X; n € N}. It is natural to identify such a class s € S
with the point € X. The mapping f : (X,dx) = (Sx,d) is obviously an
isometry.

It remains to be verified that (Sx,d) is everywhere dense in (5,d) and
that (S,d) is a complete metric space.

We first verify that (Sx, d) is dense in (5, d). Let s be an arbitrary element
of S and {z,; n € N} a Cauchy sequence in (X,dx) belonging to the class
s € S. Taking &, = f(z,), n € N, we obtain a sequence {£,; n € N} of points
of (Sx,d) that has precisely the element s € S as its limit, as one can see
from (9.19).

We now prove that the space (S,d) is complete. Let {s,; n € N} be an
arbitrary Cauchy sequence in the space (S, d). For each n € N we choose an
element &, in (Sx,d) such that d(s,,&,) < 1/n. Then the sequence {£,; n €
N}, like the sequence {s,; n € N}, is a Cauchy sequence. But in that case
the sequence {z, = f~1(£,); n € N} will also be a Cauchy sequence. The
sequence {x,; n € N} defines an element s € S, to which the given sequence
{sn; n € N} converges by virtue of relation (9.19). O

Remark 1. Now that Propositions 1 and 2 have been proved, it becomes un-
derstandable that the completion of a metric space in the sense of Definition
5’ is indeed the smallest complete space containing (up to isometry) the given
metric space. In this way we have justified the original Definition 4 and made
it precise.

Remark 2. The construction of the set R of real numbers, starting from the
set Q@ of rational numbers could have been carried out exactly as in the
construction of the completion of a metric space, which was done in full
generality above. That is exactly how the transition from Q to R was carried
out by Cantor.

Remark 3. In Example 6 we showed that the space R[a,b] of Riemann-
integrable functions is not complete in the natural integral metric. Its com-
pletion is the important space L[a, b] of Lebesgue-integrable functions.

9.5.3 Problems and Exercises

1. a) Prove the following nested ball lemma. Let (X,d) be a metric space and
B(z1,71) D -+ D B(%n,mn) D -+ a nested sequence of closed balls in X whose radii
tend to zero. The space (X,d) is complete if and only if for every such sequence
there exists a unique point belonging to all the balls of the sequence.
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b) Show that if the condition r, — 0 as n — oo is omitted from the lemma
stated above, the intersection of a nested sequence of balls may be empty, even in
a complete space.

2. a) A set E C X of a metric space (X, d) is nowhere dense in X if it is not dense
in any ball, that is, if for every ball B(z,r) there is a second ball B(z1,71) C B(z,r)
containing no points of the set E.

A set E is of first category in X if it can be represented as a countable union
of nowhere dense sets.

A set that is not of first category is of second category in X.

Show that a complete metric space is a set of second category (in itself).

b) Show that if a function f € C(®[a,b] is such that Vz € [a,b] In € N VYm >
n (f™(z) = 0), then the function f is a polynomial.

9.6 Continuous Mappings of Topological Spaces

From the point of view of analysis, the present section and the one following
contain the most important results in the present chapter.

The basic concepts and propositions discussed here form a natural, some-
times verbatim extension to the case of mappings of arbitrary topological or
metric spaces, of concepts and propositions that are already well known to us
in . In the process, not only the statement but also the proofs of many facts
turn out to be identical with those already considered; in such cases the proofs
are naturally omitted with a reference to the corresponding propositions that
were discussed in detail earlier.

9.6.1 The Limit of a Mapping

a. The Basic Definition and Special Cases of it

Definition 1. Let f : X — Y be a mapping of the set X with a fixed base
B = {B} in X into a topological space Y. The point A € Y is the limit of the
mapping f : X — Y over the base B, and we write lizlsn f(z) = A, if for every

neighborhood V(A) of A in Y there exists an element B € B of the base B
whose image under the mapping f is contained in V(A).

In logical symbols Definition 1 has the form
lim f(z)=A:=VV(A)CY 3Be B (f(B) CV(4)).

We shall most often encounter the case in which X, like Y, is a topological
space and B is the base of neighborhoods or deleted neighborhoods of some
point a € X. Retaining our earlier notation z — a for the base of deleted

neighborhoods {(? (a)} of the point a, we can specialize Definition 1 for this
base:

lim f(z) = A:=VYV(4) CY 3U(a) C X (f(U(a)) C V(A)).

r—ra
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If (X,dx) and (Y,dy) are metric spaces, this last definition can be re-
stated in -6 language:

ii_r+11f(w)=A:=Vs>035>0\fzeX
(0 <dx(a,z) <6 =dy (A, f(z)) <e).
In other words,
il_ir}lf(x) =A== igr}ldy(A,f(z)) =0.

Thus we see that, having the concept of a neighborhood, one can define
the concept of the limit of a mapping f : X — Y into a topological or metric
space Y just as was done in the case Y = R or, more generally, Y = R".

b. Properties of the Limit of a Mapping We now make some remarks
on the general properties of the limit.

We first note that the uniqueness of the limit obtained earlier no longer
holds when Y is not a Hausdorff space. But if Y is a Hausdorff space, then
the limit is unique and the proof does not differ at all from the one given in
the special cases Y =R or Y = R™.

Next, if f : X — Y is a mapping into a metric space, it makes sense to
speak of the boundedness of the mapping (meaning the boundedness of the
set f(X) in Y), and of ultimate boundedness of a mapping with respect to
the base B in X (meaning that there exists an element B of B on which f is
bounded).

It follows from the definition of a limit that if a mapping f: X - Y of a
set X with base B into a metric space Y has a limit over the base B, then it
is ultimately bounded over that base.

c. Questions Involving the Existence of the Limit of a Mapping

Proposition 1. (Limit of a composition of mappings.) Let Y be a set with
base By and g:Y — Z a mapping of Y into a topological space Z having a
limit over the base By .

Let X be a set with base Bx and f : X — Y a mapping of X into Y such
that for every element By € By there exists an element Bx € Bx whose
image is contained in By, that is, f(Bx) C By.

Under these hypotheses the composition go f : X — Z of the mappings f
and g is defined and has a limit over the base Bx, and

limgo f(z) =limg(y) .

For the proof see Theorem 5 of Sect. 3.2.

Another important proposition on the existence of the limit is the Cauchy
criterion, to which we now turn. This time we will be discussing a mapping
f: X — Y into a metric space, and in fact a complete metric space.

In the case of a mapping f : X — Y of the set X into a metric space
(Y,d) it is natural to adopt the following definition.
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Definition 2. The oscillation of the mapping f: X - Y onaset £ C X is
the quantity

W(f,E) = Ssup d(f(‘rl),f(xZ)) .

$1,$2€E

The following proposition holds.

Proposition 2. (Cauchy criterion for existence of the limit of a mapping.)
Let X be a set with a base B, and let f : X — Y be a mapping of X into a
complete metric space (Y, d).

A necessary and sufficient condition for the mapping f to have a limit
over the base B is that for every ¢ > 0 there exist an element B in B on
which the oscillation of the mapping is less than €.

More briefly:

Ellilrgnf(:c) < Ve>03BeB(w(f,B)<e¢).

For the proof see Theorem 4 of Sect. 3.2.

It is useful to remark that the completeness of the space Y is needed only
in the implication from the right-hand side to the left-hand side. Moreover,
if Y is not a complete space, it is usually this implication that breaks down.

9.6.2 Continuous Mappings

a. Basic Definitions

Definition 3. A mapping f : X — Y of a topological space (X, 7x) into a
topological space (Y, Ty) is continuous at a point a € X if for every neigh-
borhood V(f(a)) C Y of the point f(a) € Y there exists a neighborhood
U(a) C X of the point a € X whose image f(U(a)) is contained in V(f(a)).

Thus,

f:X — Y iscontinuous at a € X :=

=VV(f(a)) IU(a) (f(U(a)) C V(f(a))) -

In the case when X and Y are metric spaces (X,dx) and (Y, dy), Defini-
tion 3 can of course be stated in e-6 language:

f:X =Y is continuous at a € X :=
=Ve>030>0Vz e X (dx(a,z) <d = dy(f(a), f(z)) <€) .

Definition 4. The mapping f : X — Y is continuous if it is continuous at
each point z € X.

The set of continuous mappings from X into Y will be denoted C(X,Y).
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Theorem 1. (Criterion for continuity.) A mapping f : X — Y of a topolog-
ical space (X, Tx) into a topological space (Y, Ty) is continuous if and only if
the pre-image of every open (resp. closed) subset of Y is open (resp. closed)
in X.

Proof. Since the pre-image of a complement is the complement of the pre-
image, it suffices to prove the assertions for open sets.

We first show that if f € C(X,Y) and Gy € 7y, then Gx = f~}(Gy)
belongs to 7x. If G x = @, it is immediate that the pre-image is open. If Gx #
@ and a € Gx, then by definition of continuity of the mapping f at the point
a, for the neighborhood Gy of the point f(a) there exists a neighborhood
Ux(a) of a € X such that f(Ux(a)) C Gy. Hence Ux(a) C Gx = f~!(Gy).

Since Gx = |J Ux(a), we conclude that Gx is open, that is, Gx € Tx.
a€Gx
We now prove that if the pre-image of every open set in Y is open in

X, then f € C(X,Y). But, taking any point a € X and any neighbor-
hood Vy (f(a)) of its image f(a) in Y, we discover that the set Ux(a) =
S~ (W (f(a))) is an open neighborhood of a € X, whose image is contained
in Vy (f(a)). Consequently we have verified the definition of continuity of the
mapping f : X — Y at an arbitrary point a € X. O

Definition 5. A bijective mapping f : X — Y of one topological space
(X, 7x) onto another (Y, 7y) is a homeomorphism if both the mapping itself
and the inverse mapping f~! : Y — X are continuous.

Definition 6. Topological spaces that admit homeomorphisms onto one an-
other are said to be homeomorphic.

As Theorem 1 shows, under a homeomorphism f : X — Y of the topolog-
ical space (X, 7x) onto (Y, 7y) the systems of open sets 7x and 7y correspond
to each other in the sense that Gx € 7x & f(Gx) = Gy € Ty.

Thus, from the point of view of their topological properties homeomorphic
spaces are absolutely identical. Consequently, homeomorphism is the same
kind of equivalence relation in the set of all topological spaces as, for example,
isometry is in the set of metric spaces.

b. Local Properties of Continuous Mappings We now exhibit the lo-
cal properties of continuous mappings. They follow immediately from the
corresponding properties of the limit.

Proposition 3. (Continuity of a composition of continuous mappings.) Let
(X,7x), (Y,7v) and (Z,7z) be topological spaces. If the mapping g:Y — Z
is continuous at a point b € Y and the mapping f : X — Y is continuous at
a point a € X for which f(a) = b, then the composition of these mappings
gof:X — Z is continuous at a € X.

This follows from the definition of continuity of a mapping and Proposi-
tion 1.
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Proposition 4. (Boundedness of a mapping in a neighborhood of a point
of continuity.) If a mapping f : X — Y of a topological space (X, T) into a
metric space (Y, d) is continuous at a point a € X, then it is bounded in some
neighborhood of that point.

This proposition follows from the ultimate boundedness (over a base) of
a mapping that has a limit.

Before stating the next proposition on properties of continuous mappings,
we recall that for mappings into R or R™ we defined the quantity

w(f;a) = lim w(f, B(a,r))

to be the oscillation of f at the point a. Since both the concept of the oscil-
lation of a mapping on a set and the concept of a ball B(a,r) make sense in
any metric space, the definition of the oscillation w(f,a) of the mapping f
at the point a also makes sense for a mapping f : X — Y of a metric space
(X,dx) into a metric space (Y, dy).

Proposition 5. A mapping f : X — Y of a metric space (X,dx) into a
metric space (Y,dy) is continuous at the point a € X if and only ifw(f,a)=0.

This proposition follows immediately from the definition of continuity of
a mapping at a point.

c. Global Properties of Continuous Mappings We now discuss some
of the important global properties of continuous mappings.

Theorem 2. The image of a compact set under a continuous mapping is
compact.

Proof. Let f : K — Y be a continuous mapping of the compact space (K, 7k )
into a topological space (Y, 7y), and let {G§, a € A} be a covering of f(K)
by sets that are open in Y. By Theorem 1, the sets {G% = f~1(G$§), a € A}
form an open covering of K. Extracting a finite covering G%,...,G%", we
find a finite covering G3*,...,Gy" of f(K) C Y. Thus f(K) is compact in
Y. O

Corollary. A continuous real-valued function f : K — R on a compact set
assumes its mazximal value at some point of the compact set (and also its
minimal value, at some point).

Proof. Indeed, f(K) is a compact set in R, that is, it is closed and bounded.
This means that inf f(K) € f(K) and sup f(K) € f(K). O

In particular, if K is a closed interval [a,b] C R, we again obtain the
classical theorem of Weierstrass.

Cantor’s theorem on uniform continuity carries over verbatim to map-
pings that are continuous on compact sets. Before stating it, we must give a
necessary definition.
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Definition 7. A mapping f : X — Y of a metric space (X, dx) into a metric
space (Y,dy) is uniformly continuous if for every € > 0 there exists § > 0
such that the oscillation w(f, F) of f on each set E C X of diameter less
than ¢ is less than e.

Theorem 3. (Uniform continuity.) A continuous mapping f : K - Y of a
compact metric space K into a metric space (Y,dy) is uniformly continuous.

In particular, if K is a closed interval in R and Y = R, we again have
the classical theorem of Cantor, the proof of which given in Subsect. 4.2.2.
carries over with almost no changes to this general case.

Let us now consider continuous mappings of connected spaces.

Theorem 4. The image of a connected topological space under a continuous
mapping is connected.

Proof. Let f : X — Y be a continuous mapping of a connected topological
space (X,Tx) onto a topological space (Y,7y). Let Fy be an open-closed
subset of Y. By Theorem 1, the pre-image Ex = f~!(Ey) of the set Ey is
open-closed in X. By the connectedness of X, either Ex = @ or Ex = X.
But this means that either Ey = @ or Ey =Y = f(X). O

Corollary. If a function f : X — R is continuous on a connected topological
space (X,7) and assumes values f(a) = A € R and f(b) = B € R, then for
any number C between A and B there ezists a point ¢ € X at which f(c) = C.

Proof. Indeed, by Theorem 4 f(X) is a connected set in R. But the only
connected subsets of R are intervals (see the Proposition in Sect. 9.4). Thus
the point C belongs to f(X) along with A and B. O

In particular, if X is a closed interval, we again have the classical
intermediate-value theorem for a continuous real-valued function.

9.6.3 Problems and Exercises

1. a) If the mapping f : X — Y is continuous, will the images of open (or closed)
sets in X be open (or closed) in Y'?

b) If the image, as well as the inverse image, of an open set under the mapping
f: X =Y is open, does it necessarily follow that f is a homeomorphism?

c¢) If the mapping f : X — Y is continuous and bijective, is it necessarily a
homeomorphism?

d) Is a mapping satisfying b) and c¢) simultaneously a homeomorphism?

2. Show the following.

a) Every continuous bijective mapping of a compact space into a Hausdorff
space is a homeomorphism.

b) Without the requirement that the range be a Hausdorff space, the preceding
statement is in general not true.
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3. Determine whether the following subsets of R™ are (pairwise) homeomorphic as
topological spaces: a line, an open interval on the line, a closed interval on the line;
a sphere; a torus.

4. A topological space (X, T) is arcwise connected or path connected if any two of
its points can be joined by a path lying in X. More precisely, this means that for
any points A and B in X there exists a continuous mapping f : I — X of a closed
interval [a,b] C R into X such that f(a) = A and f(b) = B.

a) Show that every path connected space is connected.
b) Show that every convex set in R™ is path connected.
c) Verify that every connected open subset of R™ is path connected.

d) Show that a sphere S(a,r) is path connected in R™, but that it may fail to be
connected in another metric space, endowed with a completely different topology.

e) Verify that in a topological space it is impossible to join an interior point of
a set to an exterior point without intersecting the boundary of the set.

9.7 The Contraction Mapping Principle

Here we shall establish a principle that, despite its simplicity, turns out to
be an effective way of proving many existence theorems.

Definition 1. A point a € X is a fized point of a mapping f : X — X if
f(@) =a.

Definition 2. A mapping f : X — X of a metric space (X,d) into itself
is called a contraction if there exists a number ¢, 0 < ¢ < 1, such that the
inequality

d(f(z1), f(z2)) < qd(z1,22) (9.20)

holds for any points x; and z3 in X.

Theorem. (Picard®-Banach” fixed-point principle.) A contraction mapping
f: X — X of a complete metric space (X,d) into itself has a unique fized
point a.

Moreover, for any point xo € X the recursively defined sequence xg, r1 =
f(xo), ..., Tuy1 = f(zn),. .. converges to a. The rate of convergence is given
by the estimate

n

d(a,zn) < lq

d(z1,xo) - (9.21)

6 Ch. E. Picard (1856-1941) — French mathematician who obtained many impor-
tant results in the theory of differential equations and analytic function theory.

7 S. Banach (1892-1945) — Polish mathematician, one of the founders of functional
analysis.
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Proof. We shall take an arbitrary point zg € X and show that the sequence
xo, 1 = f(%0), - -+, Tn+1 = f(Zn),...is a Cauchy sequence. The mapping f
is a contraction, so that by Eq. (9.20)

d(Tpt1,7Tn) < qd(Tn, Tn-1) < -+ < ¢"d(z1,20)

and

A(TpiksTn) < d(Tn,Tni1) + - + d(Tnpk—1,Tnyk) <

S (qn + qn+1 + -4 qn+k_1)d($17$0) S

n

q
1-gq

d(l‘hwo) .

From this one can see that the sequence xzg,z1,...,Zn,... is indeed a
Cauchy sequence.
The space (X, d) is complete, so that this sequence has a limit lim z, =
n— 00
a€X.

It is clear from the definition of a contraction mapping that a contraction
is always continuous, and therefore

@ = Jim, mr = Jim, flzn) = £( Jim, =) = fla)

Thus a is a fixed point of the mapping f.
The mapping f cannot have a second fixed point, since the relations a; =
f(a;), i = 1,2, imply, when we take account of (9.20), that

0 < d(ay,a2) = d(f(a1), f(az)) < qd(ai,a2) ,

which is possible only if d(aj,az) = 0, that is, a; = as.
Next, by passing to the limit as £ — oo in the relation

n

d(z1,0) ,

d(x7l+k7 In) S 1q

we find that

n

d(iL‘l,Io) .0

d(a,z,) < 1‘1

The following proposition supplements this theorem.

Proposition. (Stability of the fixed point.) Let (X, d) be a complete metric
space and (£2,7) a topological space that will play the role of a parameter
space in what follows.

Suppose to each value of the parameter t € (2 there corresponds a contrac-
tion mapping f; : X — X of the space X into itself and that the following
conditions hold.

a) The family {fi; t € 2} is uniformly contracting, that is, there exists q,
0 < g <1, such that each mapping f; is a q-contraction.
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b) For each x € X the mapping fi(x) : 2 = X is continuous as a function
of t at some point to € §2, that is tl_1->nt1 fr(x) = fi, (2).
0

Then the solution a(t) € X of the equation x = f(x) depends continuously
on t at the point to, that is, tlggl a(t) = a(to).
0

Proof. As was shown in the proof of the theorem, the solution a(t) of the
equation z = fi;(x) can be obtained as the limit of the sequence {z,4+1 =
fi(zn); n = 0,1,...} starting from any point zo € X. Let zo = a(tp) =

fto (a(to)) .

Taking account of the estimate (9.21) and condition a), we obtain
d(a(t),a(to)) = d(a(t), zo) <
1 1
< T qd(xl,l”o) = 'i‘:"éd(ft(a(to))’fto (a(to))) -

By condition b), the last term in this relation tends to zero as t — to. Thus
it has been proved that

lim d(a(t),a(to)) = 0, that is, tll)IItlo a(t) =a(ty) . O

t—to

Example 1. As an important example of the application of the contraction
mapping principle we shall prove, following Picard, an existence theorem for
the solution of the differential equation y'(z) = f(z,y(z)) satisfying an initial
condition y(zo) = yo.

If the function f € C(R?,R) is such that

|f(u,v1) = f(u,v2)| < M|vi — w2,
where M is a constant, then, for any initial condition
y(zo) = o , (9.22)

there exists a neighborhood U(zg) of xg € R and a unique function y = y(x)
defined in U(xo) satisfying the equation

y' = fz,y) (9.23)
and the initial condition (9.22).

Proof. Equation (9.23) and the condition (9.22) can be jointly written as a
single relation

y(x) =yo + / f(ty@)dt. (9.24)
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Denoting the right-hand side of this equality by A(y), we find that A :
C(V(z0),R) = C(V(z0),R) is a mapping of the set of continuous functions
defined on a neighborhood V' (z) of zo into itself. Regarding C(V (zo),R) as
a metric space with the uniform metric (see formula (9.6) from Sect. 9.1), we
find that

d(Ay1, Ay2) = max
z€V (o)

]f(t,yl(t))dt—/zf(t,yz(t)) dt‘ <

IA

max

/M|y1(t) - yz(t)|dt' < M|z — zo|d(y1,92) -
€V (zo)
o

If we assume that |z — xo| < 2LM, then the inequality

1
d(Ay,, Ayz) < Ed(yl, Y2)

is fulfilled on the corresponding closed interval I, where d(y;,y2) =
max |y1(x) — y2(x)|. Thus we have a contraction mapping
z€

A:C(I,R) > C(I,R)

of the complete metric space (C(I,R),d) (see Example 4 of Sect. 9.5) into
itself, which by the contraction mapping principle must have a unique fixed
point y = Ay. But this means that the function in C(I,R) just found is the
unique function defined on I 3 z( and satisfying Eq. (9.24). O

Example 2. As an illustration of what was just said, we shall seek a solution
of the familiar equation

v =y
with the initial condition (9.22) on the basis of the contraction mapping
principle.

In this case .

Ay=yo+/y(t)dt,

Zo

and the principle is applicable at least for |z — zo| < g < 1.

Starting from the initial approximation y(z) = 0, we construct succes-
sively the sequence 0,y = A(0),...,Ynt1(t) = A(yn(t)),... of approxima-
tions
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n(t) = Yo
ya(t) = yo(1+ (z — z0)) ,
ys(t) = yo(1+ (z — xo) + 3(x — x0)?) ,
Ynt1(t) = yo(l+ (z—20) + 31(x —0)® + - + X (z — z0)") ,
from which it is already clear that

y(z) = yoe™ ™ .

The fixed-point principle stated in the theorem above also goes by the
name of the contraction mapping principle. It arose as a generalization of Pi-
card’s proof of the existence theorem for a solution of the differential equation
(9.23), which was discussed in Example 1. The contraction mapping principle
was stated in full generality by Banach.

Ezample 3. Newton’s method of finding a root of the equation f(x) = 0. Sup-
pose a real-valued function that is convex and has a positive derivative on
a closed interval [, 3] assumes values of opposite signs at the endpoints
of the interval. Then there is a unique point a in the interval at which
f(a) = 0. In addition to the elementary method of finding the point a by
successive bisection of the interval, there also exist more sophisticated and
rapid methods of finding it, using the properties of the function f. Thus, in
the present case, one may use the following method, proposed by Newton
and called Newton’s method or the method of tangents. Take an arbitrary
point zg € [a, 8] and write the equation y = f(z¢) + f'(z0)(x — xo) of the
tangent to the graph of the function at the point (2o, f(zo)). We then find

the point 1 = o — [f'(z0)] - f(x0) where the tangent intersects the z-axis
(Fig. 9.3). We take z; as the first approximation of the root a and repeat
this operation, replacing x¢ by x;. In this way we obtain a sequence

Tnt1 = Tn — [f(@n)] " fl@n) (9.25)

of points that, as one can verify, will tend monotonically to a in the present
case.

In particular, if f(z) = z* — a, that is, when we are seeking {/a, where
a > 0, the recurrence relation (9.25) has the form

k

Tp —a
— )

kzk1

which for kK = 2 becomes the familiar expression

—a
Tn4+1 = Tn —

1 a
Tn4+1 = —(.Tn + —) .
2 T,
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Fig. 9.3.

The method (9.25) for forming the sequence {z,} is called Newton’s
method.

If instead of the sequence (9.25) we consider the sequence obtained by the
recurrence relation

Tpi1 = Tn — [f(20)] o f@) (9.26)

we speak of the modified Newton’s method.® The modification amounts to
computing the derivative once and for all at the point zg.
Consider the mapping

2 Alx) =z — [f'(z0)] - fla) . (9.27)

By Lagrange’s theorem

|A(22) — A(@1)| = |[f'(z0)] T - F1(€)] - &2 — z1]

where £ is a point lying between z; and 5.
Thus, if the conditions
A(lycI (9.28)

and
I[f'(z0)] - fi(2)| <g<1, (9.29)
hold on some closed interval I C R, then the mapping A : I — I defined by
relation (9.27) is a contraction of this closed interval. Then by the general
principle it has a unique fixed point on the interval. But, as can be seem from
(9.27), the condition A(a) = a is equivalent to f(a) = 0.
Hence, when conditions (9.28) and (9.29) hold for a function f, the mod-
ified Newton’s method (9.26) leads to the required solution x = a of the
equation f(z) = 0 by the contraction mapping principle.

8 In functional analysis it has numerous applications and is called the Newton-
Kantorovich method. L.V. Kantorovich (1912-1986) — eminent Soviet mathemati-
cian, whose research in mathematical economics earned him the Nobel Prize.
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9.7.1 Problems and Exercises

1. Show that condition (9.20) in the contraction mapping principle cannot be re-
placed by the weaker condition

d(f(2), f(@2)) < d@r,z2).

2. a) Prove that if a mapping f : X — X of a complete metric space (X, d) into
itself is such that some iteration of it f™ : X — X is a contraction, then f has a
unique fixed point.
b) Verify that the mapping A : C(I,R) — C(I,R) in Example 2 is such that
for any closed interval I C R some iteration A™ of the mapping A is a contraction.
¢) Deduce from b) that the local solution y = yoe® "° found in Example 2 is
actually a solution of the original equation on the entire real line.

3. a) Show that in the case of a function on [, 8] that is convex and has a positive
derivative and assumes values of opposite signs at the endpoints, Newton’s method
really does give a sequence {z,} that converges to the point a € [a, 8] at which

fla)=0.

b) Estimate the rate of convergence of the sequence (9.25) to the point a.



10 *Differential Calculus
from a more General Point of View

10.1 Normed Vector Spaces

Differentiation is the process of finding the best local linear approximation of
a function. For that reason any reasonably general theory of differentiation
must be based on elementary ideas connected with linear functions. From the
course in algebra the reader is well acquainted with the concept of a vector
space, as well as linear dependence and independence of systems of vectors,
bases and dimension of a vector space, vector subspaces, and so forth. In the
present section we shall present vector spaces with a norm, or as they are
described, normed vector spaces, which are widely used in analysis. We begin,
however, with some examples of vector spaces.

10.1.1 Some Examples of Vector Spaces in Analysis

Ezample 1. The real vector space R™ and the complex vector space C™ are
classical examples of vector spaces of dimension n over the fields of real and
complex numbers respectively.

Example 2. In analysis, besides the spaces R™ and C™ exhibited in Example
1, we encounter the space closest to them, which is the space ¢ of sequences
xz = (z!,...,2",...) of real or complex numbers. The vector-space operations
in £, as in R™ and C", are carried out coordinatewise. One peculiarity of this
space, when compared with R™ or C" is that any finite subsystem of the
countable system of vectors {z; = (0,...,0,z" = 1,0,...), i € N} is linearly
independent, that is, £ is an infinite-dimensional vector space (of countable
dimension in the present case).

The set of finite sequences (all of whose terms are zero from some point
on) is a vector subspace g of the space ¢, also infinite-dimensional.

Ezample 3. Let Fla,b] be the set of numerical-valued (real- or complex-
valued) functions defined on the closed interval [a,b]. This set is a vector
space over the corresponding number field with respect to the operations of
addition of functions and multiplication of a function by a number.
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The set of functions of the form

0, if z€la,b] and z#T,
er(x) =
1, if z€[a,b] and z=7

is a continuously indexed system of linearly independent vectors in F'a, b].
The set C|a, b] of continuous functions is obviously a subspace of the space
Fla,b] just constructed.

Ezxample 4. If X; and X are two vector spaces over the same field, there is a
natural way of introducing a vector-space structure into their direct product
X3 X X3, namely by carrying out the vector-space operations on elements
x = (x1,%2) € X7 X X5 coordinatewise.

Similarly one can introduce a vector-space structure into the direct prod-
uct X3 X --- x X, of any finite set of vector spaces. This is completely anal-
ogous to the cases of R™ and C™.

10.1.2 Norms in Vector Spaces
We begin with the basic definition.

Definition 1. Let X be a vector space over the field of real or complex
numbers.

A function || || : X — R assigning to each vector z € X a real number
||| is called a norm in the vector space X if it satisfies the following three
conditions:

a) ||z|| = 0 & x = 0 (nondegeneracy);
b) [|Az[| = |A[ ||z]| (homogeneity);
¢) |lz1 + z2]] < ||z1]| + ||z2|| (the triangle inequality).

Definition 2. A vector space with a norm defined on it is called a normed
vector space.

Definition 3. The value of the norm at a vector is called the norm of that
vector.

The norm of a vector is always nonnegative and, as can be seen by a),
equals zero only for the zero vector.

Proof. Indeed, by ¢), taking account of a) and b), we obtain for every z € X,
0=10]| = llz+ (=)l < llzll + | =l = llzll + | = 1 Izl = 2||=]| . O
By induction, condition c¢) implies the following general inequality.

lz1 + -+ 2ol < 2]l + -+ [zl (10.1)
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and taking account of b), one can easily deduce from c) the following useful
inequality.
zall = llz2ll] < llz1 — 22l - (10.2)

Every normed vector space has a natural metric
d(z1,x2) = |21 — 22| - (10.3)

The fact that the function d(x1,x2) just defined satisfies the axioms for a
metric follows immediately from the properties of the norm. Because of the
vector-space structure in X the metric d in X has two additional special
properties:

dz1 + 2,20 + ) = ||[(z1 + ) — (2 + 2)|| = ||lz1 — 22|| = d(21, 22) ,
that is, the metric is translation-invariant, and
d(Az1, Arg) = [|Az1 = Aza|| = [A(z1 — z2)[| = [Al[|21 — 22| = A d(z1, 22) ,
that is, it is homogeneous.

Definition 4. If a normed vector space is complete as a metric space with
the natural metric (10.3), it is called a complete normed vector space or
Banach space.

Example 5. If for p > 1 we set

Il = (;m) (10.4)

for z = (z!,...,2") € R", it follows from Minkowski’s inequality that we
obtain a norm on R"”. The space R™ endowed with this norm will be denoted
RY.
One can verify that
”x”m S ||x||p1 } if1 S D1 S b2, (105)

and that
lzll, = max {|z'],...,|z"|} (10.6)

as p — +oo. Thus, it is natural to set
|Zlloo = max {|z'|,...,|z"|} . (10.7)
It then follows from (10.4) and (10.5) that
lelloo < llzllp < 1zl < nllaleo for p>1. (10.8)

It is clear from this inequality, as in fact it is from the very definition of
the norm ||z||, in Eq. (10.4), that R} is a complete normed vector space.
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Ezxample 6. The preceding example can be usefully generalized as follows. If
X = X, x -+ x X, is the direct product of normed vector spaces, one can
introduce the norm of a vector z = (z1,...,z,) in the direct product by

setting
n 1
P
|mu:(§]mw), p>1, (10.9)
i=1

where ||z;|| is the norm of the vector z; € Xj.

Naturally, inequalities (10.8) remain valid in this case as well.

From now on, when the direct product of normed spaces is considered,
unless the contrary is explicitly stated, it is assumed that the norm is defined
in accordance with formula (10.9) (including the case p = +00).

Ezample 7. Let p > 1. We denote by /£, the set of sequences z =

oo
(x',...,z",...) of real or complex numbers such that the series Y. |z"[P

n=1
converges, and for = € £, we set

2l := (Z |x"|”) . (10.10)

Using Minkowski’s inequality, one can easily see that £, is a normed vector
space with respect to the standard vector-space operations and the norm
(10.10). This is an infinite-dimensional space with respect to which R is a
vector subspace of finite dimension.

All the inequalities (10.8) except the last are valid for the norm (10.10).
It is not difficult to verify that ¢, is a Banach space.

Ezample 8. In the vector space C|a, b] of numerical-valued functions that are
continuous on the closed interval [a,b], one usually considers the following
norm:

£l := max |f(z)]. (10.11)

z€(a,b]

We leave the verification of the norm axioms to the reader. We remark
that this norm generates a metric on Cla, b] that is already familiar to us (see
Sect. 9.5), and we know that the metric space that thereby arises is complete.
Thus the vector space C|a,b] with the norm (10.11) is a Banach space.

Ezample 9. One can also introduce another norm in Cla, b|

nmw=(jUW@m)5 p>1, (1012)

which becomes (10.11) as p — +o00.
It is easy to see (for example, Sect. 9.5) that the space Cfa,b] with the
norm (10.12) is not complete for 1 < p < +o0.
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10.1.3 Inner Products in Vector Spaces

An important class of normed spaces is formed by the spaces with an inner
product. They are a direct generalization of Euclidean spaces.
We recall their definition.

Definition 5. We say that a Hermitian form is defined in a vector space X
(over the field of complex numbers) if there exists a mapping (, ) : XxX — C
having the following properties:

a) (z1,Z2) = (T2,71),

b) <)\IE1,(D2) = )\(131,(132),

c) (x1 + x2,x3) = (x1,23) + (T2, Z3),
where x1, x2, z3 are vectors in X and A € C.

It follows from a), b), and ¢), for example, that

(T1,Az2) = (Ax2, 1) = M2, 1) = A (T2, 21) = A(T1,22) ;

(1,2 + x3) = (X2 + T3, T1) = (T2, %1) + (X3, 21) = (T1,T2) + (T1,23) ;

(z,z) = (z,z), thatis, (z,z) is a real number.

A Hermitian form is called nonnegative if

d) (z,z) >0
and nondegenerate if

e) (r,z) =0z =0.

If X is a vector space over the field of real numbers, one must of course
consider a real-valued form (z;,zs). In this case a) can be replaced by
(x1,x2) = (x2,21), which means that the form is symmetric with respect
to its vector arguments x; and xs.

An example of such a form is the dot product familiar from analytic
geometry for vectors in three-dimensional Euclidean space. In connection
with this analogy we make the following definition.

Definition 6. A nondegenerate nonnegative Hermitian form in a vector
space is called an inner product in the space.

Ezample 10. An inner product of vectors ¢ = (z!,...,2") and y =
(y',...,y™) in R can be defined by setting

(@,y) =) 2y, (10.13)
i=1

and in C™ by setting

(@,y) =D 'y’ (10.14)
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Example 11. In £ the inner product of the vectors x and y can be defined as
o o —
(@,y) = o'y,
i=1

The series in this expression converges absolutely since

2> |y <Y I P+ I
i=1 1=1 =1

Ezample 12. An inner product can be defined in C[a, b] by the formula

b

(f,g) = / (f - 9)(@) dz . (10.15)

a

It follows easily from properties of the integral that all the requirements
for an inner product are satisfied in this case.

The following important inequality, known as the Cauchy-Bunyakovskii
inequality, holds for the inner product:

e, y)* < (z,2) - (3,9) , (10.16)
where equality holds if and only if the vectors x and y are collinear.

Proof. Indeed, let a = (z,z), b = (z,y), and ¢ = (y, y). By hypothesis a > 0
and ¢ > 0. If ¢ > 0, the inequalities

0 <(x+Ay,z+Ay) =a+b\+b\+cA)

with A = —2 imply

OSa—QIZ—I—)Iz+9—b
c ¢ ¢
or )
0 < ac—bb=ac—|b?, (10.17)

which is the same as (10.16).

The case a > 0 can be handled similarly.

Ifa = ¢ = 0, then, setting A\ = —bin (10.17), we find 0 < —bb—bb = —2|b|?,
that is, b = 0, and (10.16) is again true.

If  and y are not collinear, then 0 < (z + Ay,z + Ay) and consequently
inequality (10.16) is a strict inequality in this case. But if z and y are collinear,
it becomes equality as one can easily verify. O
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A vector space with an inner product has a natural norm:
lz]| := v/ (=, x) (10.18)

and metric
d(z,y) = |lz —yll .

Using the Cauchy-Bunyakovskii inequality, we verify that if (x,y) is a
nondegenerate nonnegative Hermitian form, then formula (10.18) does indeed
define a norm.

Proof. In fact,

lz|| = V{z,z) =02 =0

since the form (z,y) is nondegenerate.
Next,

Azl = Az, Az) = \/ Az, 2) = AV (@, z) = Al ]|z] -

We verify finally that the triangle inequality holds:

e +yll < llzll + llll -

Thus, we need to show that

Vie+y,z+y) <z, 2)+V(y,9),
or, after we square and cancel, that
(2, 9) + (y,2) < 2/(z,2) - (y,9)

But _
(Z,y) + (y,2) = (2,9) + (z,y) = 2Re(z,y) < 2/(z,y)],

and the inequality to be proved now follows immediately from the Cauchy-
Bunyakovskii inequality (10.16). O

In conclusion we note that finite-dimensional vector spaces with an inner
product are usually called Fuclidean or Hermitian (unitary) spaces according
as the field of scalars is R or C respectively. If a normed vector space is infinite-
dimensional, it is called a Hilbert space if it is complete in the metric induced
by the natural norm and a pre-Hilbert space otherwise.
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10.1.4 Problems and Exercises

1. a) Show that if a translation-invariant homogeneous metric d(z1, z2) is defined
in a vector space X, then X can be normed by setting ||z| = d(0, z).

b) Verify that the norm in a vector space X is a continuous function with respect
to the topology induced by the natural metric (10.3).

c¢) Prove that if X is a finite-dimensional vector space and ||z|| and ||z||" are two
norms on X, then one can find positive numbers M, N such that

Mjz|l < [|l=]|" < Nll=]| (10.19)

for any vector x € X.

d) Using the example of the norms ||z||; and ||z|| in the space ¢, verify that
the preceding inequality generally does not hold in infinite-dimensional spaces.

2. a) Prove inequality (10.5).
b) Verify relation (10.6).

c¢) Show that as p — +oo the quantity || f||, defined by formula (10.12) tends
to the quantity || f|| given by formula (10.11).

3. a) Verify that the normed space ¢, considered in Example 7 is complete.

b) Show that the subspace of £, consisting of finite sequences (ending in zeros)
is not a Banach space.

4. a) Verify that relations (10.11) and (10.12) define a norm in the space Cla,b]
and convince yourself that a complete normed space is obtained in one of these
cases but not in the other.

b) Does formula (10.12) define a norm in the space R|[a, b] of Riemann-integrable
functions?

¢) What factorization (identification) must one make in R[a,b] so that the
quantity defined by (10.12) will be a norm in the resulting vector space?

5. a) Verify that formulas (10.13)—(10.15) do indeed define an inner product in the
corresponding vector spaces.

b) Is the form defined by formula (10.15) an inner product in the space R[a, b]
of Riemann-integrable functions?

¢) Which functions in R[a,b] must be identified so that the answer to part b)
will be positive in the quotient space of equivalence classes?

6. Using the Cauchy-Bunyakovskii inequality, find the greatest lower bound of
b b

the values of the product (ff(:c) dz) <f(l/f)(z) d:c) on the set of continuous
a a

real-valued functions that do not vanish on the closed interval [a, b].
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10.2 Linear and Multilinear Transformations

10.2.1 Definitions and Examples
We begin by recalling the basic definition.

Definition 1. If X and Y are vector spaces over the same field (in our case,
either R or C), a mapping A : X — Y is linear if the equalities

A(z1 + 22) = A(z1) + A(z2)
A(Az) = M\A(z)

hold for any vectors z, x1, 2 in X and any number ) in the field of scalars.
For a linear transformation A : X — Y we often write Az instead of A(z).

Definition 2. A mapping A : X; X --- X X,, = Y of the direct product of
the vector spaces X1, ..., X, into the vector space Y is multilinear (n-linear)
if the mapping y = A(x1,...,%,) is linear with respect to each variable for
all fixed values of the other variables.

The set of n-linear mappings A : X; X --- x X,, —» Y will be denoted
L(X1,...,Xn;Y).

In particular for n = 1 we obtain the set £(X;Y") of linear mappings from
X1 =X into Y.

For n = 2 a multilinear mapping is called bilinear, for n = 3, trilinear,
and so forth.

One should not confuse an n-linear mapping A € £(X1,...,X,;Y) with
a linear mapping A € £(X;Y) of the vector space X = X; x --- X X, (in
this connection see Examples 9-11 below).

IfY =R or Y = C, linear and multilinear mappings are usually called
linear or multilinear functionals. When Y is an arbitrary vector space, a linear
mapping A : X — Y is usually called a linear transformation from X into
Y, and a linear operator in the special case when X =Y.

Let us consider some examples of linear mappings.

Example 1. Let g be the vector space of finite numerical sequences. We define
a transformation A : g — g as follows:
A((l‘l,xz, ‘e ,xn,O, .o )) = (11’1,21’2, “es ,na:n,O, .. ) .
Example 2. We define the functional A : C[a,b] — R by the relation
A(f) = f(=o) ,

where f € C([a,b],R) and x is a fixed point of the closed interval [a, b].
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Ezample 8. We define the functional A : C([a,b],R) — R by the relation

b
A(f) = / f(z)dz .

Ezample 4. We define the transformation A : C([a,b],R) — C([a,b],R) by
the formula

A(f) = / f(ydt,

where z is a point ranging over the closed interval [a, b].

All of these transformations are obviously linear.
Let us now consider some familiar examples of multilinear mappings.

Ezample 5. The usual product (z1,...,Z,) — 21 - ... Z, of n real numbers
is a typical example of an n-linear functional A € L(R,...,R;R).
N—_——

n

Ezample 6. The inner product (z1,x2) N (z1,z2) in a Euclidean vector
space over the field R is a bilinear function.

Ezxample 7. The cross product (z1,Z2) Ay [z1,22] of vectors in three-
dimensional Euclidean space E® is a bilinear transformation, that is, A €
L(E®, B E%).

Ezxample 8. If X is a finite-dimensional vector space over the field R,
{e1,...,€en} is a basis in X, and = = x’e; is the coordinate representation of
the vector x € X, then, setting

z) zy

A(xy,...,xn) =det | ... ,
1 n
xn x"l

we obtain an n-linear function A4 : X™ — R.

As a useful supplement to the examples just given, we investigate in ad-
dition the structure of the linear mappings of a product of vector spaces into
a product of vector spaces.

Example 9. Let X = X; x --- X X,,, be the vector space that is the direct
product of the spaces Xi,..., X, and let A: X — Y be a linear mapping
of X into a vector space Y. Representing every vector x = (z1,...,Zn) € X
in the form
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T = (T1,...,Tm) =
= (21,0,...,0) 4 (0,22,0,...,0) +---+ (0,...,0,z,) (10.20)

and setting
Aq(z;) == A((0,...,0,2;,0,...,0)) (10.21)

for x; € X;, 1 = {1,...,m}, we observe that the mappings A; : X; — Y are
linear and that
Az) = Ai(z1) + - + Am(am) - (10.22)

Since the mapping A : X = X; x --- X X, = Y is obviously linear for
any linear mappings A4; : X; — Y, we have shown that formula (10.22) gives
the general form of any linear mapping A € £(X = X; x -+ X X;;Y).

Example 10. Starting from the definition of the direct product Y =
Y; x --- x Y, of the vector spaces Y7,...,Y,, and the definition of a linear
mapping A : X — Y, one can easily see that any linear mapping

A: XY =Y1x---xY,

has the form z — Az = (A1z,...,4,2) = (Y1,.-.,Yn) = y € Y, where
A; : X = Y; are linear mappings.

Ezample 11. Combining Examples 9 and 10, we conclude that any linear
mapping
A Xix xXp=X-2Y=Y1x---xY,

of the direct product X = X x --- x X, of vector spaces into another direct
product Y = Y7 X --- x Y,, has the form

Y1 Aun - Aim x3
y=|--l=1] oo - | = Az, (10.23)

Un Anl e Anm Tm

where A;; : X; = Y; are linear mappings.

In particular, if X; = Xo ==X, =RandY; =Y =--- =Y, =R,
then A;; : X; — Y; are the linear mappings R 3 z — a,;2 € R, each of which
is given by a single number a,;. Thus in this case relation (10.23) becomes
the familiar numerical notation for a linear mapping A : R™ — R”.

10.2.2 The Norm of a Transformation

Definition 3. Let A: X; x --- x X,, = Y be a multilinear transformation
mapping the direct product of the normed vector spaces Xi,...,X, into a
normed space Y.
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The quantity

A(zy,...,x
JA = sup —AELo Tl (10.24)
T1yeemn [T1]X, X o X |T0|x,
where the supremum is taken over all sets 1, ..., z, of nonzero vectors in the
spaces X1,...,X,, is called the norm of the multilinear transformation A.

On the right-hand side of Eq. (10.24) we have denoted the norm of a
vector = by the symbol | - | subscripted by the symbol for the normed vector
space to which the vector belongs, rather than the usual symbol || - || for the
norm of a vector. From now on we shall adhere to this notation for the norm
of a vector; and, where no confusion can arise, we shall omit the symbol for
the vector space, taking for granted that the norm (absolute value) of a vector
is always computed in the space to which it belongs. In this way we hope to
introduce for the time being some distinction in the notation for the norm of
a vector and the norm of a linear or multilinear transformation acting on a
normed vector space.

Using the properties of the norm of a vector and the properties of a
multilinear transformation, one can rewrite formula (10.24) as follows:

T T
Al = sup A(—l—”)‘ = sup |Aler,....en)|,  (10.25)
Z1y..Tn lel Ixnl €1,..,€n
z;
where the last supremum extends over all sets ej,...,e, of unit vectors in

the spaces X1, ..., X, respectively (that is, |e;] =1,i=1,...,n).
In particular, for a linear transformation A : X — Y, from (10.24) and
(10.25) we obtain
|Az|
||A]| = sup =——— = sup |Ae| . (10.26)
e£0 2] je=1
It follows from Definition 3 for the norm of a multilinear transformation
A that if || A]| < oo, then the inequality

A, .. an)| < [Aller] x -+ x el (10.27)

holds for any vectors z; € X;,i=1,...,n.
In particular, for a linear transformation we obtain

|Az| < || Al |2 - (10.28)

In addition, it follows from Definition 3 that if the norm of a multilinear
transformation is finite, it is the greatest lower bound of all numbers M for
which the inequality

|A(z1,. .., zn)| < Mlz1| X -+ X |Zn] (10.29)

holds for all values of z; € X;,1=1,...,n.
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Definition 4. A multilinear transformation A4 : X; X - x X,, = Y is
bounded if there exists M € R such that inequality (10.29) holds for all
values of z1,...,z, in the spaces X, ..., X, respectively.

Thus the bounded transformations are precisely those that have a finite
norm.

On the basis of relation (10.26) one can easily understand the geometric
meaning of the norm of a linear transformation in the familiar case A : R™ —
R™. In this case the unit sphere in R™ maps under the transformation A into
some ellipsoid in R™ whose center is at the origin. Hence the norm of A in
this case is simply the largest of the semiaxes of the ellipsoid.

On the other hand, one can also interpret the norm of a linear transforma-
tion as the least upper bound of the coefficients of dilation of vectors under
the mapping, as can be seen from the first equality in (10.26).

It is not difficult to prove that for mappings of finite-dimensional spaces
the norm of a multilinear transformation is always finite, and hence in par-
ticular the norm of a linear transformation is always finite. This is no longer
true in the case of infinite-dimensional spaces, as can be seen from the first
of the following examples.

Let us compute the norms of the transformations considered in Exam-
ples 1-8.

Ezample 1'. If we regard ¢ as a subspace of the normed space £, in which
0

the vector e, = (0,...,0,1,0,...) has unit norm, then, since Ae, = ne,, it
————

n—1
is clear that ||A|| = occ.

Ezample 2'. If | f| = Igai(blf($)| <1, then |Af| = |f(z0)] <1, and |Af| =1
if f(zo) = 1, so that |4 = 1.

We remark that if we introduce, for example, the integral norm

b
£l = / 1f\(z) de

on the same vector space C ([a, b], R), the result of computing || A| may change
considerably. Indeed, set [a,b] = [0,1] and z¢ = 1. The integral norm of the
function f, = z™ on [0, 1] is obviously 747, while Af, = Az™ =2"| _ =1.
It follows that || A|| = oo in this case.

Throughout what follows, unless the contrary is explicitly stated, the
space C([a,b],R) is assumed to have the norm defined by the maximum of
the absolute value of the function on the closed interval [a, b].
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Example 3'. If | f| = Iilai(b|f(m)| <1, then

Af| = \ /b f (@) de

§/b|f|(:c)d:z§/b1d:r=b—a.

But for f(z) = 1, we obtain |A1l| = b — a, and therefore | A|| = b — a.
Ezample 4. If |f| = max |f(z)| < 1, then
alz<b

max
a<z<b

< —a)=b—
/ f(t)dt‘ﬁarggécb / Flydt < max (o —a)=b-a.

But for |f(t) =1, we obtain

T

max /1dt=b—a,
a<lz<b
a

and therefore in this example ||Al| = b — a.

Ezample 5'. We obtain immediately from Definition 3 that ||A|| = 1 in this
case.

Ezample 6'. By the Cauchy—Bunyakovskii inequality
(21, 22)| < |z1] - |22 ,

and if ;1 = z9, this inequality becomes equality. Hence ||A|| = 1.

Ezxample 7'. We know that

|[x1,3:2]| = |z1]||z2| sing,

where ¢ is the angle between the vectors x; and x2, and therefore || A|| < 1.
At the same time, if the vectors x; and zo are orthogonal, then sinp = 1.
Thus ||A|| = 1.

Ezxample 8. If we assume that the vectors lie in a Euclidean space of dimen-
sion n, we note that A(zy,...,z,) = det(x1,...,z,) is the volume of the
parallelepiped spanned by the vectors zi,...,z,, and this volume is maxi-
mal if the vectors z, ..., x, are made pairwise orthogonal while keeping their
lengths constant.
Thus,
|det(z1, ..., xn)| < |z1| ... |Z0l,

equality holding for orthogonal vectors. Hence in this case ||A|| = 1.
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Let us now estimate the norms of the operators studied in Examples 9-11.
We shall assume that in the direct product X = X; X - - - x X,,, of the normed
spaces X1,...,X,, the norm of the vector x = (z1,...,2,,) is introduced in
accordance with the convention in Sect. 10.1 (Example 6).

Ezample 9'. Defining a linear transformation
A: Xix--xX,=X->Y,
as has been shown, is equivalent to defining the m linear transformations

A; : X; & Y given by the relations A;z; = A((0,...,0,z;,0,...,0)),
it =1,...,m. When this is done, formula (10.22) holds, by virtue of which

[Acly < 3 lAsly < 3l ldx, < (314 lols
i=1 =1 i=1

Thus we have shown that
AL < N4l -
=1

On the other hand, since

|Aizs| = |A((0,...,0,2;,0,...,0))| <

< 4l(0,...,0,z;,0,...,0)|, = [|A]l |z

Xi»
we can conclude that the estimate
1Al < [IA]

also holds for all i = 1,...,m.

Ezxample 10’. Taking account of the norm introduce in Y = Y7 x --- X Y,,, in
this case we immediately obtain the two-sided estimates

Al < A< D114l -

=1

Ezample 11’. Taking account of the results of Examples 9 and 10, one can

conclude that m
Al < A<D 0D 1A4s]
i=1 j=1
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10.2.3 The Space of Continuous Transformations

From now on we shall not be interested in all linear or multilinear transfor-
mations, only continuous ones. In this connection it is useful to keep in mind
the following proposition.

Proposition 1. For a multilinear transformation A : X; x --- x X, = Y
mapping a product of normed spaces X1, ...,X, into a normed space Y the
following conditions are equivalent:

a) A has a finite norm,

b) A is a bounded transformation,

¢) A is a continuous transformation,

d) A is continuous at the point (0,...,0) € X3 x -+ x Xp,.

Proof. We prove a closed chain of implications a) = b) = ¢) = d) = a).

It is obvious from relation (10.27) that a) = b).

Let us verify that b) = ¢), that is, that (10.29) implies that the operator
A is continuous. Indeed, taking account of the multilinearity of A, we can
write that

A(z1 + h1, 22+ hay .. T + hy) — A(Z1, 22, ..., Tn) =
= A(h1,z2,...,2n) + -+ A(z1,Z2,. . ., Tp—1,hn) =
+A(h1,h2,$3,.. .,IEn) + - +A(:I)1,... ,mn_z,hn_l,hn) +

From (10.29) we now obtain the estimate

|A(z1 + h1, 22 + ho, ..., Zn + hy) — A(Z1, 22, ..., Zp) <

SM(Jha] - faa| -l + -+ 2l - fzaea] - ha +
+ bl hal)
from which it follows that A is continuous at each point (z1,...,2,) €
X1 x - x X,
In particular, if (z1,...,z,) = (0,...,0) we obtain d) from c).

It remains to be shown that d) = a).
Given ¢ > 0 we find § = d(¢) > 0 such that |A(z1,...,Z,)| < € when
max{|z1|,...,|Tn|} < &. Then for any set ey, ..., e, of unit vectors we obtain

1
[Aer, - ea)l = 55 1A@er, ..., 5en)| < 5% ,

that is, [|A|| < 5% <oo. O
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We have seen above (Example 1) that not every linear transformation has
a finite norm, that is, a linear transformation is not always continuous. We
have also pointed out that continuity can fail for a linear transformation only
when the transformation is defined on an infinite-dimensional space.

From here on £(X3,...,X,;Y) will denote the set of continuous mul-
tilinear transformations mapping the direct product of the normed vector
spaces Xi,...,X, into the normed vector space Y.

In particular, £(X;Y) is the set of continuous linear transformations from
X into Y.

In the set £(X7, ..., X,;Y) we introduce a natural vector-space structure:

(A4 B)(z1,...,Zn) = A(Z1,-. ., Zpn) + B(z1,...,Zn)
and
AN (x1,. .. zn) = NA(Z1, .., Tn) -

It is obvious that if A,B € L(Xi,...,Xn;Y), then (A + B) €
£(X1, . ,XH;Y) and ()\A) € £(X1, coey Xn; Y)
Thus £(X;,...,X,;Y) can be regarded as a vector space.

Proposition 2. The norm of a multilinear transformation is a norm in the
vector space L(X1,...,Xn;Y) of continuous multilinear transformations.

Proof. We observe first of all that by Proposition 1 the nonnegative number
|A|l < oo is defined for every transformation A € L(X,...,X,;Y).
Inequality (10.27) shows that

Al =04 A=0.

Next, by definition of the norm of a multilinear transformation

(AN (21, .- zn)|
/\A = su =
Al po Z1] - [n

A |A
= sup | || (1131, az'n)l _ |)\| ||A|| )
T1,..,Tn |CL'1| et |.’En|
I; 0

Finally, if A and B are elements of the space £(X;,...,Xp;Y), then
[(A+ B)(z1,-..,Zn)| _

l4+B| =
Ti,...yTn |IL‘1| L IIL‘nl
T4 0
g MA@z 4 B w)]
L1yeeyTp |£L'1| Calt |xn|
:Ei750
A B
< sup | (131, ,Il?n)l + sup | (wlv azn)l — “A” + ”B” o
T1,..,Tn |1,'1| B |xn| Ty,e.yTpy |Il»'1| LR |:l)n|

z;#0 z; #0
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From now on when we use the symbol £(Xj,...,X,;Y) we shall have in
mind the vector space of continuous n-linear transformations normed by this
transformation norm. In particular £(X,Y') is the normed space of continuous
linear transformations from X into Y.

We now prove the following useful supplement to Proposition 2.

Supplement. If X, Y, and Z are normed spaces and A € L(X;Y) and
Be L(Y;Z), then
[Bo Al <|IB]-[IA]l -
Proof. Indeed,
Bo A
”BoA” zsupl(—oﬂ Ssup”_BM —
a0 |7l a0 ||
|Az|
= ||Bllsup =——= = ||BJ| - [|Al| . O
a0 ||
Proposition 3. IfY is a complete normed space, then L(X1,...,X,;Y) is
also a complete normed space.

Proof. We shall carry out the proof for the space £(X;Y") of continuous linear
transformations. The general case, as will be clear from the reasoning below,
differs only in requiring a more cumbersome notation.

Let A1, Az,..., A, ... be a Cauchy sequence in £(X;Y). Since for any
x € X we have

|Amz — Apz| = |(Am - An)xl < Am = Anll 2],

it is clear that for any x € X the sequence Az, Asz, ..., Ay, .. .is a Cauchy
sequence in Y. Since Y is complete, it has a limit in Y, which we denote by
Azx.

Thus,

Az := lim A,z .
n—oo

We shall show that A : X — Y is a continuous linear transformation.
The linearity of A follows from the relations

le An(Miz1 + Aexo) = le (MART1 + AAnzo) =
A1 lim Apxq 4+ A lim Apxs .
n—oo n—oo
Next, for any fixed € > 0 and sufficiently large values of m,n € N we have
|Am — Ap]l < €, and therefore
[Amz — Anz| < elz

at each vector x € X. Letting m tend to infinity in this last relation and
using the continuity of the norm of a vector, we obtain

|Az — Apz| < elz| .
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Thus ||A — A,|| <€, and since A = A, + (A — A,,), we conclude that
Al < [|Anll + €.

Consequently, we have shown that A € L(X;Y) and ||[A—A,| = 0asn — oo,
that is, A = li_)m A, in the sense of the norm of the space £L(X;Y). O

In conclusion, we make one special remark relating to the space of mul-
tilinear transformations, which we shall need when studying higher-order
differentials.

Proposition 4. For each m € {1,...,n} there is a bijection between the
spaces

L(X1,. s Xm; L(Xmt1,.-, Xn;Y)) and L(X1,...,Xn;Y)
that preserves the vector-space structure and the norm.

Proof. We shall exhibit this isomorphism.
Let B € L(X1,..., Xm; L(Xm+1,---,Xn;Y)), that is, B(z1,...,Zm) €
‘C(Xm+la ) Xna Y)

We set
A(x1, .. zn) =B, -, T ) (Tmt1y - -+, Tn) - (10.30)
Then
B(xy,...,T
”%llz sup ” ( 1) ) m)” _
T1y.-yTm |x1| Teel " |xm|
70
sup |SB(x1,...,xm)(xm+1,...,xn)|
Tm41y-Tn |$m+1| Ceen |xn|
T
= sup =
T1y..yTm |$1| et |12m|
T4
A
= sup MznA”.
A USSR N
a:k;ﬁo

We leave to the reader the verification that relation (10.30) defines an
isomorphism of these vector spaces. 0O

Applying Proposition 4 n times, we find that the space
L(X1; L(X25. .5 L(Xn3Y)) )

is isomorphic to the space £(X1, ..., Xn;Y) of n-linear transformations.
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10.2.4 Problems and Exercises

1. a) Prove that if A: X — Y is a linear transformation from the normed space
X into the normed space Y and X is finite-dimensional, then A is a continuous
operator.

b) Prove the proposition analogous to that stated in a) for a multilinear oper-
ator.

2. Two normed vector spaces are isomorphic if there exists an isomorphism between
them (as vector spaces) that is continuous together with its inverse transformation.

a) Show that normed vector spaces of the same finite dimension are isomorphic.

b) Show that for the infinite-dimensional case assertion a) is generally no longer
true.

c) Introduce two norms in the space C ([a, b], IR) in such a way that the identity

mapping of C([a, b], R) is not a continuous mapping of the two resulting normed
spaces.

3. Show that if a multilinear transformation of n-dimensional Euclidean space is
continuous at some point, then it is continuous everywhere.

4. Let A: E™ — E™ be a linear transformation of n-dimensional Euclidean space
and A* : E™ — E™ the adjoint to this transformation.

Show the following.

a) All the eigenvalues of the operator A- A* : E™ — E™ are nonnegative.

b) If \; < -+ < A, are the eigenvalues of the operator A-A*, then ||A|| = vAn.

c) If the operator A has an inverse A™': E™ — E™, then ||[A7}| = \/IXT

d) If (a%) is the matrix of the operator A : E® — E™ in some basis, then the
estimates

n

D (ai)? <Al <

=1

> ()2 < ValA|

i,j=1

max
1<i<n

hold.

5. Let P[z] be the vector space of polynomials in the variable x with real coefficients.
We define the norm of the vector P € P[z] by the formula

|P| =

a) Is the operator D : P[z] — P[z] given by differentiation (D (P(x)) = P'(z))
continuous in the resulting space?

b) Find the norm of the operator F : P[x] — P[z] of multiplication by x, which
acts according to the rule F(P(z)) =z - P(z).

6. Using the example of projection operators in R?, show that the inequality || B o
Al < ||B]l - ||Al| may be a strict inequality.
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10.3 The Differential of a Mapping

10.3.1 Mappings Differentiable at a Point

Definition 1. Let X and Y be normed spaces. A mapping f : E - Y of a
set £ C X into Y is differentiable at an interior point x € E if there exists a
continuous linear transformation L(x) : X — Y such that

f(z+h) — f(z) = L(z)h + a(z; h) , (10.31)
where a(z;h) =o(h) ash —- 0,z + h € E.!

Definition 2. The function L(z) € £(X;Y') that is linear with respect to h
and satisfies relation (10.31) is called the differential, the tangent mapping,
or the derivative of the mapping f: E — Y at the point x.

As before, we shall denote L(z) by df(z), Df(z), or f'(z).

We thus see that the general definition of differentiability of a mapping
at a point is a nearly verbatim repetition of the one already familiar to us
from Sect. 8.2, where it was considered in the case X = R™, Y = R".
For that reason, from now on we shall allow ourselves to use such concepts
introduced there as increment of a function, increment of the argument, and
tangent space at a point without repeating the explanations, preserving the
corresponding notation.

We shall, however, verify the following proposition in general form.

Proposition 1. If a mapping f : E — Y is differentiable at an interior point
x of a set E C X, its differential L(x) at that point is uniquely determined.

Proof. Thus we are verifying the uniqueness of the differential.
Let L;(z) and Ly(z) be linear mappings satisfying relation (10.31), that

fl@+h)— f(x) — Li(z)h a1(z; h) ,
f(@+h)— f(z) = La(z)h = o2(z;h),
where a;(z;h) =0o(h)ash -0,z +h€ E, i =1,2.

Then, setting L(z) = La(z) — L1(z) and a(z; h) = aa(z; h) — a1 (z; h) and
subtracting the second equality in (10.32) from the first, we obtain

is

(10.32)

L(z)h = a(z; h) .

Here L(z) is a mapping that is linear with respect to h, and a(z;h) = o(h)
as h — 0, x+h € E. Taking an auxiliary numerical parameter \, we can now

! The notation “a(z;h) = o(h) as h — 0, z + h € E”, of course, means that

. . . _1=
poolm le(z;h)ly - [kl = 0.
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write

L(@)(M)] _ |a(z; Ah)
Al | AR
Thus L(z)h = 0 for any h # 0 (we recall that z is an interior point of E).

Since L(z)0 = 0, we have shown that L;(z)h = La(x)h for every value of h.
a

|L(z)h| = !|h|—>0 as A — 0.

If E is an open subset of X and f : £ — Y is a mapping that is dif-
ferentiable at each point € E, that is, differentiable on E, by the unique-
ness of the differential of a mapping at a point, which was just proved, a
function £ 3 z — f/(z) € L(X;Y) arises on the set E, which we denote
f': E = L(X;Y). This mapping is called the derivative of f, or the deriva-
tive mapping relative to the original mapping f : E — Y. The value f'(z) of
this function at an individual point z € F is the continuous linear transfor-
mation f'(z) € £(X;Y) that is the differential or derivative of the function
f at the particular point x € E.

We note that by the requirement of continuity of the linear mapping
L(z) Eq. (10.31) implies that a mapping that is differentiable at a point is
necessarily continuous at that point.

The converse is of course not true, as we have seen in the case of numerical
functions.

We now make one more important remark.

Remark. If the condition for differentiability of the mapping f at some point
a is written as

f(z) - f(a) = L(z)(z — a) + a(a; z) ,

where a(a; ) = o(x —a) as ¢ — a, it becomes clear that Definition 1 actually
applies to a mapping f : A — B of any affine spaces (4, X) and (B,Y’) whose
vector spaces X and Y are normed. Such affine spaces, called normed affine
spaces, are frequently encountered, so that it is useful to keep this remark in
mind when using the differential calculus.

Everything that follows, unless specifically stated otherwise, applies
equally to both normed vector spaces and normed affine spaces, and we use
the notation for vector spaces only for the sake of simplicity.

10.3.2 The General Rules for Differentiation

The following general properties of the operation of differentiation follow from
Definition 1. In the statements below X, Y, and Z are normed spaces and U
and V open sets in X and Y respectively.
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a. Linearity of Differentiation If the mappings f; : U — Y, i =1,2, are
differentiable at a point x € U, a linear combination of them (A1 f1 + Aaf2) :
U —Y is also differentiable at x, and

(AMfir + X fo) () = M fi(2) + Ao fa(2) -

Thus the differential of a linear combination of mappings is the corre-
sponding linear combination of their differentials.

b. Differentiation of a Composition of Mappings (Chain Rule) If the
mapping f : U — V is differentiable at a point x € U C X, and the mapping
9 :V — Z is differentiable at f(x) =y € V C Y, then the composition g o f
of these mappings is differentiable at x, and

(gof)(x) =g (f(z)) o f'(x).

Thus, the differential of a composition is the composition of the differen-
tials.

c. Differentiation of the Inverse of a Mapping Let f : U - Y be a
mapping that is continuous at x € U C X and has an inverse f~! : V = X
that is defined in a neighborhood of y = f(x) and continuous at that point.

If the mapping f is differentiable at x and its tangent mapping f'(x) €
L(X;Y) has a continuous inverse [f’(:z)]_1 € L(Y; X), then the mapping
f~1 is differentiable at y = f(z) and

Y (f@) = [F@)] "

Thus, the differential of an inverse mapping is the linear mapping inverse
to the differential of the original mapping at the corresponding point.

We omit the proofs of a, b, and c, since they are analogous to the proofs
given in Sect. 8.3 for the case X = R™, Y = R".

10.3.3 Some Examples

Example 1. If f : U — Y is a constant mapping of a neighborhood U =
U(z) C X of the point z, that is, f(U) =yo €Y, then f'(z) =0 € L(X;Y).

Proof. Indeed, in this case it is obvious that
flz+h)—f(x)—0h=yo—yo—0=0=o0(h). O

Example 2. If the mapping f : X — Y is a continuous linear mapping of
a normed vector space X into a normed vector space Y, then f'(z) = f €
L(X;Y) at any point z € A.
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Proof. Indeed,
flx+h)—f(z)—fh=fzx+fh—fr—fh=0.0

We remark that strictly speaking f'(x) € £(TXy; TY}(s)) here and h is
a vector of the tangent space T X,. But parallel translation of a vector to
any point x € X is defined in a vector space, and this allows us to identify
the tangent space T X, with the vector space X itself. (Similarly, in the case
of an affine space (4, X) the space T A, of vectors “attached” to the point
a € A can be identified with the vector space X of the given affine space.)
Consequently, after choosing a basis in X, we can extend it to all the tangent
spaces T'X,. This means that if, for example, X = R™, Y = R", and the
mapping f € L(R™;R™) is given by the matrix (a), then at every point
z € R™ the tangent mapping f'(z) : TRT — TRY,, will be given by the
same matrix.

In particular, for a linear mapping x s az = y from R to R with z € R

and h € TR, ~ R, we obtain the corresponding mapping TR, > h r—ﬁé ah €

Taking account of these conventions, we can provisionally state the result
of Example 2 as follows: The mapping f’ : X — Y that is the derivative of
a linear mapping f : X — Y of normed spaces is constant, and f'(z) = f at
each point z € X.

Example 3. From the chain rule for differentiating a composition of mappings
and the result of Example 2 one can conclude that if f : U — Y is a mapping
of a neighborhood U = U(z) C X of the point x € X and is differentiable at
x, while A € L(Y;Z), then

(Ao f)(x) = Ao f(z).

For numerical functions, when ¥ = Z = R, this is simply the familiar
possibility of moving a constant factor outside the differentiation sign.

Ezample 4. Suppose once again that U = U(xz) is a neighborhood of the
point z in a normed space X, and let

f:U->Y=Yx---xY,

be a mapping of U into the direct product of the normed spaces Yi,...,Y,.
Defining such a mapping is equivalent to defining the n mappings f; :
U-—-Y,i=1,...,n, connected with f by the relation

2 f@)=y=,....p) = (fi(@),..., fn(2)) ,

which holds at every point of U.
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If we now take account of the fact that in formula (10.31) we have
f@+h) = fz) = (filz +h) = fi(z),..., falz + h) = fu(2))
L(z)h = (Li(z)h, ..., Ly,(z)h) ,
a(z;h) = (ai(z; k), ..., an(z; ) ,

then, referring to the results of Example 6 of Sect. 10.1 and Example 10 of
Sect. 10.2, we can conclude that the mapping f is differentiable at z if and
only if all of its components f; : U — Y; are differentiable at z, i =1,...,n;
and when the mapping f is differentiable, we have the equality

Ezample 5. Now let A € L(X1,...,X,;Y), that is, A is a continuous n-linear
transformation from the product X; x --- x X,, of the normed vector spaces
Xi,...,X, into the normed vector space Y.

We shall prove that the mapping

A: Xix -+ xX,=X->Y
is differentiable and find its differential.
Proof. Using the multilinearity of A, we find that
Alz+h) — A(z) = A(x1+ b1y o, T+ hy) — A(Z1, .., Tn) =

= A(z1,...,2n) + A(h1,Z2, ..., Zn) + -+ A(Z1, .-, Tp1, ) +
+A(h1,h2,$3,...,xn) + "'+A(x1a--->xn—2,hn—lyhn)+

+ A(hy,... hy) — A(z1,. .., Zn) -
Since the norm in X = X; x --- x X,, satisfies the inequalities
n
jzilx, < lelx <D lalx,
i=1
and the norm ||A|| of the transformation A is finite and satisfies
|AG1, -5 &)l S (AN X -+ - X [l

we can conclude that

Alx+h) — A(z) = A(x1 + hy,. - ., T + hy) — A(Z1, .-, Zn) =
A(h1,z2,...,zn) + -+ A(Z1,- .-y Tn-1, hn) + a(z; h) ,

(
where a(x; h) = o(h) as h — 0.
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But the transformation
L(.’L‘)h = A(hl,(l,‘z,. .. ,l‘n) + -+ A(.’Bl, ey Zp—1,hn)
is a continuous transformation (because A is continuous) that is linear in
h=(hi,..., hyn).
Thus we have established that

A’(l‘)h = A/($1,. . .,an)(hl,. . ,hn) =
= A(h1,z2,...,Zn) + -+ A(z1,- -, Tn—1,hn) ,

or, more briefly,
dA(z1,...,zn) = A(dzy, 22, ..., 2n) + - + ATy, ... Tp_1,dzy,) . O

In particular, if:

a) Ty - ... T, is the product of n numerical variables, then
dlzy ... xp)=dxy -T2+ ... Ty +---+T1-... Tpo1-dz,;
b) (x1,z2) is the inner product in E2, then
d(zq, z2) = (dz1, T2) + (1,dT2) ;
c) [r1,z2] is the vector cross product in E®, then
d[z1, z2] = [dz1, z2) + [21,dz2] ;
d) (z1, 2, 3) is the scalar triple product in E2, then
d(z1,z2,23) = (dz1, 2, T3) + (T2,dT2, T3) + (T2, T2,dT3) ;

e) det(zq,...,z,) is the determinant of the matrix formed from the co-
ordinates of n vectors z1,...,z, in an n-dimensional vector space X with a
fixed basis, then

d(det(:cl, .. ,xn)) = det(dz1,z2,...,2,) + - +det(z1, ..., Tn_1,dzy) .

Ezample 6. Let U be the subset of £(X;Y) consisting of the continuous
linear transformations A : X — Y having continuous inverse transformations
A71:Y — X (belonging to £(Y; X)). Consider the mapping

UsA— A leL(Y;X),

which assigns to each transformation A € U its inverse A~! € L(Y; X).
Proposition 2 proved below makes it possible to determine whether this
mapping is differentiable.
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Proposition 2. If X is a complete space and A € U, then for any h €
L(X;Y) such that ||h|| < ||A7Y||71, the transformation A+ h also belongs to
U and the following relation holds:

(A+h)'=A"1—-AhA ' +0o(h) as h—=0. (10.33)
Proof. Since
(A+h) = (AE+Ah) ' =(E+ A 'h)tA™! (10.34)

it suffices to find the operator (E+A~1h)~! inverse to (E+A~'h) € L(X; X),
where E is the identity mapping ex of X into itself.

Let A := —A~'h. Taking account of the supplement to Proposition 2 of
Sect. 10.2, we can observe that || A|| < ||A~!|-||A||, so that by the assumptions
made with respect to the operator h we may assume that ||A|| < ¢ < 1.

We now verify that

(E-A)'=E+A+A? 4. 4 A" 4. | (10.35)
where the series on the right-hand side is formed from the linear operators
A" =(Ao---0A) € L(X; X).

Since X is a complete normed vector space, it follows from Proposition

3 of Sect. 10.2 that the space £(X; X) is also complete. It then follows im-
mediately from the relation |A™|| < ||A||™ < ¢™ and the convergence of the

o0
series Y. ¢™ for |g| < 1 that the series (10.35) formed from the vectors in
n=0

that space converges.
The direct verification that

(E4+A+A%+.. ) (E-A) =
=(E+A+A%+.-)—(A+ A2+ A%+..)=E

and

(E-A(E+A+A4A%+...) =
=(E4+A+A%4+..)—(A+ A+ A% +...)=F
shows that we have indeed found (E — A)~1L.
It is worth remarking that the freedom in carrying out arithmetic op-
erations on series (rearranging the terms!) in this case is guaranteed by the

absolute convergence (convergence in norm) of the series under consideration.
Comparing relations (10.34) and (10.35), we conclude that

(A+h)'=A4"1—-A7ThA™! + (A71h)2A7T— ...
- (=D™(ATTR)" AT + ... (10.36)

for [|R]] < [lA=HI*.
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Since

o0

> (=A7h)rAT

n=2

ZIIA "hlMATH] <

IIA 1||

< ARl Z "= IhlI*,
m=0

Eq. (10.33) follows in particular from (10.36). O

Returning now to Example 6, we can say that when the space X is com-

plete the mapping A — A~! under consideration is necessarily differen-
tiable, and
df(A)h =d(A Hh=—-A"1hA™?

In particular, this means that if A is a nonsingular square matrix and
A~1is its inverse, then under a perturbation of the matrix A by a matrix h
whose elements are close to zero, we can write the inverse matrix (A + h)~?
in first approximation in the following form:

(A+h) P~ At —A1hA™!

More precise formulas can obviously be obtained starting from Eq.
(10.36).

Example 7. Let X be a complete normed vector space. The important map-
ping
exp: L(X; X) = L(X; X)

is defined as follows:

1 1 5 1 .,
eXpA.:E—I-ﬁA-FaA +“'+7—JA +- (10.37)

if Ae L(X;X).
The series in (10.37) converges, since £(X; X) is a complete space and

n o0 n
| HA"| < l’zl,l , while the numerical series “%I,J— converges.
. ! ol
It is not difficult to verify that

exp(A+h) =expA+ L(A)h+o(h) as h — o0, (10.38)
where
L(Ah=h+ = (Ah +hA) + 5 (A2h + AhA + hA?) +

+ ;l—'(A"‘lh + A" 2hA + -+ AhA™ 2  hA™Y)

and ||L(A)|| < exp ||A| = el4l, that is, L(A4) € £L(L(X;X), L(X; X)).
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Thus, the mapping £(X; X) > A — exp A € L(X; X) is differentiable at
every value of A.

We remark that if the operators A and h commute, that is, Ah = hA,
then, as one can see from the expression for L(A)h, in this case we have
L(A)h = (exp A)h. In particular, for X = R or X = C, instead of (10.38) we
again obtain

exp(A+h) =expA+ (expA)h +o(h) as h— 0. (10.39)

Ezample 8. We shall attempt to give a mathematical description of the in-
stantaneous angular velocity of a rigid body with a fixed point o (a top).
Consider an orthonormal frame {e;, e, e3} at the point o rigidly attached to
the body. It is clear that the position of the body is completely characterized
by the position of this orthoframe, and the triple {é1, €2, €3} of instantaneous
velocities of the vectors of the frame obviously give a complete characteriza-
tion of the instantaneous angular velocity of the body. The position of the
frame itself {e;,e2,e3} at time ¢ can be given by an orthogonal matrix (o)
1,j = 1,2,3 composed of the coordinates of the vectors e;, e;, es with re-
spect to some fixed orthonormal frame in space. Thus, the motion of the top
corresponds to a mapping t — O(t) from R (the time axis) into the group
SO(3) of special orthogonal 3 x 3 matrices. Consequently, the angular veloc-
ity of the body, which we have agreed to describe by the triple {&;,é,,é3},
is the matrix O(t) =: (w})(t) = (&])(t), which is the derivative of the matrix
O(t) = (a)(t) with respect to time.
Since O(t) is an orthogonal matrix, the relation

O(t)0*(t) = E (10.40)

holds at any time ¢, where O*(t) is the transpose of O(t) and E is the identity
matrix.

We remark that the product A - B of matrices is a bilinear function of A
and B, and the derivative of the transposed matrix is obviously the transpose
of the derivative of the original matrix. Differentiating (10.40) and taking
account of these things, we find that

O(t)O*(t) + O(t)O*(t) =0

or

O(t) = —0(t)O*(t)O(t) , (10.41)

since O*(t)O(t) = E.

In particular, if we assume that the frame {e;, es, e3} coincides with the
spatial frame of reference at time ¢, then O(t) = E, and it follows from (10.41)
that ) )

O(t) = —0*(¥) (10.42)
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that is, the matrix O(t) =: 2(t) = (w!) of coordinates of the vectors
{é1,€2,€3} in the basis {e1, ez, e3} turns out to be skew-symmetric:
wi Wi owd 0 —w? Ww?
Q) =[wi w? W3 |=| & 0 —uw!
wi w? Wl —w? Wl 0

Thus the instantaneous angular velocity of a top is actually characterized
by three independent parameters, as follows in our line of reasoning from rela-
tion (10.40) and is natural from the physical point of view, since the position
of the frame {e1,e3,e3}, and hence the position of the body itself, can be
described by three independent parameters (in mechanics these parameters
may be, for example, the Euler angles).

If we associate with each vector w = w'e; + w?e; + w3es in the tangent
space at the point o a right-handed rotation of space with angular velocity |w|
about the axis defined by this vector, it is not difficult to conclude from these
results that at each instant of time ¢ the body has an instantaneous angular
velocity and that the velocity at that time can be adequately described by
the instantaneous angular velocity vector w(t) (see Problem 5 below).

10.3.4 The Partial Derivatives of a Mapping

Let U = U(a) be a neighborhood of the point a € X = X; x --- x X, in
the direct product of the normed spaces Xi,..., X, and let f: U — Y be
a mapping of U into the normed space V. In this case

y=f(x)=f(z1,...,2m), (10.43)
and hence, if we fix all the variables but z; in (10.43) by setting xy = ax for
k e {l,...,m}\ ¢, we obtain a function

f(a/lv ey A1, Ty Big1y - - - 9am) = 801(5171) ) (1044)

defined in some neighborhood U; of a; in X.

Definition 3. Relative to the original mapping (10.43) the mapping ¢; :
U; — Y is called the partial mapping with respect to the variable x; at a € X.

Definition 4. If the mapping (10.44) is differentiable at x; = a;, its deriva-
tive at that point is called the partial derivative or partial differential of f at
a with respect to the variable x;.

We usually denote this partial derivative by one of the symbols

01@, D@, L@, f@.




10.3 The Differential of a Mapping 71

In accordance with these definitions D; f(a) € L(X;;Y). More precisely,
Dif(a) S L‘,(TX,'((L,'); TY(f(a)))

The differential df(a) of the mapping (10.43) at the point a (if f is dif-
ferentiable at that point) is often called the total differential in this situation
in order to distinguish it from the partial differentials with respect to the
individual variables.

We have already encountered all these concepts in the case of real-valued
functions of m real variables, so that we shall not give a detailed discussion of
them. We remark only that by repeating our earlier reasoning, taking account
of Example 9 in Sect. 9.2, one can prove easily that the following proposition
holds in general.

Proposition 3. If the mapping (10.43) is differentiable at the point a =
(a1y---yam) € X1 X -+ X X = X, it has partial derivatives with respect to
each variable at that point, and the total differential and the partial differen-
tials are related by the equation

df(@)h = 81 f(@hs + - + O f(@)him (10.45)
where h = (hy,...,hp) € TX1(a1) X -+ X TXp(am) = TX(a).

We have already shown by the example of numerical functions that the
existence of partial derivatives does not in general guarantee the differentia-
bility of the function (10.43).

10.3.5 Problems and Exercises

1. a) Let A € L(X;X) be a nilpotent operator, that is, there exists k£ € N such
that A* = 0. Show that the operator (E — A) has an inverse in this case and that
(E-A '=FE+A+-- .4 AL

b) Let D : Plz] — P[z] be the operator of differentiation on the vector space
P[z] of polynomials. Remarking that D is a nilpotent operator, write the operator
exp(aD), where a € R, and show that exp(aD) (P(ac)) =P(x+a)=:Tq (P(:t:))

c) Write the matrices of the operators D : P,[z] — Pyp[z] and T, : Pplz] —
P,[z] from part b) in the basis e; = %,
polynomials of degree n in one variable.

2. a)IfA,B € £L(X;X) and 3B~ ' € L(X; X), then exp(B~'AB) = B~ !(exp A)B.

b) If AB = BA, then exp(A + B) = exp A - exp B.

c) Verify that exp0 = E and that exp A always has an inverse, namely
(exp A)~! = exp(—A).

3. Let A € L£(X;X). Consider the mapping ¢4 : R — L(X; X) defined by the
correspondence R 3 ¢ — exp(tA) € L(X; X). Show the following.

1 <4 < n, in the space Py, [z] of real

a) The mapping @4 is continuous.

b) pa is a homomorphism of R as an additive group into the multiplicative
group of invertible operators in £(X; X).
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4. Verify the following.

a) If A1,...,A\n are the eigenvalues of the operator A € L(C";C"), then
exp A1, ...,exp A, are the eigenvalues of exp A.

b) det(exp A) = exp(tr A), where tr A is the trace of the operator A €
L(C™,CM).

c) If A € L(R™,R™), then det(exp A) > 0.

d) If A* is the transpose of the matrix A € £(C",C") and A is the matrix
whose elements are the complex conjugates of those of A, then (exp A)* = exp A™
and exp A = exp A.

e) The matrix (—11 _01> is not of the form exp A for any 2 x 2 matrix A.

5. We recall that a set endowed with both a group structure and a topology is
called a topological group or continuous group if the group operation is continuous.
If there is a sense in which the group operation is even analytic, the topological
group is called a Lie group.?

A Lie algebra is a vector space X with an anticommutative bilinear operation
[, ]: X x X — X satisfying the Jacobs identity: [[a,b], c] + [[b,c], a] + [[c,a],b] =0
for any vectors a,b,c € X. Lie groups and algebras are closely connected with each
other, and the mapping exp plays an important role in establishing this connection
(see Problem 1 above).

An example of a Lie algebra is the oriented Euclidean space E* with the opera-
tion of the vector cross product. For the time being we shall denote this Lie algebra
by LA1 .

a) Show that the real 3 x 3 skew-symmetric matrices form a Lie algebra (which
we denote LAz) if the product of the matrices A and B is defined as [A4,B] =
AB — BA.

b) Show that the correspondence

0 —w® W?
2= w3 0 —w'] e (w1, w2,w3) = w
—w? Wt 0

is an isomorphism of the Lie algebras LAz and LA;.

c) Verify that if the skew-symmetric matrix 2 and the vector w correspond
to each other as shown in b), then the equality 2r = [w,r] holds for any vector
r € E3, and the relation P2P~! < Pw holds for any matrix P € SO(3).

d) Verify that if R 5 ¢ — O(t) € SO(3) is a smooth mapping, then the matrix
N(t) = 071 (t)O(t) is skew-symmetric.

e) Show that if r(¢) is the radius vector of a point of a rotating top and £2(t) is
the matrix (O~0)(t) found in d), then r(t) = (£2r)(¢).

f) Let r and w be two vectors attached at the origin of E3. Suppose a right-
handed frame has been chosen in E3, and that the space undergoes a right-handed
rotation with angular velocity |w| about the axis defined by w. Show that r(t) =
[w, r(t)] in this case.

2 For the precise definition of a Lie group and the corresponding reference see
Problem 8 in Sect. 15.2.



10.4 The Finite-increment (Mean-value) Theorem 73

g) Summarize the results of d), e), and f) and exhibit the instantaneous angular
velocity of the rotating top discussed in Example 8.

h) Using the result of c), verify that the velocity vector w is independent of the
choice of the fixed orthoframe in E3, that is, it is independent of the coordinate
system.

6. Let r = r(s) = (xl(s),x2(s),:v3(s)) be the parametric equations of a
smooth curve in E3, the parameter being arc length along the curve (the natu-
ral parametrization of the curve).

a) Show that the vector e1(s) = %(s) tangent to the curve has unit length.

b) The vector %esl(s) = %;(s) is orthogonal to e;. Let ez(s) be the unit vector
formed from %(s)‘ The coefficient k(s) in the equality %(s) = k(s)ez(s) is called
the curvature of the curve at the corresponding point.

c) By constructing the vector es(s) = [e1(s),e2(s)] we obtain a frame
{e1,ez,e3} at each point, called the Frenet frame® or companion trihedral of the
curve. Verify the following Frenet formulas:

Gh(s) = k(s)ez(s) ,

L2(s) = —k(s)ei(s) s(s)es(s) ,
Lai(s) = —(s)ea(s) .

Explain the geometric meaning of the coefficient (s) called the torsion of the
curve at the corresponding point.

10.4 The Finite-increment Theorem
and some Examples of its Use

10.4.1 The Finite-increment Theorem

In our study of numerical functions of several variables in Subsect. 5.3.1 we
proved the finite-increment theorem for them and discussed in detail various
aspects of this important theorem of analysis. In the present section the finite-
increment theorem will be proved in its general form. So that its meaning
will be fully obvious, we advise the reader to recall the discussion in that
subsection and also to pay attention to the geometric meaning of the norm
of a linear operator (see Subsect. 10.2.2).

Theorem 1. (The finite-increment theorem). Let f : U — Y be a continuous
mapping of an open set U of a normed space X into a normed space Y .

If the closed interval [z,z + h] = {£ € X|§ = x+6h,0 < 0 < 1} is
contained in U and the mapping f is differentiable at all points of the open
interval |z, x + h[= {£ € X|& = 2+ 6h,0 < 6 < 1}, then the following

3 J. F. Frenet (1816-1900) - French mathematician.
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estimate holds:

f@+h) — f@ly < sup  [F(©)llccxwlhlx - (10.46)
£€]z,z+h]

Proof. We remark first of all that if we could prove the inequality

If(&") = f@@) < sup If"(OIlc" — 2| (10.47)

§€[z’,:c”]

in which the supremum extends over the whole interval [z/,z"], for every
closed interval [z/,2"] C]z,z + h[, then, using the continuity of f and the
norm together with the fact that

sup [If'(OI < sup [If(OI,

g€’ z"] £€]z,x+h(

we would obtain inequality (10.46) in the limit as 2’ — z and 2"’ — = + h.
Thus, it suffices to prove that

|f(z+h) = f(z)| < M|h|, (10.48)

where M = sup ||f'(z + 6h)|| and the function f is assumed differentiable
0<0<1

on the entire closed interval [z, z + h).
The very simple computation

|f(z3) — flz)| < |f(z3) — flz2)| + [f(22) — f(z1)] <
< Mlzg — 2| + Mz — 21| = M (|25 — 22| + |22 — 24]) =

= M|z3 — x4,

which uses only the triangle inequality and the properties of a closed interval,
shows that if an inequality of the form (10.48) holds on the portions [z, Z2]
and [z2, z3] of the closed interval [z, 3], then it also holds on [z1, 23]
Hence, if estimate (10.48) fails for the closed interval [z, z + h], then by
successive bisections, one can obtain a sequence of closed intervals [ax, bx] C
|z, z + h[ contracting to some point ¢ € [z,z + h] such that (10.48) fails on
each interval [ay, bg]. Since zg € [ax, bk], consideration of the closed intervals
[ak, zo] and [zo,bx] enables us to assume that we have found a sequence of
closed intervals of the form [zg, o+ hi] C [z, 2+ h], where hy — 0 as k — oo
on which
|f(zo + ki) — f(zo)| > M|hy| . (10.49)

If we prove (10.48) with M replaced by M + €, where ¢ is any positive
number, we will still obtain (10.48) as € — 0, and hence we can also replace
(10.49) by

|f(zo + ki) = f(zo)| > (M + €)|hi| (10.49)
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and we can now show that this is incompatible with the assumption that f
is differentiable at xg.
Indeed, by the assumption that f is differentiable,

|f(zo + hx) — f(zo)| = |f'(x0)hk + o(hy)| <
< 1" (o)l |hx| + o([hx]) < (M + )| hil

BShk—)O 0

The finite-increment theorem has the following useful, purely technical
corollary.

Corollary. If A € L(X;Y), that is, A is a continuous linear mapping of
the normed space X into the normed space Y and f : U — Y is a mapping
satisfying the hypotheses of the finite-increment theorem, then

|f(z+h)— f(z) — Ah| < sup |If'(€) — Al |R].
£€lz,z+h|
Proof. For the proof it suffices to apply the finite-increment theorem to the
mapping
t— F(t) = f(x + th) — Ath

of the unit interval [0,1] C R into Y, since

F(1) - F(0) = f(z + h) — f(z) -
F'(6) = f'(z + 6h)h — Ah for 0< 0 <1,
IF" @) < | f'(z + 6h) — A |A],

sup [[F'(O) < sup [If(€) — Al |R]. O
0<<1 £€)x,z+h|

Remark. As can be seen from the proof of Theorem 1, in its hypotheses there
is no need to require that f be differentiable as a mapping f : U — Y, it
suffices that its restriction to the closed interval [,z + h] be a continuous
mapping of that interval and differentiable at the points of the open interval
]z, + hl.

This remark applies equally to the corollary of the finite-increment theo-
rem just proved.

10.4.2 Some Applications of the Finite-increment Theorem
a. Continuously Differentiable Mappings Let
f:U->Y (10.50)

be a mapping of an open subset U of a normed vector space X into a normed
space Y. If f is differentiable at each point x € U, then, assigning to the
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point  the mapping f'(z) € L(X;Y) tangent to f at that point, we obtain
the derivative mapping
iU LX;Y) . (10.51)

Since the space £(X;Y") of continuous linear transformations from X into
Y is, as we know, a normed space (with the transformation norm), it makes
sense to speak of the continuity of the mapping (10.51).

Definition. When the derivative mapping (10.51) is continuous in U, the
mapping (10.50), in complete agreement with our earlier terminology, will be
said to be continuously differentiable.

As before, the set of continuously differentiable mappings of type (10.50)
will be denoted by the symbol C()(U,Y), or more briefly, C)(U), if it is
clear from the context what the range of the mapping is.

Thus, by definition

fecWWY) e feC(ULX;Y)).

Let us see what continuous differentiability of a mapping means in differ-
ent particular cases.

Example 1. Consider the familiar situation when X = Y = R, and hence
f : U — R is a real-valued function of a real argument. Since any linear
mapping A € L(R;R) reduces to multiplication by some number a € R, that
is, Ah = ah and obviously ||A|| = |a|, we find that f'(x)h = a(z)h, where
a(z) is the numerical derivative of the function f at the point x.

Next, since

(f'(z+96) = f'(@)h=f(z+8h~ f(z)h=
= a(z 4+ 0)h — a(z)h = (a(z +6) — a(z))h, (10.52)

it follows that
If'(z +0) = f(z)|l = la(z + 6) - a(z)]

and hence in this case continuous differentiability of the mapping f is equiv-

alent to the concept of a continuously differentiable numerical function (of
class C(Y) (U, R)) studied earlier.

Example 2. This time suppose that X is the direct product X; x --- x X,
of normed spaces. In this case the mapping (10.50) is a function f(z) =
f(zy1,...,zm) of m variables z; € X;, i =1,...,m, with values in Y.

If the mapping f is differentiable at x € U, its differential df(z) at that
point is an element of the space £L(X; x --- x X,,, = X;Y).

The action of df(z) on a vector h = (hy, ..., hy), by formula (10.45), can
be represented as

df(z)h = O1f(z)h1 + -+ + O f (@)



10.4 The Finite-increment (Mean-value) Theorem 77

where 0;f(z) : X; — Y, 1 = 1,...,m, are the partial derivatives of the
mapping f at the point x under consideration.
Next,
(df(z+6) —df(@)h=>_ (8:f(x +8) — 8;f(x))hi - (10.53)

=1

But by the properties of the standard norm in the direct product of normed
spaces (see Example 6 in Subsect. 10.1.2) and the definition of the norm of
a transformation, we find that

0:f(x +6) — 0 f(x)lc(xi5v) < Ndf(z+6) — df (@)lcix;y) <

<Y N0if (@ +8) — 8if(@)llcixy) - (10.54)

=1

Thus in this case the differentiable mapping (10.50) is continuously differen-
tiable in U if and only if all its partial derivatives are continuous in U.

In particular, if X = R™ and Y = R, we again obtain the familiar concept
of a continuously differentiable numerical function of m real variables (a
function of class C(V) (U, R), where U C R™).

Remark. Tt is worth noting that in writing (10.52) and (10.53) we have made
essential use of the canonical identification T X, ~ X, which makes it possible
to compare or identify vectors lying in different tangent spaces.

We shall now show that continuously differentiable mappings satisfy a
Lipschitz condition.

Proposition 1. If K is a convex compact set in a normed space X and
f e CO(K,Y), whereY is also a normed space, then the mapping f : K =Y
satisfies a Lipschitz condition on K, that is, there exists a constant M > 0
such that the inequality

|f(z2) — f(z1)| < M|zy — 4] (10.55)
holds for any points x1,x9 € K.

Proof. By hypothesis f' : K — L£(X;Y) is a continuous mapping of the
compact set K into the metric space £(X;Y"). Since the norm is a continuous
function on a normed space with its natural metric, the mapping z — || f'(z)||,
being the composition of continuous functions, is itself a continuous mapping
of the compact set K into R. But such a mapping is necessarily bounded.
Let M be a constant such that || f'(z)|| < M at any point € K. Since K is
convex, for any two points z; € K and z3 € K the entire interval [zy, 2] is
contained in K. Applying the finite-increment theorem to that interval, we
immediately obtain relation (10.55). O
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Proposition 2. Under the hypotheses of Proposition 1 there exists a non-
negative function w(d) tending to 0 as § — +0 such that

|f(z +h) = f(z) = f'(z)h] < w(3)h| (10.56)
at any point x € K for |h| < ifr+he K.

Proof. By the corollary to the finite-increment theorem we can write
[f(z+h) = f(z) = f/(x)h] < JSup If(z + 6R) — f'() |h]
<

and, setting

w(@) = sup |f'(z2) = f'(=)l,
z1,22€K
lz1—z2|<8

we obtain (10.56) in view of the uniform continuity of the function z — f'(z),
which is continuous on the compact set K. O

b. A Sufficient Condition for Differentiability We shall now show that
by using the general finite-increment theorem, we can obtain a general suffi-
cient condition for differentiability of a mapping in terms of its partial deriva-
tives.

Theorem 2. Let U be a neighborhood of the point x in a normed space X =
X1 X -+ X Xp,, which is the direct product of the normed spaces X1 X -+ X
Xm, and let f : U — Y be a mapping of U into a normed space Y. If the
mapping f has partial derivatives with respect to all its variables in U, then
it is differentiable at the point x if the partial derivatives are all continuous
at that point.

Proof. To simplify the writing we carry out the proof for the case m = 2. We
verify immediately that the mapping

Lh = 0, f(x)h1 + O2f(x)ha ,

which is linear in h = (hq, hy), is the total differential of f at x.
Making the elementary transformations
flx+h)— f(z)—Lh =
= f(z1 + h1, 2 + ha) — f(z1,72) — O1 f(x)h1 — O2f(x)h2 =
= f(z1 + h1,22 + h2) — f(21,22 + h2) — 01 f(z1,22)h1 +
+ f(@1, 32 + he) — f(z1,22) — Oz f (71, 72) P2 ,

by the corollary to Theorem 1 we obtain

|f(z1 4+ h1,z2 + he) — f(z1,22) — O1f(z1,22)h1 — Oaf(z1,z2)h2| <

< sup ||01f(z1 + 61h1, 22 + h2) — O1f(x1,z2)]| |h1| +
0<6, <1

+ sup ||32f(.’111,$2 + 02h2) — 82f(.’111,.’1,'2)|| |h2| . (10.57)
0<62<1
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Since max{|h1|,|h2} < |h], it follows obviously from the continuity of the
partial derivatives 0; f and 02 f at the point x = (x1, z2) that the right-hand
side of inequality (10.57) is o(h) as h = (hy,h2) = 0. O

Corollary. A mapping f : U =Y of an open subset U of the normed space
X = X1 X -+ X X, into a normed space Y is continuously differentiable if
and only if all the partial derivatives of the mapping f are continuous.

Proof. We have shown in Example 2 that when the mapping f : U —» Y is
differentiable, it is continuously differentiable if and only if its partial deriva-
tives are continuous.

We now see that if the partial derivatives are continuous, then the map-
ping f is automatically differentiable, and hence (by Example 2) also contin-
uously differentiable. O

10.4.3 Problems and Exercises

1. Let f : I = Y be a continuous mapping of the closed interval I = [0,1] C R into
a normed space Y and g : I — R a continuous real-valued function on I. Show that
if f and g are differentiable in the open interval |0, 1] and the relation || f'(¢)|| < ¢’ (¢)
holds at points of this interval, then the inequality |f(1) — f(0)| < g(1) — g(0) also
holds.

2. a) Let f: I —» Y be a continuously differentiable mapping of the closed interval
I =1[0,1] C R into a normed space Y. It defines a smooth path in Y. Define the
length of that path.

b) Recall the geometric meaning of the norm of the tangent mapping and give
an upper bound for the length of the path considered in a).

c¢) Give a geometric interpretation of the finite-increment theorem.

3. Let f: U — Y be a continuous mapping of a neighborhood U of the point a in
a normed space X into a normed space Y. Show that if f is differentiable in U \ a
and f'(z) has a limit L € £(X;Y) as £ — a, then the mapping f is differentiable
at a and f'(a) = L.

4. a) Let U be an open convex subset of a normed space X and f : U - Y a
mapping of U into a normed space Y. Show that if f'(z) = 0 on U, then the
mapping f is constant.

b) Generalize the assertion of a) to the case of an arbitrary domain U (that is,
when U is an open connected subset of X).

¢) The partial derivative %5— of a smooth function f : D — R defined in a domain

D C R? of the zy-plane is identically zero. Is it true that f is then independent of
y in this domain? For which domains D is this true?
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10.5 Higher-order Derivatives

10.5.1 Definition of the nth Differential
Let U be an open set in a normed space X and
f:U=Y (10.58)

a mapping of U into a normed space Y.
If the mapping (10.58) is differentiable in U, then the derivative of f,
given by
f U - L(X;Y), (10.59)

is defined in U.

The space L(X;Y) =: Y7 is a normed space relative to which the mapping
(10.59) has the form (10.58), that is, f' : U — Y3, and it makes sense to speak
of differentiability for it.

If the mapping (10.59) is differentiable, its derivative

(fY U - L(X; Y1) = L(X; L(X;Y))

is called the second derivative or second differential of f and denoted f” or
f@ . In general, we adopt the following inductive definition.

Definition 1. The derivative of order n € Nor nth differential of the map-
ping (10.58) at the point x € U is the mapping tangent to the derivative of
f of order n — 1 at that point.

If the derivative of order k € N at the point z € U is denoted f*)(z),
Definition 1 means that

) () = (f("_l))/(x) ) (10.60)
Thus, if f(™(z) is defined, then

FM (@) € L(X;Yn) = L(XL(X; Yo q)) = -+
= L(XGL(X; . L(XY) )

Consequently, by Proposition 4 of Sect. 10.2, f(™)(z), the differential of order
n of the mapping (10.58) at the point  can be interpreted as an element of
the space £L(X,...,X;Y) of continuous n-linear transformations.
N, !
n factors
We note once again that the tangent mapping f'(z) : TX; — TYy(,) is
a mapping of tangent spaces, each of which, because of the affine or vector-
space structure of the spaces being mapped, we have identified with the
corresponding vector space and said on that basis that f'(z) € L(X;Y).
It is this device of regarding elements f'(z1) € L(TX,,;TYf,)) and



10.5 Higher-order Derivatives 81

f'(x2) € L(TXz,,TY}(5,)), which lie in different spaces, as vectors in the
same space £(X;Y) that provides the basis for defining higher-order dif-
ferentials of mappings of normed vector spaces. In the case of an affine or
vector space there is a natural connection between vectors in the different
tangent spaces corresponding to different points of the original space. In the
final analysis, it is this connection that makes it possible to speak of the
continuous differentiability of both the mapping (10.58) and its higher-order
differentials.

10.5.2 Derivative with Respect to a Vector and Computation
of the Values of the nth Differential

When we are making the abstract Definition 1 specific, the concept of the
derivative with respect to a vector may be used to advantage. This concept
is introduced for the general mapping (10.58) just as was done earlier in the
case X =R™, Y =R.

Definition 2. If X and Y are normed vector spaces over the field R, the
derivative of the mapping (10.58) with respect to the vector h € TX, ~ X at
the point x € U is defined as the limit

D) =t LETW )

provided this limit exists.
It can be verified immediately that
Dsnf(z) = ADuf(2) (10.61)

and that if the mapping f is differentiable at the point x € U, it has a
derivative at that point with respect to every vector; moreover

Duf(z) = f'(z)h, (10.62)
and, by the linearity of the tangent mapping,
Dyhy+azhy f(2) = MDh, f(2) + Ao Dh, f(2) - (10.63)

It can also be seen from Definition 2 that the value Dy, f(z) of the deriva-
tive of the mapping f : U — Y with respect to a vector is an element of the
vector space 1Yy ;) ~ Y, and that if L is a continuous linear transformation
from Y to a normed space Z, then

Dip(Lo f)(z) = Lo Dpf(x) . (10.64)

We shall now try to give an interpretation to the value f(™(hy,...,hy)
of the nth differential of the mapping f at the point = on the set (h1,...,hy)
of vectors h; e TX, ~ X,i=1,...,n.
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We begin with n = 1. In this case, by formula (10.62)

f'(@)(h) = f'(z)h = Dpf(z) .

We now consider the case n = 2. Since f®(z) € L(X;L(X;Y)), fixing a
vector hy € X, we assign a linear transformation (f®(z)h1) € L(X;Y) to
it by the rule

hi— f®(x)h, .

Then, after computing the value of this operator at the vector hy € X, we
obtain an element of Y:

FO @) (k1 ha) = (fP()h1)hy €Y . (10.65)
But
fP(x)h = (f") (z)h = Dpf'(z)
and therefore
F3(@)(h1, h2) = (Dn, f'(z))ha . (10.66)

If A€ L(X;Y) and h € X, this pairing with Ah can be regarded not
only as a mapping h — Ah from X into Y, but as a mapping A — Ah from
L(X;Y) into Y, the latter mapping being linear, just like the former.

Comparing relations (10.62), (10.64), and (10.66), we can write

(Dh, f'(x)) ho = Da, (f'(x)h2) = D, Dp, f(z) .
Thus we finally obtain
f(Q)(z)(hl’hQ) = Dh1Dh2f(x) .

Similarly, one can show that the relation

FM @) (b, ha) = (.. (f™(2)h1) ... hn) = Dp,Dh, - Dy, f(z)
(10.67)
holds for any n € N, the differentiation with respect to the vectors being
carried out sequentially, starting with differentiation with respect to h,, and
ending with differentiation with respect to h;.

10.5.3 Symmetry of the Higher-order Differentials

In connection with formula (10.67), which is perfectly adequate for compu-
tation as it now stands, the question naturally arises: To what extent does
the result of the computation depend on the order of differentiation?

Proposition. If the form f(™)(z) is defined at the point x for the mapping
(10.58), it is symmetric with respect to any pair of its arguments.
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Proof. The main element in the proof is to verify that the proposition holds
in the case n = 2.

Let h; and hy be two arbitrary fixed vectors in the space T X, ~ X. Since
U is open in X, the following auxiliary function of ¢ is defined for all values
of t € R sufficiently close to zero:

Fy(h1,h2) = f(z +t(h1 + h2)) — f(z + th1) — f(z + the) + f(2) .
We consider also the following auxiliary function:
9() = f(z +t(h1 +v)) - f(z +tv),

which is certainly defined for vectors v that are collinear with the vector ho
and such that |v| < |ha|.

We observe that

Fy(h1, h2) = g(h2) — g(0) .

We further observe that, since the function f : U — Y has a second
differential f”(x) at the point z € U, it must be differentiable at least in
some neighborhood of x. We shall assume that the parameter ¢ is sufficiently
small that the arguments on the right-hand side of the equality that defines
F;(h1, he) lie in that neighborhood.

We now make use of these observations and the corollary of the mean-
value theorem in the following computations:

|Fy(h, ha) — t2 £ (z)(h1, ho)| =
= |g(h2) — g(0) — 2 f"(z)(h1, ha)| <

< sup |lg'(B2h2) — £ f"(z)hal| |h2| =
0<02<1

= sup [|(f'(z+t(h1+ O2h2)) — f'(z + tb2ho))t — 2 " (x)ha]| |h2] -
0<62<1

By definition of the derivative mapping we can write that
F(@ + (1 +02h)) = F(@) + (@) (#(hs + 62h2) + olt)

and
f'(x + th2h2) = f'(x) + f"(2)(t02h2) + ot)

as t — 0. Taking this relation into account, one can continue the preceding
computation, finding after cancellation that

|Fy(h1, h2) — £ f"(2)(ha, ho)| = o(t?)
as t — 0. But this equality means that

Fy(h1, ho)

" T
f7(@)(h2, he) = lim ——5
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Since it is obvious that Fy(hy, he) = Fi(hg, h1), it follows from this relation
that f”(z)(h1, h2) = f"(z)(h2, h1).

One can now complete the proof of the proposition by induction, repeating
verbatim what was said in the proof that the values of the mixed partial
derivatives are independent of the order of differentiation. O

Thus we have shown that the nth differential of the mapping (10.58) at
the point x € U is a symmetric n-linear transformation

f(z) € L(TXy, ..., TXe; TY () ~ L(X, ..., X;Y)

whose value on the set (hy,...,h,) of vectors h; e TX, = X,i=1,...,n,
can be computed by formula (10.67).

If X is a finite-dimensional space having a basis {e1,...,ex} and h; = h;ei
is the expansion of the vector hj, j = 1,...,n, with respect to that basis,
then by the multilinearity of f(™(z) we can write

FO(@)(ha, ... hy) = F ™ () (hies,,. .., hire;,) =
= f™(2)(es,-..,ei, )R - .. hir.

Using our earlier notation 8;,...;, f(x) for De, - - - De, f(x), we find finally that
F™ @) (b ha) = Oy f(R)RY iy

where as usual summation extends over the repeated indices on the right-
hand side within their range of variation, that is, from 1 to k.
Let us agree to use the following abbreviation:

™ ()(h,... h) = fM)(z)h™ . (10.68)

In particular, if we are discussing a finite-dimensional space X and h =
h'e;, then
fM(z)h™ = 8, f(x)h® ... - hin

which is already very familiar to us from the theory of numerical functions
of several variables.

10.5.4 Some Remarks

In connection with the notation (10.68) consider the following example, which
is quite useful and will be used in the next section.

Ezample. Let A € L(X1,...,X,;Y), that is, y = A(z1,...,z,) is a contin-
uous n-linear transformation from the product of the normed vector spaces
X1,..., X, into the normed vector space Y.

It was shown in Example 5 of Sect. 10.4 that A is a differentiable mapping
A: Xix---x X, >Y and
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A,(Illl,...,l'n)(hl,...,hn) =
= A(hy1,22,...,Zn) + -+ A(z1, .. -, Tn-1, hn) -

Thus, if X; =--- = X,, = X and A is symmetric, then

A/(il,',,, "x)(h”' . 7h) = nA(:Ea .. ,fl:,h) = (nA(En_l)h .
N——

n—1
Hence, if we consider the function F': X — Y defined by the condition
Xz F(z) = Az,...,z) = Az™ |
it turns out to be differentiable and
F'(z)h = (nAz™ 1)h ,

that is, in this case
F'(z) = nAz™ !,

where Az"~ ! := A(zx,...,x,).
N —

n—1
In particular, if the mapping (10.58) has a differential f(™)(x) at a point
x € U, then the function F(h) = f(")(z)h™ is differentiable, and

F'(h) = nf™ (z)h™ 1 . (10.69)

To conclude our discussion of the concept of an nth-order derivative, it is
useful to add the remark that if the original function (10.58) is defined on a
set U in a space X that is the direct product of normed spaces X1, ..., X,
one can speak of the first-order partial derivatives 01 f(z),...,0mf(z) of
with respect to the variables z; € X;, i = 1,...,m, and the higher-order
partial derivatives 9;,...i,, f(x).

On the basis of Theorem 2 of Sect. 10.4, we obtain by induction in this
case that if all the partial derivatives 0;,...;, f(z) of a mapping f : U - Y
are continuous at a point x € X = X; X --- X X, then the mapping f has
an n-th order differential f(™(z) at that point.

If we also take account of the result of Example 2 from the same sec-
tion, we can conclude that the mapping U > z — f(™(z) € L(X,...,X;Y)

n factors
is continuous if and only if all the nth-order partial derivatives U > = —
Oiy.i f(x) € L(X4y, ..., X3 Y) of the original mapping f : U — Y are con-
tinuous (or, what is the same, the partial derivatives of all orders up to n
inclusive are continuous).

The class of mappings (10.58) having continuous derivatives up to order
n inclusive in U is denoted C(™ (U, Y), or, where no confusion can arise, by
the briefer symbol C(™(U) or even C(™.
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In particular, if X = X; x --- x X,,, the conclusion reached above can be
written in abbreviated form as

(feC™) = (8;,...,f €C,i1,...,in=1,...,m),

where C, as always, denotes the corresponding set of continuous functions.

10.5.5 Problems and Exercises

1. Carry out the proof of Eq. (10.64) in full.
2. Give the details at the end of the proof that f (")(m) is symmetric.

3. a) Show that if the functions D, Dy, f and Dp, Dy, f are defined and continuous
at a point ¢ € U for a pair of vectors h1, hz and the mapping (10.58) in the domain
U, then the equality Dy, Dh, f(z) = Dnr,Dr, f(z) holds.

b) Show using the example of a numerical function f(z,y) that, although the
continuity of the mixed partial derivatives 83—;% and %ﬁ% implies by a) that they
are equal at this point, it does not in general imply that the second differential of
the function exists at the point.

c) Show that, although the existence of f®(x,y), guarantees that the mixed

2
partial derivatives 86—;9% and 66—118% exist and are equal, it does not in general guar-
antee that they are continuous at that point.

4. Let A€ L(X,...,X;Y) where A is a symmetric n-linear transformation. Find
the successive derivatives of the function z — Az™ := A(z,...,z) up to order n+1
inclusive.

10.6 Taylor’s Formula and the Study of Extrema

10.6.1 Taylor’s Formula for Mappings

Theorem 1. If a mapping f : U = Y from a neighborhood U = U(z) of a
point x in a normed space X into a normed space Y has derivatives up to
order n — 1 inclusive in U and has an n-th order derivative f™(z) at the
point x, then

F@+h) = f@) + f@h+ -+ % F® (@)™ + of|h[™) (10.70)

as h — 0.

Equality (10.70) is one of the varieties of Taylor’s formula, written here
for rather general classes of mappings.
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Proof. We prove Taylor’s formula by induction.

For n =1 it is true by definition of f'(z).

Assume formula (10.70) is true for some (n — 1) € N.

Then by the mean-value theorem, formula (10.69) of Sect. 10.5, and the
induction hypothesis, we obtain

7@+ 1)~ (7@ + F @+ O @) <

< sup ”f'(x + 6h) — (f'(a:) + f"(x)(6h) + - - -

0<6<1
1

BECEE]

£ (@)(ORr)*" ) || Il = o(16A" ) IA] = o(|AI")

ash—0. O

We shall not take the time here to discuss other versions of Taylor’s for-
mula, which are sometimes quite useful. They were discussed earlier in detail
for numerical functions. At this point we leave it to the reader to derive them
(see, for example, Problem 1 below).

10.6.2 Methods of Studying Interior Extrema

Using Taylor’s formula, we shall exhibit necessary conditions and also suffi-
cient conditions for an interior local extremum of real-valued functions defined
on an open subset of a normed space. As we shall see, these conditions are
analogous to the differential conditions already known to us for an extremum
of a real-valued function of a real variable.

Theorem 2. Let f : U — R be a real-valued function defined on an open
set U in a normed space X and having continuous derivatives up to order
k —1 > 1 inclusive in a neighborhood of a point x € U and a derivative
f%®)(z) of order k at the point x itself.

If fi(x) = 0,...,f*U(z) = 0 and f*)(x) # 0, then for = to be an
extremum of the function f it is:

necessary that k be even and that the form f*)(z)h* be semidefinite,*
and

sufficient that the values of the form f*)(z)h* on the unit sphere
|h| = 1 be bounded away from zero; moreover, x is a local minimum if the
inequalities

f® )bk >8>0

hold on that sphere, and a local mazimum if
f® @)k <s<0.

* This means that the form f*)(z)h* cannot take on values of opposite signs,
although it may vanish for some values h # 0. The equality f @ (z) = 0, as usual,
is understood to mean that f(*)(z)h = 0 for every vector h.
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Proof. For the proof we consider the Taylor expansion (10.70) of f in a neigh-
borhood of x. The assumptions enable us to write

fl@+h) ~ f(z) = /P @R +amlblk,

where a(h) is a real-valued function, and a(h) — 0 as h — 0.

We first prove the necessary conditions.

Since f(*)(z) # 0, there exists a vector hg # 0 on which f&)(x)hk #£ 0.
Then for values of the real parameter ¢ sufficiently close to zero,

£+ tho) — (&) = 1 F D (@)(tho)* + a(tho)thol* =

= (/™ @b & aftho)hol* )
and the expression in the outer parentheses has the same sign as f (k)(x)h’g.

For z to be an extremum it is necessary for the left-hand side (and hence
also the right-hand side) of this last equality to be of constant sign when ¢
changes sign. But this is possible only if & is even.

This reasoning shows that if z is an extremum, then the sign of the differ-
ence f(x + thg) — f(z) is the same as that of f(*¥)(z)h for sufficiently small
t; hence in that case there cannot be two vectors hg, h, at which the form
f%®)(z) assumes values with opposite signs.

We now turn to the proof of the sufficiency conditions. For definiteness
we consider the case when f*)(z)h* > § > 0 for |h| = 1. Then

F(@ +h) = f(z) = 2 P @ + alh) Al =
= (M@ () + o )i = (6 +am) e,

and, since a(h) — 0 as h — 0, the last term in this inequality is positive for
all vectors h # 0 sufficiently close to zero. Thus, for all such vectors h,

flz+h) - f(z) >0,

that is, x is a strict local minimum.
The sufficient condition for a strict local maximum is verified simil-
iarly. O

Remark 1. If the space X is finite-dimensional, the unit sphere S(z, 1) with
center at z € X, being a closed bounded subset of X, is compact. Then the
continuous function f*)(z)h* = 8;, ., f(x)h* -...-h* (a k-form) has both a
maximal and a minimal value on S(z,1). If these values are of opposite sign,
then f does not have an extremum at z. If they are both of the same sign,
then, as was shown in Theorem 2, there is an extremum. In the latter case, a
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sufficient condition for an extremum can obviously be stated as the equivalent
requirement that the form f*)(z)h* be either positive- or negative-definite.

It was this form of the condition that we encountered in studying real-
valued functions on R™.

Remark 2. As we have seen in the example of functions f : R® — R, the
semi-definiteness of the form f(*)h* exhibited in the necessary conditions for
an extremum is not a sufficient criterion for an extremum.

Remark 3. In practice, when studying extrema of differentiable functions one
normally uses only the first or second differentials. If the uniqueness and type
of extremum are obvious from the meaning of the problem being studied,
one can restrict attention to the first differential when seeking an extremum,
simply finding the point  where f'(z) = 0.

10.6.3 Some Examples

Ezample 1. Let L € CO(R3,R) and f € C([a,b],R). In other words,
(u,u?,u3) = L(u',u? u3) is a continuously differentiable real-valued func-
tion defined in R® and = — f(z) a smooth real-valued function defined on
the closed interval [a,b] C R.

Consider the function

F:C"([a,b],R) » R (10.71)

defined by the relation

b

CW([a,b),R) 3 f = F(f) = /L($>f(£6),f’(:c)) dzeR. (10.72)

a

Thus, (10.71) is a real-valued functional defined on the set of functions
fe C(l)([a, b, R).

The basic variational principles connected with motion are known in
physics and mechanics. According to these principles, the actual motions
are distinguished among all the conceivable motions in that they proceed
along trajectories along which certain functionals have an extremum. Ques-
tions connected with the extrema of functionals are central in optimal control
theory. Thus, finding and studying the extrema of functionals is a problem
of intrinsic importance, and the theory associated with it is the subject of a
large area of analysis — the calculus of variations. We have already done a
few things to make the transition from the analysis of the extrema of numer-
ical functions to the problem of finding and studying extrema of functionals
seem natural to the reader. However, we shall not go deeply into the special
problems of variational calculus, but rather use the example of the functional
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(10.72) to illustrate only the general ideas of differentiation and study of local
extrema considered above.

We shall show that the functional (10.72) is a differentiable mapping and
find its differential.

We remark that the function (10.72) can be regarded as the composition
of the mappings

Fi: €Y ([a,b],R) — C([a,b],R) (10.73)
defined by the formula
Fi(f)(2) = L(z, f(z)f'(x)) (10.74)
followed by the mapping
b
C([a,b],R) > g — Fx(g) = /g(x) dz eR. (10.75)

a

By properties of the integral, the mapping F5 is obviously linear and
continuous, so that its differentiability is clear.
We shall show that the mapping Fj is also differentiable, and that

F{(f)h(z) = 8:L(w, f(2), f'(z)) h(z) + 85 L(z, f(z)f ()W (z) ~ (10.76)

for h € CY ([a,b],R).
Indeed, by the corollary to the mean-value theorem, we can write in the
present case

’L(ul + AL u? + A% ud 4+ A% — L(u!,u?,ud) —

- Z(‘)Lu u?,u?)AY < sup ||(O1L(u+04) — 8, L(u) ,

t 0<6<1
92 L(u+0A) — 02L(u), 03L(u+ 04) — 0sL(w))|| - |A] <
<3 Orggx |0; L(u + 6u) — 9; L(u )| - max, A, (10.77)
i=1,2,3

where u = (u!,u?,u®) and A = (A}, A%, A3).

If we now recall that the norm |f|ca) of the function f in C()([a, b],R) is
max {|f|c, |f'|c} (where |f|c is the maximum absolute value of the function
on the closed interval [a,b]), then, setting u! = z, u? = f(z), v? = f'(z),
A! =0, A% = h(z), and A® = h/(x), we obtain from inequality (10 77), taking
account of the uniform continuity of the functions 8; L(u!,u? u?), i = 1,2,3,
on bounded subsets of R?, that

Jnax |L(z, f(z) + h(), f'(z) + W' (2)) - Lz, f(x), f'(x)) -
— 02 L(, f(), f'(x))h(x) — O3 L(X, () f'(z))h' (z)] =

= O(Ihlc(l)) as IhIC(l) — 0.
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But this means that Eq. (10.76) holds.
By the chain rule for differentiating a composite function, we now conclude
that the functional (10.72) is indeed differentiable, and

b

F(Ph= [(@uLie, S @)h(a) + BL(e. f@), F @)K(@) da
(10.78)
We often consider the restriction of the functional (10.72) to the affine
space consisting of the functions f € C(Y)([a,b],R) that assume fixed values
f(a) = A, f(b) = B at the endpoints of the closed interval [a, b]. In this case,
the functions h in the tangent space T CJ(,I) must have the value zero at the
endpoints of the closed interval [a,b]. Taking this fact into account, we may
integrate by parts in (10.78) and bring it into the form

b

Fh= [ (2.5, @) ~ 206 (5 5@ @)@ do , (1079

a

of course under the assumption that L and f belong to the corresponding
class C(?),

In particular, if f is an extremum (extremal) of such a functional, then
by Theorem 2 we have F'(f)h = 0 for every function h € C!)([a, b],R) such
that h(a) = h(b) = 0. From this and relation (10.79) one can easily conclude
(see Problem 3 below) that the function f must satisfy the equation

0 L(z, f(x), f'(z)) — %BgL(x,f(a:),f'(x)) =0. (10.80)

This is a frequently-encountered form of the equation known in the cal-
culus of variations as the Fuler-Lagrange equation.

Let us now consider some specific examples.

Ezample 2. The shortest-path problem.

Among all the curves in a plane joining two fixed points, find the curve
that has minimal length.

The answer in this case is obvious, and it rather serves as a check on the
formal computations we will be doing later.

We shall assume that a fixed Cartesian coordinate system has been chosen
in the plane, in which the two points are, for example, (0,0) and (1,0). We
confine ourselves to just the curves that are the graphs of functions f €
C™M([0,1],R) assuming the value zero at both ends of the closed interval
[0,1]. The length of such a curve

F(f) = /\/1 + (f)2%(x)dz (10.81)
0
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depends on the function f and is a functional of the type considered in
Example 1. In this case the function L has the form

L(u',u?,ud) = /14 (u3)2,

and therefore the necessary condition (10.80) for an extremal here reduces to

the equation (
d f'(z) _
()

from which it follows that
f'(z)
1+ (f)%(x)

on the closed interval [0, 1].
Since the function —=%

= const (10.82)

is not constant on any interval, Eq. (10.82)
is possible only if f'(z) = const on [a,b]. Thus a smooth extremal of this
problem must be a linear function whose graph passes through the points
(0,0) and (1,0). It follows that f(z) = 0, and we arrive at the closed interval
of the line joining the two given points.

Ezxample 3. The brachistochrone problem.

The classical brachistochrone problem, posed by Johann Bernoulli I in
1696, was to find the shape of a track along which a point mass would pass
from a prescribed point Py to another fixed point P; at a lower level under
the action of gravity in the shortest time.

We neglect friction, of course. In addition, we shall assume that the trivial
case in which both points lie on the same vertical line is excluded.

In the vertical plane passing through the points Py and P; we introduce
a rectangular coordinate system such that P, is at the origin, the z-axis
is directed vertically downward, and the point P; has positive coordinates
(z1,y1). We shall find the shape of the track among the graphs of smooth
functions defined on the closed interval [0,z;] and satisfying the condition
f(0) =0, f(z1) = y1. At the moment we shall not take time to discuss this
by no means uncontroversial assumption (see Problem 4 below).

If the particle began its descent from the point Py with zero velocity, the
law of variation of its velocity in these coordinates can be written as

29z (10.83)
Recalling that the differential of the arc length is computed by the formula
ds = /(dz)? + (dy)2 = /1 + (f)2(z) dz , (10.84)

we find the time of descent
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F(f) = \/12_9/,/1“’:)2(3”) dz (10.85)
0

along the trajectory defined by the graph of the function y = f(z) on the
closed interval [0, z1].
For the functional (10.85)

1+ (u3)?

L(u',u? u?) = "

b

and therefore the condition (10.80) for an extremum reduces in this case to

the equation .
da(__ f®  \_
s :c(1+(f’)2(:c)> 0

from which it follows that

r'e  _ .z (10.86)

where ¢ is a nonzero constant, since the points are not both on the same
vertical line. .
Taking account of (10.84), we can rewrite (10.86) in the form

dy

However, from the geometric point of view

dz dy .
-~ = 2 = 10.
3 —Cose, g, =sing, (10.88)
where ¢ is the angle between the tangent to the trajectory and the positive
T-axis.

By comparing Eq. (10.87) with the second equation in (10.88), we find

1 .92
z=sin"p. (10.89)

But it follows from (10.88) and (10.89) that

dy dy dz dx d

@ —_ a@zta,ngO@ =tan<p@(

b

sin _ 2sin2 %)
2 ) 7 e
from which we find 5

y= 55(2<p —sin2p)+b. (10.90)
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Setting 2/c? =: a and 2¢p =: t, we write relations (10.89) and (10.90) as

z = a(l—cost),

y = a(t—sint)+b. (10.91)

Since a # 0, it follows that z = 0 only for t = 2k, k € Z. It follows from
the form of the function (10.91) that we may assume without loss of generality
that the parameter value t = 0 corresponds to the point Py = (0,0). In this
case Eq. (10.90) implies b = 0, and we arrive at the simpler form

T a(l — cost)

y = a(t—sint) (10.92)

for the parametric definition of this curve.

Thus the brachistochrone is a cycloid having a cusp at the initial point Py
where the tangent is vertical. The constant a, which is a scaling coefficient,
must be chosen so that the curve (10.92) also passes through the point P;.
Such a choice, as one can see by sketching the curve (10.92), is by no means
always unique, and this shows that the necessary condition (10.80) for an
extremum is in general not sufficient. However, from physical considerations
it is clear which of the possible values of the parameter a should be preferred
(and this, of course, can be confirmed by direct computation).

10.6.4 Problems and Exercises

1. Let f: U — Y be a mapping of class C(")(U; Y) from an open set U in a normed
space X into a normed space Y. Suppose the closed interval [z,z + h] is entirely
contained in U, that f has a differential of order (n + 1) at the points of the open
interval ]z, + h[, and that ||f"*(£)|| < M at every point & €]z, x + h[.

a) Show that the function

9(t) = (o + th) = (F(@) + F @R + -+ = P @)(h)")

is defined on the closed interval [0,1] C R and differentiable on the open interval
]0,1[, and that the estimate

1 n
lg" @Ol < —; MIth|"|hl

holds for every t €]0, 1.

b) Show that |g(1) — g(0)| < g M|AI™ .

¢) Prove the following version of Taylor’s formula:
M

< ——— B~
< mro

fat ) = (@) + 7 @h o+ gtV @)

d) What can be said about the mapping f : U — Y if it is known that
fOtD(z) =0in U?
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2. a) If a symmetric n-linear operator A is such that Az™ = 0 for every vector
z € X, then A(z1,...,z,) = 0, that is, A equals zero on every set z1,...,Zn of
vectors in X.

b) If a mapping f : U — Y has an nth-order differential f™(z) at a point
x € U and satisfies the condition

1
fe+h)=Lo+ Lih+--- + anh" + a(h)|h|™,

where L;, i = 0,1,...,n, are i-linear operators, and a(h) — 0 as h — 0, then
Li=f9),i=0,1,...,n.

¢) Show that the existence of the expansion for f given in the preceding problem
does not in general imply the existence of the n-th order differential f™ () (for
n > 1) for the function at the point z.

d) Prove that the mapping £(X;Y) 3 A = A™' € L(X;Y) is infinitely
differentiable in its domain of definition, and that (A~')™(A4)(h1,...,hs) =
(-1)"A'h1A the-...- A7 h, AL

3. a) Let p € C([a, b], R). Show that if the condition

b

/Lp(m)h(x)dx =0

a

holds for every function h € C? ([a, b], R) such that h(a) = h(b) = 0, then ¢(z) =0
on [a, b].

b) Derive the Euler-Lagrange equation (10.80) as a necessary condition for
an extremum of the functional (10.72) restricted to the set of functions f €

0(2)([a, b],]R) assuming prescribed values at the endpoints of the closed interval
[a, b].

4. Find the shape y = f(z), a < z < b, of a meridian of the surface of revolution
(about the z-axis) having minimal area among all surfaces of revolution having
circles of prescribed radius r, and 7, as their sections by the planes x = a and
T = b respectively.

5. a) The function L in the brachistochrone problem does not satisfy the conditions
of Example 1, so that we cannot justify a direct application of the results of Example
1 in this case. Show by repeating the derivation of formula (10.79) with necessary
modifications that this equation and Eq. (10.80) remain valid in this case.

b) Does the equation of the brachistochrone change if the particle starts from
the point Py with a nonzero initial velocity (the motion is frictionless in a closed
pipe)?

¢) Show that if P is an arbitrary point of the brachistochrone corresponding
to the pair of points Py, P, the arc of that brachistochrone from P, to P is the
brachistochrone of the pair Py, P.

d) The assumption that the brachistochrone corresponding to a pair of points
Py, Pi can be written as y = f(x), is not always justified, as was revealed by the
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final formulas (10.92). Show by using the result of ¢) that the derivation of (10.92)
can be carried out without any such assumption as to the global structure of the
brachistochrone.

e) Locate a point P; such that the brachistochrone corresponding to the pair of
points Py, P; in the coordinate system introduced in Example 3 cannot be written
in the form y = f(z).

f) Locate a point P; such that the brachistochrone corresponding to the pair
of points Py, P; in the coordinate system introduced in Example 3) has the form

y=f(z),and f ¢ CV ([a, b],]R). Thus it turns out that in this case the functional

(10.85) we are interested in has a greatest lower bound on the set C*) ([a, b],R),
but not a minimum.

g) Show that the brachistochrone of a pair of points Py, P1 of space is a smooth
curve.

6. Let us measure the distance d(Py, P1) of the point Py of space from the point
P, in a homogeneous gravitational field by the time required for a point mass to
move from one point to the other along the brachistochrone corresponding to the
points.

a) Find the distance from the point Py to a fixed vertical line, measured in this
sense.

b) Find the asymptotic behavior of the function d(Po, Pi) as the point P; is
raised along a vertical line, approaching the height of the point P.

¢) Determine whether the function d(Po, P1) is a metric.

10.7 The General Implicit Function Theorem

In this concluding section of the chapter we shall illustrate practically all
of the machinery we have developed by studying an implicitly defined func-
tion. The reader already has some idea of the content of the implicit theo-
rem, its place in analysis, and its applications from Chap. 8. For that rea-
son, we shall not go into detail here with preliminary explanations of the
essence of the matter preceding the formalism. We note only that this time
the implicitly defined function will be constructed by an entirely different
method, one that relies on the contraction mapping principle. This method
is often used in analysis and is quite useful because of its computational
efficiency.

Theorem. Let X, Y, and Z be normed spaces (for example, R™, R™, and
R*), Y being a complete space. Let W = {(z,y) € X x Y ||z —zo| < a Ay —
yo| < B} be a neighborhood of the point (xg,yo) in the product X XY of the
spaces X andY .

Suppose that the mapping F : W — Z satisfies the following conditions:

L. F(z0,y0) = 0;

2. F(z,y) is continuous at (xo,Yo);
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3. F'(z,y) is defined in W and continuous at (o, yo);
4. F,(wo,y0) is an invertible® transformation.

Then there exists a neighborhood U = U(xg) of zo € X, a neighborhood
V=V(y) ofyo €Y, and a mapping f : U = V such that:

1. UxV cW,

2. (F(z,y)=0in Ux V)& (y= f(z), wherex € U and f(z) € V);

3. yo = f(x0);

4'. f is continuous at xg.

In essence, this theorem asserts that if the linear mapping Fé is invertible
at a point (hypothesis 4), then in a neighborhood of this point the relation
F(z,y) = 0 is equivalent to the functional dependence y = f(x) (conclu-
sion 2').

Proof. 19 To simplify the notation and obviously with no loss of generality,
we may assume that o = 0, yo = 0, and consequently

W ={(z,y) € X xY||z| <aAlyl <5}.

2% The main role in the proof is played by the auxiliary family of functions

9:(y) =y — (F(0,0) " - F(z,y) (10.93)

which depend on the parameter x € S, || < a, and are defined on the set
{yeYllyl < B}

Let us discuss formula (10.93). We first determine whether the mappings
gz are unambiguously defined and where their values lie.

The mapping F' is defined for (z,y) € W, and its value F(z,y) at the
pair (z,y) lies in Z. The partial derivative F(z,y) at any point (z,y) € W,
as we know, is a continuous linear mapping from Y into Z.

By hypothesis 4 the mapping F(0,0) : Y — Z has a continuous inverse
(F;(O,O))_1 : Z — Y. Hence the composition (F;(0,0))—l - F(z,y) really is
defined, and its values lie in Y.

Thus, for any = in the a-neighborhood Bx(0,a) := {z € X||z| < a} of
the point 0 € X, the function g, is a mapping g, : By (0,3) = Y from the
B-neighborhood By (0, ) := {y € Y||y| < B} of the point 0 € Y into Y.

The connection of the mappings (10.93) with the problem of solving the
equation F(z,y) = 0 for y obviously consists of the following: the point y, is
a fixed point of g, if and only if F(x,y,) = 0.

Let us state this important observation firmly:

92(Yz) = Yo <= F(z,y:) =0. (10.94)

Thus, finding and studying the implicitly defined function y = y, = f(z)
reduces to finding the fixed points of the mappings (10.93) and studying the
way in which they depend on the parameter x.

® That is, 3 [Fy(z0,y0)] ™" € L(Z;Y).
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3% We shall show that there exists a positive number vy < min{a, 3} such
that for each x € X satisfying the condition |z|] < v < «, the mapping
gz : By(0,7) — Y of the ball By (0,7) := {y € Y||y| < v < 8} into Y
is a contraction with a coefficient of contraction that does not exceed, say
1/2. Indeed, for each fixed z € Bx (0, ) the mapping g, : By (0,8) = Y is
differentiable, as follows from hypothesis 3 and the theorem on differentiation
of a composite mapping. Moreover,

~1
9:(y) = ey — (Fy(0,0)) - (F(z,y) =
~1

= (F;(0,0)) " (Fy(0,0) — Fy(z,y)) . (10.95)

By the continuity of F}(z,y) at the point (0, 0) (hypothesis 3), there exists

a neighborhood {(z,y) € X xY||z| < v < aAly| <y < B} of (0,0) € X xY
in which

_ 1
gz @)1l < 1(Fy(0,00) 7 - | F5(0,0) — Fy(z, )|l < 3 (10.96)
Here we are using the relation
(F1(0,0)) ™" € £(Z;Y), thatis, [|(F}(0,0))7"] < oo.

Throughout the following we shall assume that |z| < v and |y| < v, so
that estimate (10.96) holds.

Thus, at any z € Bx(0,7) and for any y;,y2 € By(0,7), by the mean-
value theorem, we indeed now find that

19:0) ~ ()l S _sup g€ 132 — ol < 3lon —val . (109)
£€]y1,y2(

49, In order to assert the existence of a fixed point y, for the mapping g,
we need a complete metric space that maps into (but not necessarily onto)
itself under this mapping.

We shall verify that for any e satisfying 0 < £ < v there exists § = §(¢) in
the open interval ]0,~[ such that for any € Bx(0,d) the mapping g, maps
the closed ball B,(0,¢) into itself, that is, g, (By (0,€)) C By (0,¢).

Indeed, we first choose a number ¢ €]0,y[ depending on ¢ such that

l92(0)] = |(F(0,0))™" - F(z,0)]| < [I(F;(0,0))~"|| [F(=,0)] < %6 (10.98)

for |z| < 6.

This can be done by hypotheses 1 and 2, which guarantee that £(0,0) =0
and F(z,y) is continuous at (0, 0).

Now if |z| < d(e) < v and |y| < & < =, we find by (10.97) and (10.98)
that

1 1
192(¥)] < 192(y) = 92(0)] +192(0)] < Slyl + 5e <e,
and hence for |z| < §(¢)
9:(By(0,€)) C By (0,¢) . (10.99)
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__ Being a closed subset of the complete metric space Y, the closed ball
By (0,¢) is itself a complete metric space.

5% Comparing relations (10.97) and (10.99), we can now assert by the
fixed-point principle (Sect. 9.7) that for each z € Bx(0,d(¢)) =: U there
exists a unique point y = y, =: f(z) € By (0,¢) =: V that is a fixed point of
the mapping g, : By (0,€) = By(0,¢).

By the basic relation (10.94), it follows from this that the function f :
U — V so constructed has property 2’ and hence also property 3’, since
F(0,0) = 0 by hypothesis 1.

Property 1’ of the neighborhoods U and V follows from the fact that, by
construction, U x V C Bx(0,a) x By(0,8) = W.

Finally, the continuity of the function y = f(x) at £ = 0, that is, property
4', follows from 2’ and the fact that, as was shown in part 4° of the proof, for
every £ > 0 (e < vy) there exists 6(¢) > 0 (§(¢) < 7) such that g, (By(0,¢)) C
By (0,¢€) for any x € Bx(0,d(¢)), that is, the unique fixed point y, = f(x) of
the mapping g, : By (0,e) — By (0,¢) satisfies the condition |f(z)| < & for
|z| < é(e). O

We have now proved the existence of the implicit function. We now prove
a number of extensions of these properties of the function, generated by
properties of the original function F'.

Extension 1. (Continuity of the implicit function.) If in addition to hypothe-
ses 2 and 3 of the theorem it is known that the mappings F : W — Z and F;
are continuous not only at the point (xo,yo) but in some neighborhood of this
point, then the function f : U — V will be continuous not only at xo € U but
in some neighborhood of this point.

Proof. By properties of the mapping L(Y;Z) > A — A7l € L(Z;Y) it
follows from hypotheses 3 and 4 of the theorem (see Example 6 of Sect. 10.3)
that at each point (z,y) in some neighborhood of (¢, y) the transformation
fy(x,y) € L(Y; Z) is invertible. Thus under the additional hypothesis that F
is continuous all points (Z, ) of the form (z, f(z)) in some neighborhood of
(z0, yo) satisfy hypotheses 1-4, previously satisfied only by the point (zo, ¥o)-

Repeating the construction of the implicit function in a neighborhood of
these points (Z,§), we would obtain a function y = f(z) that is continuous at
Z and by 2’ would coincide with the function y = f(z) in some neighborhood
of z. But that means that f itself is continuous at z. O

Extension 2. (Differentiability of the implicit function.) If in addition to the
hypotheses of the theorem it is known that a partial derivative F.(x,y) exists
in some neighborhood W of (zo,yo) and is continuous at (xo,yo), then the
function y = f(x) is differentiable at xo, and

f'(zo) = —(f‘ﬂ;(ﬂﬂo’yo))_1 - (Fz(zo,%0)) - (10.100)



100 10 *Differential Calculus from a General Viewpoint

Proof. We verify immediately that the linear transformation L € L£(X;Y)
on the right-hand side of formula (10.100) is indeed the differential of the
function y = f(x) at zo.

As before, to simplify the notation, we shall assume that o = 0 and
yo = 0, so that f(0) =0.

We begin with a preliminary computation.

|£(z) = £(0) — La| = | f(z) — La| =
= |f(@) + (F'(o 0)" - (F/(0,0)z |
= |(F;(0,0))" (F’(O 0)x + F;(0,0)f(z))| =
= | (;(0,0) 7 (F(=, f(2)) = F(0,0) = F1(0,0)c — F;(0,0)f(x))| <
< ||(F1(0,0)) || |(F(z, f(z)) — F(0,0) — F4(0,0)z — F.(0,0) f(as )| <
< [[(F5(0,0) 7' - ez, £(2)) (2] + | £(@)])

where a(z,y) — 0 as (z,y) — (0,0).

These relations have been written taking account of the relation
F(z,f(z)) = 0 and the fact that the continuity of the partial derivatives
F; and Fy at (0,0) guarantees the differentiability of the function F'(z,y) at
that point.

For convenience in writing we set a := ||L|| and b := ||(F}/(0, 0))—1 -

Taking account of the relations

|f(@)| = |f(z) — Lz + Lx| < | f(z) — La| + |Lz| < |f(x) — Lz| + alz],
we can extend the preliminary computation just done and obtain the relation

|f(2) = La| < ba(z, f(z))((a+ D|z| +|f(z) — Lal) ,

or
(a+1)b
ma(x,f(w))lxl :

Since f is continuous at z = 0 and f(0) = 0, we also have f(z) — 0 as
x — 0, and therefore a(z, f(z)) = 0 as x — 0.
It therefore follows from the last inequality that

|f(z) — La| <

|f(z) — f(0) — Lz| = | f(z) — Lx| =o(|a:|) as r—0. 0

Extension 3. (Continuous differentiability of the implicit function.) If in
addition to the hypotheses of the theorem it is known that the mapping F
has continuous partial derivatives F; and Fy in some neighborhood W of
(z0,Y0), then the function y = f(x) is continuously differentiable in some
neighborhood of xg, and its derivative is given by the formula

f'(@) = = (Fyle. f2)) - (Fala, (@) - (10.101)
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Proof. We already know from formula (10.100) that the derivative f’(z) exists
and can be expressed in the form (10.101) at an individual point x at which
the transformation Fy(z, f(z)) is invertible.

It remains to be verified that under the present hypotheses the function
f'(z) is continuous in some neighborhood of z = z;.

The bilinear mapping (A, B) — A - B — the product of linear transforma-
tions A and B - is a continuous function.

The transformation B = —F.(z, f(x)) is a continuous function of z, being
the composition of the continuous functions x +— (z, f(z)) — —F.(z, f(z)).

The same can be said about the linear transformation A~! = F)(z, f(x)).

It remains only to recall (see Example 6 of Sect. 10.3) that the mapping
A~! s A s also continuous in its domain of definition.

Thus the function f’(z) defined by formula (10.101) is continuous in some
neighborhood of z = xg, being the composition of continuous functions. O

We can now summarize and state the following general proposition.

Proposition. If in addition to the hypotheses of the implicit function theorem
it is known that the function F belongs to the class C*)(W, Z), then the
function y = f(x) defined by the equation F(z,y) = 0 belongs to C*®)(U,Y)
in some neighborhood U of xg.

Proof. The proposition has already been proved for £k = 0 and £ = 1. The
general case can now be obtained by induction from formula (10.101) if we
observe that the mapping £L(Y;Z) > A — A™! € L£(Z;Y) is (infinitely)
differentiable and that when Eq. (10.101) is differentiated, the right-hand
side always contains a derivative of f one order less than the left-hand side.
Thus, successive differentiation of Eq. (10.101) can be carried out a number
times equal to the order of smoothness of the function F. O

In particular, if

fl(@hy = —(Fi(z, f(2))) " - (Fi(e, f(2))h1
then

f"(@)(h1, h2) = —d(Fy(, £(2))) " haFi(x, f(x))ha -
~ (F)(z, £(2))) " d(Fi(z, f(2))h) ha =
- (F;u,f(x)))‘ldF'(x f(@)ha(F,(z, f( >>) 'Fl(z, f(z))h —
— (Fy(@, £(2))) " (Fia(, £(2)) + Fyy (@, £(@))f (2)h) he =
= (F;(x,f(fv)))'l((F”( () + F”( f( ))f’( ))hz) x
x (Fy(x, £(z))) " Fi(z, f(@)h) (Fy(z, f(2))) "
x (FL(x, f(2) + Fly(z, f(z )) '(2))h1) ho
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In less detailed, but more readable notation, this means that

f"(@)(ha, ha) = (Fy) T ((Fy + Fyy f)ha) (F)) 7 Fohy —
— ((Ff + Fyl f)ha)ha] . (10.102)
In this way one could theoretically obtain an expression for the derivative
of an implicit function to any order; however, as can be seen even from formula
(10.102), these expressions are generally too cumbersome to be conveniently
used. Let us now see how these results can be made specific in the important
special case when X = R™, Y = R"”, and Z = R".
In this case the mapping z = F(z,y) has the coordinate representation

21 = FY(zh. 2™y,
................................... (10.103)

o= Fn(zh,.. 2™yt yn) .

The partial derivatives F, € L(R™;R") and F, € L(R";R") of the map-
ping are defined by the matrices

9F. .. OF! oFl .. OF!
Ozl ox™ oyl oym
/ /
Fo=1 .............. , F =1 ... ,
OF™ OF™ OF™ ... OoF™
Ox Ozm oy? y™

computed at the corresponding point (z,y).

As we know, the condition that F; and F; be continuous is equivalent to
the continuity of all the entries of these matrices.

The invertibility of the linear transformation F(zo,y0) € L(R™;R") is
equivalent to the nonsingularity of the matrix that defines this transforma-
tion.

Thus, in the present case the implicit function theorem asserts that if
1) FYxd, ...zl v, .. .,y8) =0,

Fr(zd, ...,z b, . y8) =0;
2) Fi(z!,...,a™ y,...,y"), i =1,...,n, are continuous functions at the
point (z,..., 20, yd,-- ., y5) € R™ x R™;
3) all the partial derivatives %g(xl,...,zm,yl,...,y"), i=1,...,n,
j = 1,...,n, are defined in a neighborhood of (z§,...,z7", 4,...,y5) and

are continuous at this point;



10.7 The General Implicit Function Theorem 103

4) the determinant

art . 9F!
ayT oy™
8F™ 9F™
oyl oym
of the matrix F} is nonzero at the point (x4, ..., 28" 45, ---,¥3);
then there exist a neighborhood U of zo = (x},...,zJ") € R™, a neighbor-

hood V of yo = (¥,...,y%) € R", and a mapping f : U — V having a
coordinate representation

........................ (10.104)

such that
1’) inside the neighborhood U x V of (x},...,z3%,y3,-.-,y8) € R™ x R™
the system of equations

Fl(zt,...;a™ 9yt ... ,y") = 0,
Fr(zl,...;a™y',...,y") = 0
is equivalent to the functional relation f: U — V expressed by (10.104);
2 v = fY=,....z0),
yo = fr(®gs---78) 5
3’) the mapping (10.104) is continuous at (xg,,...,Z0, ¥d,-- -, Y5)-

If in addition it is known that the mapping (10.103) belongs to the class
C®)| then, as follows from the proposition above, the mapping (10.104) will
also belong to C*)| of course within its own domain of definition.

In this case formula (10.101) can be made specific, becoming the matrix
equality

-1 1 1
o ... o or. ... OF ort .. QFL
ozl o™ dy oyn ozt oz™
.............. = — B AU IR AT f et y
oo orn .. o orm o
oz oz™ oy! oyn Ozl ox™
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in which the left-hand side is computed at (z!,...,2z™) and the right-
hand side at the corresponding point (z!,...,z™,y%,...,y"), where y* =

fi(zt,...,2m),i=1,...,n
If n = 1, that is, when the equation

F(z,...,2™ y) =0

is being solved for y, the matrix F} consists of a single entry — the number

335(:10 ,-.-,2™,y). In this case y = f(x!,...,2™), and

of of OF\ ' [ oF OF
— Y, | == = — e, m— ) - 10.105
(8x1 B 8x’") ( dy ) o’ 9™ ( )
In this case formula (10.102) also simplifies slightly; more precisely, it can
be written in the following more symmetric form:

B (Fpy + Fpy f)R1 Fhy — (Fy, + Fyy f')ha Frhy
(Fy)? .

f"(@)(h1, he) = (10.106)

And if n = 1 and m = 1, then y = f(z) is a real-valued function of one
real argument, and formulas (10.105) and (10.106) simplify to the maximum
extent, becoming the numerical equalities

FI
@ =g @,
(F/I + F:;nyl)F; (F/l + F/I f/)FI
(Fy)?

f(x) = - (z,9)
for the first two derivatives of the implicit function defined by the equation

10.7.1 Problems and Exercises

1. a) Assume that, along with the function f : U — Y given by the implicit
function theorem, we have a function f U — Y defined in some neighborhood
U of xo and satisfying yo = f(z0) and F(z, f(z)) = 0 in U. Prove that if f is
continuous at zo, then the functions f and f are equal on some neighborhood of
Zo.

b) Show that the assertion in a) is generally not true without the assumption
that f is continuous at zo.

2. Analyze once again the proof of the implicit function theorem and the extensions
to it, and show the following.

a) If z = F(z,y) is a continuously differentiable complex-valued function of
the complex variables z and y, then the implicit function y = f(z) defined by the
equation F(z,y) = 0 is differentiable with respect to the complex variable z.

b) Under the hypotheses of the theorem X is not required to be a normed space,
and may be any topological space.
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3. a) Determine whether the form f”(z)(hi,h2) defined by relation (10.102) is
symmetric.

b) Write the forms (10.101) and (10.102) for the case of numerical functions
F(z',z%,y) and F(z,y',y?) in matrix form.

c) Show that if R 5 ¢t — A(t) € L(R™;R") is family of nonsingular matrices
A(t) depending on the parameter ¢ in an infinitely smooth manner, then

2 4-1 2 2
dAT _gpr (A ) _prd A , where A™' = A7(t
dt? dt de?

denotes the inverse of the matrix A = A(t).

4. a) Show that Extension 1 to the theorem is an immediate corollary of the sta-
bility conditions for the fixed point of the family of contraction mappings studied
in Sect. 9.7.

b) Let {A: : X — X} be a family of contraction mappings of a complete normed
space into itself depending on the parameter ¢, which ranges over a domain 2 in a
normed space T'. Show that if A;(z) = ¢(t, ) is a function of class C(™ (2 x X, X),
then the fixed point z(t) of the mapping A; belongs to class C(™ (§2, X) as a function
of t.

5. a) Using the implicit function theorem, prove the following inverse function
theorem.

Let g : G — X be a mapping from a neighborhood G of a point yo in a complete
normed space Y into a normed space X. If

1° the mapping = = g(y) is differentiable in G,
2° ¢'(y) is continuous at yo,
3% ¢’(yo) is an invertible transformation,
then there exists a neighborhood V C Y of yo and a neighborhood U C X of z¢

such that g : V — U is bijective, and its inverse mapping f : U — V is continuous
in U and differentiable at zo; moreover,

-1

f'@o) = (' @)

b) Show that if it is known, in addition to the hypotheses given in a), that the
mapping g belongs to the class C(")(V, U), then the inverse mapping f belongs to
c(w,v).

c) Let f : R® — R™ be a smooth mapping for which the matrix f’(zx) is nonsin-
gular at every point € R™ and satisfies the inequality ||(f)~"(z)|| > C > 0 with
a constant C that is independent of z. Show that f is a bijective mapping.

d) Using your experience in solving c), try to give an estimate for the radius
of a spherical neighborhood U = B(zo,r) centered at zo in which the mapping
f :U — V studied in the inverse function theorem is necessarily defined.

6. a) Show that if the linear mappings A € L(X;Y) and B € L(X;R) are such
that ker A C ker B (here ker, as usual, denotes the kernel of a transformation), then
there exists a linear mapping A € L(Y;R), such that B = A - A.
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b) Let X and Y be normed spaces and f : X — R and g : X — Y smooth
functions on X with values in R and Y respectively. Let S be the smooth surface
defined in X by the equation g(z) = yo. Show that if zg € S is an extremum of

the function f ‘s’ then any vector h tangent to S at X, simultaneously satisfies two
conditions: f’(zo)h =0 and ¢'(zo)h = 0.

c) Prove that if zop € S is an extremum of the function f s then f'(zo) =
- g'(z0), where A € L(Y;R).

d) Show how the classical Lagrange necessary condition for an extremum with
constraint of a function on a smooth surface in R™ follows from the preceding result.

7. As is known, the equation 2™ + 12" ' + - - 4+ ¢, = 0 with complex coefficients
has in general n distinct complex roots. Show that the roots of the equation are
smooth functions of the coefficients, at least where all the roots are distinct.



11 Multiple Integrals

11.1 The Riemann Integral
over an n-Dimensional Interval

11.1.1 Definition of the Integral

a. Intervals in R™ and their Measure

Definition 1. The set I = {z € R?|a’ < 2! < b',i=1,...,n} is called an
interval or a coordinate paralellepiped in R™.

If we wish to note that the interval is determined by the points a =
(a',...,a™) and b= (b',...,b"), we often denote it I, ;, or, by analogy with
the one-dimensional case, we write it as a < x < b.

Definition 2. To the interval I = {z € R"|a’ < z' < b',i=1,...,n} we
n

assign the number |I| := [ (b* — a'), called the volume or measure of the

1=1
interval.

The volume (measure) of the interval [ is also denoted v(I) and pu([).

Lemma 1. The measure of an interval in R™ has the following properties.
a) It is homogeneous, that is, if Algp := Ing,Ap, where A > 0, then

[Alas| = A" Lapl -

k
b) It is additive, that is, if the intervals I, I, ..., Iy are such that I = |J I;

i=1
and no two of the intervals I,...,Ix have common interior points, then
k
1| =32 |4l
i=1
c¢) If the interval I is covered by a finite system of intervals Ih,..., I,

k k
that is, I C \J I, then |[I| < > |I].
; i=1

1=

All these assertions follow easily from Definitions 1 and 2.
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b. Partitions of an Interval and a Base in the Set of Partitions
Suppose we are given an interval I = {x € R*|a’ < z' < b' i =1,...,n}.
Partitions of the coordinate intervals [a’,b], i = 1,...,n, induce a partition
of the interval I into finer intervals obtained as the direct products of the
intervals of the partitions of the coordinate intervals.

k
Definition 3. The representation of the interval I (as the union I = (J I;
j=1
of finer intervals I;) just described will be called a partition of the interval I,
and will be denoted by P.

Definition 4. The quantity A\(P) := max, d(I;) (the maximum among the
<5<

diameters of the intervals of the partition P) is called the mesh of the parti-
tion P.

Definition 5. If in each interval I; of the partition P we fix a point &; € I},
we say that we have a partition with distinguished points.

The set {&1,...,&}, as before, will be denoted by the single letter £, and
the partition with distinguished points by (P, §).

In the set P = {(P,&£)} of partitions with distinguished points on an
interval I we introduce the base A(P) — 0 whose elements By (d > 0), as in
the one-dimensional case, are defined by By := {(P,&) € P|A(P) < d}.

The fact that B = {B,} really is a base follows from the existence of
partitions of mesh arbitrarily close to zero.

c. Riemann Sums and the Integral Let I — R be a real-valued! func-
tion on the interval I and P = {Iy,..., Iy} a partition of this interval with
distinguished points £ = {1, ..., &k}
Definition 6. The sum

k

o(f,P&) =Y f&)IL|

i=1
is called the Riemann sum of the function f corresponding to the partition
of the interval I with distinguished points (P, £).

Definition 7. The quantity

r)dr = lim o(f,P¢),
[f@aei= tm o(7.P)
1
provided this limit exists, is called the Riemann integral of the function f
over the interval I.
! Please note that in the following definitions one could assume that the values

of f lie in any normed vector space. For example, it might be the space C of
complex numbers or the spaces R™ and C".
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We see that this definition, and in general the whole process of construct-
ing the integral over the interval I C R™ is a verbatim repetition of the
procedure of defining the Riemann integral over a closed interval of the real
line, which is already familiar to us. To highlight the resemblance we have
even retained the previous notation f(x)dz for the differential form. Equiv-
alent, but more expanded notations for the integral are the following:

/f(xl,...,x")dxl-...-dx" or /---/f(xl,...,x")dxl'...'dx".
i I

n

To emphasize that we are discussing an integral over a multidimensional
domain I we say that this is a multiple integral (double, triple, and so forth,
depending on the dimension of I).

d. A necessary Condition for Integrability

Definition 8. If the finite limit in Definition 7 exists for a function f:I — R,
then f is Riemann integrable over the interval I.

We shall denote the set of all such functions by R(I).
We now verify the following elementary necessary condition for integra-
bility.

Proposition 1. f € R(I) = f is bounded on I.

Proof. Let P be an arbitrary partition of the interval I. If the function f
is unbounded on I, then it must be unbounded on some interval I;, of the
partition P. If (P,&’) and (P,£") are partitions P with distinguished points
such that ¢’ and ¢” differ only in the choice of the points & and &, then

lo(f, &) = o(f, P,")| = |f(&,) — F(&i)] I Tio | -

By changing one of the points £;  and &/, as a result of the unboundedness
of f in I;,, we could make the right-hand side of this equality arbitrarily large.
By the Cauchy criterion, it follows from this that the Riemann sums of f do
not have a limit as A(P) - 0. O

11.1.2 The Lebesgue Criterion for Riemann Integrability

When studying the Riemann integral in the one-dimensional case, we ac-
quainted the reader (without proof) with the Lebesgue criterion for the ex-
istence of the Riemann integral. We shall now recall certain concepts and
prove this criterion.
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a. Sets of Measure Zero in R"

Definition 9. A set E C R™ has (n-dimensional) measure zero or is a set of
measure zero (in the Lebesgue sense) if for every € > 0 there exists a covering
of E by an at most countable system {I;} of n-dimensional intervals for which

the sum of the volumes Y |I;| does not exceed e.
B

Lemma 2. a) A point and a finite set of points are sets of measure zero.
b) The union of a finite or countable number of sets of measure zero is a
set of measure zero.
c) A subset of a set of measure zero is itself of measure zero.
d) A nondegenerate? interval I,» C R™ is not a set of measure zero.

The proof of Lemma 2 does not differ from the proof of its one-dimensional
version considered in Subsect. 6.1.3, paragraph d. Hence we shall not give the
details.

Ezample 1. The set of rational points in R™ (points all of whose coordinates
are rational numbers) is countable and hence is a set of measure zero.

Ezxample 2. Let f : I — R be a continuous real-valued function defined on
an (n — 1)-dimensional interval I C R™~!. We shall show that its graph in
R™ is a set of n-dimensional measure zero.

Proof. Since the function f is uniformly continuous on I, for € > 0 we find
é > 0 such that |f(z1) — f(z2)| < € for any two points x1,72 € I such
that |1 — z2| < 4. If we now take a partition P of the interval I with
mesh A(P) < 4, then on each interval I; of this partition the oscillation
of the function is less than €. Hence, if z; is an arbitrary fixed point of
the interval I;, the n-dimensional interval I; = I; x [f(z;) — €, f(x:) + €]
obviously contains the portion of the graph of the function lying over the
interval I;, and the union J I; covers the whole graph of the function over I.
But 3 |I;] = 3 |I;| - 26 = 2¢]|1| (here |I;] is the volume of I; in R*! and |Ij|
3

the volume of I; in R™). Thus, by decreasing €, we can indeed make the total
volume of the covering arbitrarily small. O

Remark 1. Comparing assertion b) in Lemma 2 with Example 2, one can
conclude that in general the graph of a continuous function f : R»~! — R or
a continuous function f : M — R, where M C R®™! is a set of n-dimensional
measure zero in R™.

2 That is, an interval Iop = {r € R*"|a’ < 2* < b, i=1,...,n} such that the
strict inequality a* < b* holds for each i € {1,...,n}.
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Lemma 3. a) The class of sets of measure zero remains the same whether
the intervals covering the set E in Definition 9, that is, E C |J I;, are inter-

2
preted as an ordinary system of intervals {I;}, or in a stricter sense, requiring
that each point of the set be an interior point of at least one of the intervals
in the covering.?
b) A compact set K in R™ is a set of measure zero if and only if for
every € > 0 there exists a finite covering of K by intervals the sum of whose
volumes is less than €.

Proof. a) If {I;} is a covering of E (that is, F C |JI; and )_|I;| < €), then,

replacing each I; by a dilation of it from its center, which we denote I}, we
obtain a system of intervals {I;} such that 3" |I;] < A"¢, where ) is a dilation
coefficient that is the same for all intervals. If A > 1, it is obvious that the
system {IZ} will cover E in such a way that every point of E is interior to
one of the intervals in the covering.

b) This follows from a) and the possibility of extracting a finite covering
from any open covering of a compact set K. (The system {I;\ dI;} consisting
of open intervals obtained from the system {I;} considered in a) may serve
as such a covering.) 0O

b. A Generalization of Cantor’s Theorem We recall that the oscillation
of a function f : E — R on the set F has been defined as w(f;E) :=

sup |f(z1) — f(z2)|, and the oscillation at the point z € F as w(f;z) :=
T1,x2€F

;in%) w(f;US(x)), where U(x) is the d-neighborhood of z in the set E.
-

Lemma 4. If the relation w(f;x) < wg holds at each point of a compact set
K for the function f : K — R, then for every € > 0 there exists § > 0 such
that w(f; US(z)) < wo + € for each point x € K.

When wo = 0, this assertion becomes Cantor’s theorem on uniform conti-
nuity of a function that is continuous on a compact set. The proof of Lemma
4 is a verbatim repetition of the proof of Cantor’s theorem (Subsect. 6.2.2)
and therefore we do not take the time to give it here.

c. Lebesgue’s Criterion As before, we shall say that a property holds at
almost all points of a set M or almost everywhere on M if the subset of M
where this property does not necessarily hold has measure zero.

Theorem 1. (Lebesgue’s criterion). f € R(I) & (f is bounded on I) A
(f is continuous almost everywhere on I).

3 In other words, it makes no difference whether we mean closed or open intervals
in Definition 9.
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Proof. Necessity. If f € R(I), then by Proposition 1 the function f is
bounded on I. Suppose |f| < M on I.

We shall now verify that f is continuous at almost all points of I. To do
this, we shall show that if the set E of its points of discontinuity does not
have measure zero, then f ¢ R(I).

Indeed, representing F in the form F = U E,, where E, = {z € I|
21

w(f;z) > 1/n}, we conclude from Lemma 2 that if £ does not have measure
zero, then there exists an index ng such that E, is also not a set of measure
zero. Let P be an arbitrary partition of the interval I into intervals {I;}. We
break the partition P into two groups of intervals A and B, where

A={L e P|LNE., # @ Aw(fi 1) > éi—o} and B=P\ A,

The system of intervals A forms a covering of the set E,,. In fact, each
point of E, lies either in the interior of some interval I; € P, in which case
obviously I; € A, or on the boundary of several intervals of the partition
P. In the latter case, the oscillation of the function must be at least ﬁ on
at least one of these intervals (because of the triangle inequality), and that
interval belongs to the system A.

We shall now show that by choosing the set £ of distinguished points in
the intervals of the partition P in different ways we can change the value of
the Riemann sum significantly.

To be specific, we choose the sets of points £ and £” such that in the
intervals of the system B the distinguished points are the same, while in
the intervals I; of the system A, we choose the points & and & so that
f(&) — F(&) > 30 We then have

lo(f, P,&') —a(f, PE") = | > (F(&) - FEN)IL

I,eA

>—Z|I|>c>0

IGA

The existence of such a constant ¢ follows from the fact that the intervals of
the system A form a covering of the set E,,, which by hypothesis is not a
set of measure zero.

Since P was an arbitrary partition of the interval I, we conclude from
the Cauchy criterion that the Riemann sums o(f, P,£) cannot have a limit
as A(P) — 0, that is, f ¢ R(I).

Sufficiency. Let £ be an arbitrary positive number and F, = {z € T |
w(f;x) > e}. By hypothesis, E, is a set of measure zero.

Moreover, E. is obviously closed in I, so that F, is compact. By Lemma 3

k

there exists a finite system I, ..., Iy of intervals in R™ such that E. C |J I;

=1

k k
and Y |I;| < e. Let us set C; = |J I; and denote by C; and C5 the unions
=1 =1
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of the intervals obtained from the intervals I; by dilation with center at the
center of I; and scaling factors 2 and 3 respectively. It is clear that E. lies
strictly in the interior of Cy and that the distance d between the boundaries
of the sets Cy and Cj is positive.

We note that the sum of the volumes of any finite system of intervals
lying in C3, no two of which have any common interior points is at most 3"¢,
where n is the dimension of the space R™. This follows from the definition of
the set C5 and properties of the measure of an interval (Lemma 1).

We also note that any subset of the interval I whose diameter is less than
d is either contained in C3 or lies in the compact set K = I\ (Cz \ 9C2),
where 9C5 is the boundary of C2 (and hence Cy \ 9C> is the set of interior
points of Cy).

By construction E. C I\ K, so that at every point x € K we must have
w(f;z) < e. By Lemma 4 there exists § > 0 such that |f(z1)— f(z2)| < 2¢ for
every pair of points 1,z € K whose distance from each other is at most 6.

These constructions make it possible now to carry out the proof of the
sufficient condition for integrability as follows. We choose any two partitions
P’ and P” of the interval I with meshes A(P’) and A(P”) less than A\ =
min{d, §}. Let P be the partition obtained by intersecting all the intervals of
the partitions P’ and P”, that is, in a natural notation, P = {I;; = I/ N I]’«’}.
Let us compare the Riemann sums o(f, P,€) and o(f, P’,¢’). Taking into
account the equality |I]| = 3 |I;;|, we can write

J

lo(f, &) —a(£, P& = | > (f(&) — £(&7)) L4

ij

<Y NFED) = FEDNT51 + D 1€ = f(&i)| g -

<

Here the first sum ), contains the intervals of the partition P lying in
the intervals I/ of the partition P’ contained in the set C3, and the remaining
intervals of P are included in the sum ,, that is, they are all necessarily
contained in K (after all, A(P) < d).

Since |f| < M on I, replacing |f(&;) — f(&;)| in the first sum by 2M, we
conclude that the first sum does not exceed 2M - 3"¢.

Now, noting that £;,&;; € I; C K in the second sum and A(P’) < 4, we
conclude that |f(&)) — f(&;)| < 2¢, and consequently the second sum does
not exceed 2¢|I|.

Thus |o(f, P, &) — o(f, P,€)| < (2M - 3™ + 2|I|)e, from which (in view
of the symmetry between P’ and P”), using the triangle inequality, we find
that

(0(f, P, &) — a(f, P",€")] < 4(3"M +|I|)e

for any two partitions P’ and P” with sufficiently small mesh. By the Cauchy
criterion we now conclude that f € R(I). O
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Remark 2. Since the Cauchy criterion for existence of a limit is valid in any
complete metric space, the sufficiency part of the Lebesgue criterion (but not
the necessity part), as the proof shows, holds for functions with values in any
complete normed vector space.

11.1.3 The Darboux Criterion

Let us consider another useful criterion for Riemann integrability of a func-
tion, which is applicable only to real-valued functions.

a. Lower and Upper Darboux Sums Let f be a real-valued function on
the interval I and P = {I;} a partition of the interval I. We set

mi= inf f(@), M= s f(z)

Definition 10. The quantities

Zml|I| and S(f,P) = ZM|I|

are called the lower and wupper Darboux sums of the function f over the
interval I corresponding to the partition P of the interval.

Lemma 5. The following relations hold between the Darbouz sums of a func-
tion f: I — R:

a) s(f, P) = irgfa(f, P§) <o(f,P§) < Slgpff(f, P& =5(f,P);

b) if the partition P’ of the interval I is obtained by refining intervals of
the partition P, then s(f,P) < s(f,P’) < S(f,P") < S(f,P);

c) the inequality s(f,P1) < S(f, P2) holds for any pair of partitions P,
and Py of the interval I.

Proof. Relations a) and b) follow immediately from Definitions 6 and 10,
taking account, of course, of the definition of the greatest lower bound and
least upper bound of a set of numbers.

To prove c) it suffices to consider the auxiliary partition P obtained by
intersecting the intervals of the partitions P; and P». The partition P can be
regarded as a refinement of each of the partitions P, and P,, so that b) now
implies

S(fypl) Ss(fip) SS(faP) SS(.ﬂP?) - a
b. Lower and Upper Integrals

Definition 11. The lower and upper Darboux integrals of the function f :
I — R over the interval I are respectively

J=Sups(f,P), 7=1nfS(f,P),
S P P

where the supremum and infimum are taken over all partitions P of the
interval I.
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It follows from this definition and the properties of Darboux sums exhib-
ited in Lemma 3 that the inequalities

s(f,P)<J <J <S(f,P)
hold for any partition P of the interval.

Theorem 2. (Darboux). For any bounded function f: 1 — R,
(s P) A (ot P =)
(3,hm stP) A (| Jim s(5,P)=7).

Proof. If we compare these assertions with Definition 11, it becomes clear
that in essence all we have to prove is that the limits exist. We shall verify
this for the lower Darboux sums.

Fix € > 0 and a partition P, of the interval I for which s(f; P:) > J —e.
Let I'. be the set of points of the interval I lying on the boundary of the
intervals of the partition P.. As follows from Example 2, I, is a set of measure
zero. Because of the simple structure of I, it is even obvious that there exists
a number A, such that the sum of the volumes of those intervals that intersect
I, is less than ¢ for every partition P such that A(P) < Ac.

Now taking any partition P with mesh A(P) < A, we form an auxiliary
partition P’ obtained by intersecting the intervals of the partitions P and
P.. By the choice of the partition P. and the properties of Darboux sums
(Lemma 5), we find

J—e<s(f,P)<s(f,P)<J.

We now remark that the sums s(f, P’) and s(f, P) both contain all the
terms that correspond to intervals of the partition P that do not meet I%.
Therefore, if |f(z)| < M on I, then

|s(f, P') — s(f, P)| < 2Me

and taking account of the preceding inequalities, we thereby find that for
A(P) < A we have the relation

J —s(f,P) < (2M + 1)e .

Comparing the relation just obtained with Definition 11, we conclude that

the limit lim s(f, P) does indeed exist and is equal to J.

A(P)=0 =
Similar reasoning can be carried out for the upper sums. 0O
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c. The Darboux Criterion for Integrability
of a Real-valued Function

Theorem 3. (The Darboux criterion). A real-valued function f : I — R
defined on an interval I C R™ is integrable over that interval if and only if it
is bounded on I and its upper and lower Darboux integrals are equal.
Thus,
f € R(I) <= (f is bounded on DN (T = J) .

Proof. Necessity. If f € R(I), then by Proposition 1 the function f is
bounded on I. It follows from Definition 7 of the integral, Definition 11 of
the quantities J and J, and part a) of Lemma 5 that in this case J=J.

Sufficiency. Since s(f,P) < o(f,P,£) < S(f,P) when J = J, the

extreme terms in these inequalities tend to the same limit by Theorem 2 as
A(P) = 0. Therefore o(f, P,£) has the same limit as A(P) — 0. O

Remark 3. 1t is clear from the proof of the Darboux criterion that if a function
is integrable, its lower and upper Darboux integrals are equal to each other
and to the integral of the function.

11.1.4 Problems and Exercises

1. a) Show that a set of measure zero has no interior points.

b) Show that not having interior points by no means guarantees that a set is of
measure zero.

c¢) Construct a set having measure zero whose closure is the entire space R".

d) A set E C I is said to have content zero if for every € > 0 it can be covered
k
by a finite system of intervals I, ..., I} such that > |I;| < ¢. Is every bounded set
i=1

of measure zero a set of content zero?

“Show that if a set E C R™ is the direct product R X e of the line R and a set
e C R™! of (n — 1)-dimensional measure zero, then E is a set of n-dimensional
measure zero.

2. a) Construct the analogue of the Dirichlet function in R™ and show that a
bounded function f : I — R equal to zero at almost every point of the interval I
may still fail to belong to R([).

b) Show that if f € R(I) and f(z) = 0, at almost all points of the interval I,
then [ f(z)dz =0.
T

3. There is a small difference between our earlier definition of the Riemann integral
on a closed interval I C R and Definition 7 for the integral over an interval of
arbitrary dimension. This difference involves the definition of a partition and the
measure of an interval of the partition. Clarify this nuance for yourself and verify
that
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b
fl@)dz = | f(z)dz, ifa<bd
1]
and

b
a/f(z)dz:—l/f(:v)d:c, ifa>b,

where I is the interval on the real line R with endpoints a and b.

4. a) Prove that a real-valued function f : I — R defined on an interval I C R" is
integrable over that interval if and only if for every € > 0 there exists a partition
P of I such that S(f; P) — s(f; P) <e.

b) Using the result of a) and assuming that we are dealing with a real-valued
function f : I — R, one can simplify slightly the proof of the sufficiency of the
Lebesgue criterion. Try to carry out this simplification by yourself.

11.2 The Integral over a Set

11.2.1 Admissible Sets

In what follows we shall be integrating functions not only over an interval,
but also over other sets in R™ that are not too complicated.

Definition 1. A set E C R" is admissible if it is bounded in R™ and its
boundary is a set of measure zero (in the sense of Lebesgue).

Ezample 1. A cube, a tetrahedron, and a ball in R? (or R") are admissible
sets.

Ezample 2. Suppose the functions ¢; : I — R, i = 1,2, defined on an (n—1)-
dimensional interval I C R™ are such that ¢;(xz) < @2(z) at every point
x € I. If these functions are continuous, Example 2 of Sect. 11.1 makes it
possible to assert that the domain in R™ bounded by the graphs of these
functions and the cylindrical lateral surface lying over the boundary O8I of I
is an admissible set in R™.

We recall that the boundary OF of a set E C R™ consists of the points z
such that every neighborhood of z contains both points of E' and points of
the complement of £ in R™. Hence we have the following lemma.

Lemma 1. For any sets E, Ey, E; C R", the following assertions hold:
a) OF is a closed subset of R™;
b) O(E1 U Ey) C OFE; U OEy;
c) O(E1 N Ey) C O0F; UJE;y;
d) O(E, \ E2) C O0E, UOE,.
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This lemma and Definition 1 together imply the following lemma.

Lemma 2. The union or intersection of a finite number of admissible sets is
an admissible set; the difference of admissible sets is also an admissible set.

Remark 1. For an infinite collection of admissible sets Lemma 2 is generally
not true, and the same is the case with assertions b) and c¢) of Lemma 1.

Remark 2. The boundary of an admissible set is not only closed, but also
bounded in R™, that is, it is a compact subset of R". Hence by Lemma 3
of Sect. 11.1, it can even be covered by a finite set of intervals whose total
content (volume) is arbitrarily close to zero.

We now consider the characteristic function

1, ifzeE,

XE(T) =
0, ifz¢F,

of an admissible set E. Like the characteristic function of any set E, the
function xg(x) has discontinuities at the boundary points of the set F and
at no other points. Hence if F is an admissible set, the function xg(zx) is
continuous at almost all points of R™.

11.2.2 The Integral over a Set

Let f be a function defined on a set . We shall agree, as before, to denote
the function equal to f(z) for x € E and to 0 outside FE by fxg(z) (even
though f may happen to be undefined outside of E).

Definition 2. The integral of f over E is given by

! f@do = [ fxu)ds,

IDE
where [ is any interval containing F.

If the integral on the right-hand side of this equality does not exist, we
say that f is (Riemann) nonintegrable over E. Otherwise f is (Riemann)
integrable over E.

The set of all functions that are Riemann integrable over F will be denoted

Definition 2 of course requires some explanation, which is provided by the
following lemma.
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Lemma 3. If I; and Iy are two intervals, both containing the set E, then
the integrals

either both exist or both fail to exist, and in the first case their values are the
same.

Proof. Consider the interval I = I; N I;. By hypothesis I D E. The points of
discontinuity of fx g are either points of discontinuity of f on FE, or the result
of discontinuities of x g, in which case they lie on OF. In any case, all these
points lie in I = I; N I,. By Lebesgue’s criterion (Theorem 1 of Sect. 11.1)
it follows that the integrals of fx g over the intervals I, I, and I either all
exist or all fail to exist. If they do exist, we may choose partitions of I, I,
and I5 to suit ourselves. Therefore we shall choose only those partitions of I
and I, obtained as extensions of partitions of I = I; N I. Since the function
is zero outside I, the Riemann sums corresponding to these partitions of I;
and I, reduce to Riemann sums for the corresponding partition of I. It then
results from passage to the limit that the integrals over I; and I» are equal
to the integral of the function in question over I. 0O

Lebesgue’s criterion (Theorem 1 of Sect. 11.1) for the existence of the
integral over an interval and Definition 2 now imply the following theorem.

Theorem 1. A function f : E — R is integrable over an admissible set if
and only if it is bounded and continuous at almost all points of E.

Proof. Compared with f, the function fxg may have additional points of
discontinuity only on the boundary 0F of E, which by hypothesis is a set of
measure zero. 0O

11.2.3 The Measure (Volume) of an Admissible Set
Definition 3. The (Jordan) measure or content of a bounded set E C R™
is

u(E) ::/1~dx,

E

provided this Riemann integral exists.

/1-dz: / xe(z)dz ,

E IDE

Since

and the discontinuities of x g form the set OF, we find by Lebesgue’s criterion
that the measure just introduced is defined only for admissible sets.
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Thus admissible sets, and only admissible sets, are measurable in the sense
of Definition 3.

Let us now ascertain the geometric meaning of u(F). If E is an admissible
set then

W) = [ xe@do= [ xelx)do= 7><E<x>dx,

IDE SE IDE

where the last two integrals are the upper and lower Darboux integrals re-
spectively. By the Darboux criterion for existence of the integral (Theorem
3) the measure u(F) of a set is defined if and only if these lower and upper
integrals are equal. By the theorem of Darboux (Theorem 2 of Sect. 11.1)
they are the limits of the upper and lower Darboux sums of the function xg
corresponding to partitions P of I. But by definition of x g the lower Darboux
sum is the sum of the volumes of the intervals of the partition P that are
entirely contained in F (the volume of a polyhedron inscribed in E), while
the upper sum is the sum of the volumes of the intervals of P that intersect
E (the volume of a circumscribed polyhedron). Hence u(E) is the common
limit as A(P) — 0 of the volumes of polyhedra inscribed in and circumscribed
about F, in agreement with the accepted idea of the volume of simple solids
E CcR™

For n =1 content is usually called length, and for n = 2 it is called area.

Remark 3. Let us now explain why the measure p(E) introduced in Definition
3 is sometimes called Jordan measure.

Definition 4. A set £ C R" is a set of measure zero in the sense of Jordan
or a set of content zero if for every € > 0 it can be covered by a finite system

k
of intervals Iy,..., I such that > |I;| <e.
=1

Compared with measure zero in the sense of Lebesgue, a requirement that
the covering be finite appears here, shrinking the class of sets of Lebesgue
measure zero. For example, the set of rational points is a set of measure zero
in the sense of Lebesgue, but not in the sense of Jordan.

In order for the least upper bound of the contents of polyhedra inscribed
in a bounded set E' to be the same as the greatest lower bound of the contents
of polyhedra circumscribed about E (and to serve as the measure u(E) or
content of F), it is obviously necessary and sufficient that the boundary 0F
of E have measure 0 in the sense of Jordan. That is the motivation for the
following definition.

Definition 5. A set E is Jordan-measurable if it is bounded and its bound-
ary has Jordan measure zero.
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As Remark 2 shows, the class of Jordan-measurable subsets is precisely
the class of admissible sets introduced in Definition 1. That is the reason the
measure u(F) defined earlier can be called (and is called) the Jordan measure
of the (Jordan-measurable) set E.

11.2.4 Problems and Exercises

1. a) Show that if a set £ C R™ is such that p(E) = 0, then the relation u(E) = 0
also holds for the closure E of the set.
. b) Give an example of a bounded set E of Lebesgue measure zero whose closure
E is not a set of Lebesgue measure zero.

¢) Determine whether assertion b) of Lemma 3 in Sect. 11.1 should be under-
stood as asserting that the concepts of Jordan measure zero and Lebesgue measure
zero are the same for compact sets.

d) Prove that if the projection of a bounded set E C R™ onto a hyperplane
R™! has (n — 1)-dimensional measure zero, then the set E itself has n-dimensional
measure zero.

e) Show that a Jordan-measurable set whose interior is empty has measure 0.

2. a) Is it possible for the integral of a function f over a bounded set E, as in-
troduced in Definition 2, to exist if E is not an admissible (Jordan-measurable)
set?

b) Is a constant function f : E — R integrable over a bounded but Jordan-
nonmeasurable set E7

c¢) Is it true that if a function f is integrable over E, then the restriction f|A
of this function to any subset A C E is integrable over A?

d) Give necessary and sufficient conditions on a function f : E — R defined on a
bounded (but not necessarily Jordan-measurable) set F under which the Riemann
integral of f over E exists.

3. a) Let E be a set of Lebesgue measure 0 and f : E — R a bounded continuous
function on E. Is f always integrable on E?

b) Answer question a) assuming that E is a set of Jordan measure zero.

c) What is the value of the integral of the function f in a) if it exists?

4. The Brunn—-Minkowski inequality. Given two nonempty sets A, B C R™, we form
their (vector) sum in the sense of Minkowski A + B := {a + bla € A, b € B}. Let
V(E) denote the content of a set E C R™.

a) Verify that if A and B are standard n-dimensional intervals (parallelepipeds),
then
VY"(A+ B) > vY/™(4)+ VY™(B).
b) Now prove the preceding inequality (the Brunn—Minkowski inequality) for
arbitrary measurable compact sets A and B.

¢) Show that equality holds in the Brunn—-Minkowski inequality only in the
following three cases: when V(A + B) = 0, when A and B are singleton (one-point)
sets, and when A and B are similar convex sets.
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11.3 General Properties of the Integral

11.3.1 The Integral as a Linear Functional

Proposition 1. a) The set R(E) of functions that are Riemann-integrable
over a bounded set E C R™ is a vector space with respect to the standard
operations of addition of functions and multiplication by constants.

b) The integral is a linear functional

/ :R(E) - R on the set R(E) .

Proof. Noting that the union of two sets of measure zero is also a set of
measure zero, we see that assertion a) follows immediately from the definition
of the integral and the Lebesgue criterion for existence of the integral of a
function over an interval.

Taking account of the linearity of Riemann sums, we obtain the linearity
of the integral by passage to the limit. O

Remark 1. If we recall that the limit of the Riemann sums as A(P) — 0
must be the same independently of the set of distinguished points &, we can
conclude that

(f e R(E)) /\ (f(z) = 0 almost everywhere on E) /f z)dr =

Therefore, if two integrable functions are equal at almost all points of E,
then their integrals over E are also equal. Hence if we pass to the quotient
space of R(E) obtained by identifying functions that are equal at almost all
points of E, we obtain a vector space ﬁ(E) on which the integral is also a
linear function.

11.3.2 Additivity of the Integral

Although we shall always be dealing with admissible sets E C R", this as-
sumption was dispensable in Subsect. 11.3.1 (and we dispensed with it). From
now on we shall be talking only of admissible sets.

Proposition 2. Let F, and E, be admissible sets in R™ and f a function
defined on E1 U Es.
a) The following relations hold:

(3 / f(:c)dx)<=> (El/f(x)dx) (/fx)dx) — 3 / f(@)d

E,\UE, E; E\NE>
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b) If in addition it is known that u(E1 N E2) = 0, the following equality
holds when the integrals exist:

/ f(z dz_/fz)dz+/f

E,UE;

Proof. Assertion a) follows from Lebesgue’s criterion for existence of the Rie-
mann integral over an admissible set (Theorem 1 of Sect. 11.2). Here it is only
necessary to recall that the union and intersection of admissible sets are also
admissible sets (Lemma 2 of Sect. 11.2).

To prove b) we begin by remarking that

XEiUE; = XE; (.’L‘) + XE, (Z) — XEiNE; (Z) .

Therefore,
/ f(.’L‘) dz = / fXElUE2(x) dz =
E1UE> IDEUE>

/fXEl(x)dw+/fXE2 dw—/XEmEQ(z)dz—

/ f(z)dz + / flz
The essential point is that the integral

/ fxoe@do= [ f@)ds,

E1NE>

as we know from part a), exists; and since u(E; N E2) = 0, it equals zero (see
Remark 1). O

11.3.3 Estimates for the Integral

a. A General Estimate We begin with a general estimate of the integral
that is also valid for functions with values in any complete normed space.

Proposition 3. If f € R(E), then |f| € R(E), and the inequality

’ b[ f(x)da| < Z 1f1(2) da
holds.

Proof. The relation |f| € R(F) follows from the definition of the integral
over a set and the Lebesgue criterion for integrability of a function over an
interval.

The inequality now follows from the corresponding inequality for Riemann
sums and passage to the limit. O
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b. The Integral of a Nonnegative Function The following propositions
apply only to real-valued functions.

Proposition 4. The following implication holds for a function f : E — R :

(f € R(E)) A (Vz € E (f(z) > 0)) =>/f(z)dx20.
E

Proof. Indeed, if f(z) > 0 on E, then fxg(x) > 0in R™. Then, by definition,

/ f@de= [ fre()d

IDE

This last integral exists by hypothesis. But it is the limit of nonnegative
Riemann sums and hence nonnegative. 0O

From Proposition 4 just proved, we obtain successively the following corol-
laries.

Corollary 1.
(fLaeR(E)) A(f < g on E) (/f dx</g(x)dx).

Corollary 2. If f € R(FE) and the inequalities m < f(x) < M hold at every
point of the admissible set E, then

E) < / f(z)dz < Mu(E) .
E

Corollary 3. If f € R(E), m = 1227 f(x), and M = sup f(z), then there is
x z€FE
a number 0 € [m, M| such that

[ f@dz = ou() .
E

Corollary 4. If E is a connected admissible set and the function f : E - R
is continuous, then there exists a point £ € E such that

/ f(z)dz = f(E)u(E) .
E

Corollary 5. If in addition to the hypotheses of Corollary 2 the function
g € R(E) is nonnegative on E, then

m E/ g(x)dz < E/ fo(z)dz < M b/ g(x) d
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Corollary 4 is a generalization of the one-dimensional result and is usually
called by the same name, that is, the mean-value theorem for the integral.

Proof. Corollary 5 follows from the inequalities mg(z) < f(z)g(x) < Mg(z)
taking account of the linearity of the integral and Corollary 1. It can also
be proved directly by passing from integrals over E to the corresponding
integrals over an interval, verifying the inequalities for the Riemann sums,
and then passing to the limit. Since all these arguments were carried out
in detail in the one-dimensional case, we shall not give the details. We note
merely that the integrability of the product f - g of the functions f and g
obviously follows from Lebesgue’s criterion. O

We shall now illustrate these relations in practice, using them to verify
the following very useful lemma.

Lemma. a) If the integral of a nonnegative function f : I — R owver the
interval I equals zero, then f(x) =0 at almost all points of the interval I.

b) Assertion a) remains valid if the interval I in it is replaced by any
admissible (Jordan-measurable) set E.

Proof. By Lebesgue’s criterion the function f € R(F) is continuous at almost
all points of the interval I. For that reason the proof of a) will be achieved if
we show that f(a) = 0 at each point of continuity a € I of the function f.

Assume that f(a) > 0. Then f(z) > ¢ > 0 in some neighborhood U;(a)
of a (the neighborhood may be assumed to be an interval). Then, by the
properties of the integral just proved,

I/f(x /f )dz + / f(z dx>/f(x)dz2cu(U1(a))>0

Ur(a) I\U;(a) Ur(a)

This contradiction verifies assertion a). If we apply this assertion to the
function fx g and take account of the relation u(0F) = 0, we obtain assertion
b). O

Remark 2. It follows from the lemma just proved that if E is a Jordan-
measurable set in R” and R(E) is the vector space considered in Remark
1, consisting of equivalence classes of functions that are integrable over E
and differ only on sets of Lebesgue measure zero, then the quantity ||f|| =
[ ||(z)dz is a norm on R(E).

E

Proof. Indeed, the inequality [ |f|(z)dz = 0 now implies that f is in the

E
same equivalence class as the identically zero function. O
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11.3.4 Problems and Exercises

1. Let E be a Jordan-measurable set of nonzero measure, f : E — R a continuous
nonnegative integrable function on F, and M = sup f(z). Prove that
€E

n

hm </f (z)dx) =M.

2. Prove that if f,g € R(E), then the following are true.

a) Hélder’s inequality
1/p 1/q
< ( / Ifl”(rc)drv> ( / |g|%x)dw) ,
E

where p>1,¢>1,and 1 +—=1
b) Minkowski’s mequalzty

( / lf+gl”dfv> ( T >1/,,+< / |g|"(w)dx>l/p,
E E

ifp>1.
Show that
¢) the preceding inequality reverses direction if 0 < p < 1;

/ (f - 9)(@)dz

d) equality holds in Minkowski’s inequality if and only if there exists A > 0 such
that one of the equalities f = Ag or g = A\f holds except on a set of measure zero
in F;

1/p
e) the quantity || f|l, = (#E) JIfIP(x) dz) , where u(E) > 0, is a monotone
E

function of p € R and is a norm on the space ﬁ(E) for p > 1.
Find the conditions under which equality holds in Holder’s inequality.

3. Let E be a Jordan-measurable set in R™ with u(E) > 0. Verify that if ¢ €
C(E,R) and f : R — R is a convex function, then

1 1
f(mE/sO(w)dx> < mb/(fw)(w)dw

4. a) Show that if F is a Jordan-measurable set in R™ and the function f : E — R
is integrable over E and continuous at an interior point a € E, then

. 1
JI—IJBOW / f(z)dz = f(a),
EXY ) ug(a)
where, as usual, Ug(a) is the 6-neighborhood of the point in E.

b) Verify that the preceding relation remains valid if the condition that a is an
interior point of E is replaced by the condition u(Ug(a)) > 0 for every 6 > 0.
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11.4 Reduction of a Multiple Integral
to an Iterated Integral

11.4.1 Fubini’s Theorem

Up to now, we have discussed only the definition of the integral, the conditions
under which it exists, and its general properties. In the present section we
shall prove Fubini’s theorem,* which, together with the formula for change
of variable, is a tool for computing multiple integrals.

Theorem.® Let X xY be an interval in R™+" which is the direct product of
intervals X C R™ and Y C R™. If the function f: X x Y — R is integrable
over X XY, then all three of the integrals

| f@ydsay, /dx/fxydy, Y/dy!f(:c,y)dw

XxY

ezist and are equal.

Before taking up the proof of this theorem, let us decode the meaning
of the symbolic expressions that occur in the statement of it. The integral

J f(z,y)dzdy is the integral of the function f over the set X x Y, which
XxY
we are familiar with, written in terms of the variables z € X and y € Y. The

iterated integral [ dz [ f(z,y)dy should be understood as follows: For each
X v
fixed z € X the integral F(z) = [ f(z,y)dy is computed, and the resulting
Y

function F' : X — R is then to be integrated over X. If, in the process, the
integral f f(z,y) dy does not exist for some z € X, then F' (:c) is set equal to

any Value between the lower and upper Darboux integrals J (x f f(z,y)dy

and J(z) = f f(z,y) dy, including the upper and lower mtegrals J(x) and

J(2) themselves. It will be shown that in that case F' € R(X). The iterated
integral [ limitsy dy [ f(z,y) dz has a similar meaning.

It will become clear in the course of the proof that the set of values of
z € X at which J(z) # J(z) is a set of m-dimensional measure zero in X.

* G. Fubini (1870-1943) — Italian mathematician. His main work was in the area
of the theory of functions and geometry.

5 This theorem was proved long before the theorem known in analysis as Fubini’s
theorem, of which it is a special case. However, it has become the custom to refer
to theorems making it possible to reduce the computation of multiple integrals to
iterated integrals in lower dimensions as theorems of Fubini type, or, for brevity,
Fubini’s theorem.
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Similarly, the set of y € Y at which the integral [ f(z,y)dz may fail to
X

exist will turn out to be a set of n-dimensional measure zero in Y.

We remark finally that, in contrast to the integral over an (m + n)-
dimensional interval, which we previously agreed to call a multiple integral,
the successively computed integrals of the function f(z,y) over Y and then
over X or over X and then over Y are customarily called iterated integrals
of the function.

If X and Y are closed intervals on the line, the theorem stated here
theoretically reduces the computation of a double integral over the interval
X X Y to the successive computation of two one-dimensional integrals. It
is clear that by applying this theorem several times, one can reduce the
computation of an integral over a k-dimensional interval to the successive
computation of k one-dimensional integrals.

The essence of the theorem we have stated is very simple and consists of
the following. Consider a Riemann sum ) f(z;,y;)|X;| - |Y;| corresponding

i,
to a partition of the interval X x Y into intervals X; x Y;. Since the integral
over the interval X X Y exists, the distinguished points &;; can be chosen as
we wish, and we choose them as the “direct product” of choices z; € X; C X

and y; € Y; € Y. We can then write
D @y Xl - 1] = 1%l Y flaiy) sl = D1V D iyl Xl
irj i j j i

and this is the prelimit form of theorem.
We now give the formal proof.

Proof. Every partition P of the interval X x Y is induced by corresponding
partitions Px and Py of the intervals X and Y. Here every interval of the
partition P is the direct product X; x Y} of certain intervals X; and Y; of the
partitions Px and Py respectively. By properties of the volume of an interval
we have |X; x Y| = |X;| - |Y;|, where each of these volumes is computed in
the space R™*™, R™, or R” in which the interval in question is situated.

Using the properties of the greatest lower bound and least upper bound
and the definition of the lower and upper Darboux sums and integrals, we
now carry out the following estimates:

smm=zmwuwmxw<2m4§}gmmmes

zeX
7 ye}/J

1nf (/fxydy>|X|<meF )Xi| <
<wa‘w$zg(ﬁwm@m§

P zeX
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<Z sup (Z sup F(z y)|Y|)|X|<

iIGX ,yEJ

<Y sup f(z,y)|X: x Y;| = S(f, P) .
i zeX;
’ erj

Since f € R(X x Y), both of the extreme terms in these inequalities tend to
the value of the integral of the function over the interval X x Y as A(P) — 0.
This fact enables us to conclude that F' € R(X) and that the following

equality holds:
/ flz,y)dzdy = /F(w)dx.

XxY X

We have carried out the proof for the case when the iterated integration
is carried out first over Y, then over X. It is clear that similar reasoning can
be used in the case when the integration over X is done first. O

11.4.2 Some Corollaries

Corollary 1. If f € R(X x Y), then for almost all x € X (in the sense of
Lebesgue) the integral [ f(z,y)dy ezists, and for almost ally € Y the integral
Y

[ f(z,y)dx ezists.
X

Proof. By the theorem just proved,

/(]f(a:,y)dy—/f(x,y)dy)d:c=0.
X Y 2

But the difference of the upper and lower integrals in parentheses is non-
negative. We can therefore conclude by the lemma of Sect. 11.3 that this
difference equals zero at almost all points x € X.

Then by the Darboux criterion (Theorem 3 of Sect. 11.1) the integral
[ f(z,y) dy exists for almost all values of z € X.

The second half of the corollary is proved similarly. O

Corollary 2. _If the interval I C R™ is the direct product of the closed inter-
vals I; = [a*,b"], i = 1,...,n, then

bnl bl
/f dm—/dm / da:"—l~'/f(x1,m2,...,m")dml.
al

Proof. This formula obv1ously results from repeated application of the the-
orem just proved. All the inner integrals on the right-hand side are to be
understood as in the theorem. For example, one can insert the upper or
lower integral sign throughout. O
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Ezample 1. Let f(z,y,z) = zsin(z + y). We shall find the integral of the
restriction of this function to the interval I C R3 defined by the relations
0<z<m, |y <7/2,0<2< 1.

By Corollary 2

1 /2 ™
///f(x,y,z)dxdydz:/dz / dy/zsin(z+y)dz=
I 0 -r/2 0
1 /2 1 /2
=/dz / (—zcos(a:+y)|::0)dy=/dz / 2zcosydy =
0 —r/2 0 —m/2

1 1
. =m/2
:/(2zsmy[z=_7r/2) dz=/4zdz=2.
0 0

The theorem can also be used to compute integrals over very general sets.

Corollary 3. Let D be a bounded set in R"™! and E = {(z,y) € R*|(x €
D) A (p1(z) Sy < pa(x))}. If f € R(E), then

w2(z)

/f(a:,y)da:dy=/dx / flz,y)dy . (11.1)
E

D ()

Proof. Let E; = {y e Rlp1(z) <y < yo(z)}ifc € Dand E, =@ ifz ¢ D.
We remark that xg(z,y) = xp(z) - xg, (v). Recalling the definition of the
integral over a set and using Fubini’s theorem, we obtain

f f(z,y)dzdy = / fxe(@ y)dzdy =
E

IDE
= / dz / fXE(f’?»y)dy:/(/f(x»y)XEz(y)dy)XD(x)dx:
L5D  I,OE, [N
-/ 7( K @)oo= [ ?z)f(x,y)dy) dz .
oo D i)

The inner integral here may also fail to exist on a set of points in D of
Lebesgue measure zero, and if so it is assigned the same meaning as in the
theorem of Fubini proved above. 0O

Remark. If the set D in the hypotheses of Corollary 3 is Jordan-measurable
and the functions ¢; : D — R, i = 1,2, are continuous, then the set £ C R"
is Jordan measurable.
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Proof. The boundary OF of E consists of the two graphs of the continuous
functions ¢; : D — R, ¢ = 1,2, (which by Example 2 of Sect. 11.1) are sets
of measure zero) and the set Z, which is a portion of the product of the
boundary &D of D C R™~! and a sufficiently large one-dimensional closed
interval of length [. By hypothesis 0D can be covered by a system of (n — 1)-
dimensional intervals of total (n — 1)-dimensional volume less than €/I. The
direct product of these intervals and the given one-dimensional interval of
length [ gives a covering of Z by intervals whose total volume is less than €.
0

Because of this remark one can say that the function f : £ - 1 € R
is integrable on a measurable set E having this structure (as it is on any
measurable set E). Relying on Corollary 3 and the definition of the measure
of a measurable set, one can now derive the following corollary.

Corollary 4. If under the hypotheses of Corollary 3 the set D is Jordan-
measurable and the functions ¢; : D — R, i = 1,2, are continuous, then the
set E is measurable and its volume can be computed according to the formula

u(B) = [ (pa(a) — r(o) d (11.2)

D

Ezample 2. For the disk E = {(z,y) € R?|z% + y? < r?} we obtain by this
formula

T

,u(E)z/(\/r?— 2—(—\/r2—y2))dy=2/\/r2—y2dy=

-Tr

w/2 /2

=4/\/r2—y2dy:4/rcosgod(rsin<p)=4r/rcoschdcpzm‘2.
0 0

0

Corollary 5. Let E be a measurable set contained in the interval I C R™.
Represent I as the direct product I = I, x I, of the (n — 1)-dimensional
interval I, and the closed interval I,. Then for almost all values yo € I, the
section Ey, = {(z,y) € E|y = yo} of the set E by the (n — 1)-dimensional
hyperplane y = yo s a measurable subset of it, and

u(e) = [ (e, ay, (11.3)

Iy

where pu(Ey) is the (n — 1)-dimensional measure of the set Ey if it is mea-

surable and equal to any number between the numbers [ 1-dz and [ 1-dz
E, By

if Ey happens to be a nonmeasurable set.
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Proof. Corollary 5 follows immediately from the theorem and Corollary 1, if
we set f = xg in both of them and take account of the relation xg(z,y) =

xe,(z). O
A particular consequence of this result is the following.

Corollary 6. (Cavalieri’s principle.)® Let A and B be two solids in R having
volume (that is, Jordan-measurable). Let A, = {(z,y,2) € Alz = ¢} and
B. = {(z,y,2) € B|z = c} be the sections of the solids A and B by the plane
z = c. If for every c € R the sets A. and B. are measurable and have the
same area, then the solids A and B have the same volumes.

It is clear that Cavalieri’s principle can be stated for spaces R™ of any
dimension.

Ezample 3. Using formula (11.3), let us compute the volume V;, of the ball
B = {z € R"||z| <} of radius r in the Euclidean space R™.

It is obvious that V; = 2. In Example 2 we found that Vo = 7r2. We
shall show that V,, = ¢,r™, where ¢, is a constant (which we shall compute
below). Let us choose some diameter [—r,r] of the ball and for each point
x € [—r,7] consider the section B, of the ball B by a hyperplane orthogonal
to the diameter. Since B, is a ball of dimension n — 1, whose radius, by the
Pythagorean theorem, equals v/72 — 22, proceeding by induction and using
(11.3), we can write

r w/2
Vo, = /cn_l(r2 - xQ)HT_l dz = (cn_l / cos"<pd<p)rn .
-r —m/2

(In passing to the last equality, as one can see, we made the change of
variable £ = rsin ¢.)
Thus we have shown that V,, = ¢, r™, and

/2

Cpn = Cn—1 / cos™ pdy . (11.4)
—m/2

We now find the constant c, explicitly. We remark that for m > 2

/2 /2
In = / cos™ pdp = / cos™ 2 p(1 — sin? p) dp =
—m/2 —m/2
/2
= + 1 sinpdcos™ L = 1 I
— dm-2 m—1 "2 Y = Im-2 m_1m7
—m/2

5 B. Cavalieri (1598-1647) — Italian mathematician, the creator of the so-called
method of indivisibles for determining areas and volumes.
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that is, the following recurrence relation holds:

m—1
I, =——/1I,_5. (11.5)
m

In particular, I = 7/2. It is clear immediately from the definition of
I, that I; = 2. Taking account of these values of I; and I we find by the
recurrence formula (11.5) that

(2K 2k —1)!
Iy, = m 2, Inx= W (11.6)
Returning to formula (11.4), we now obtain
S @k (k—-DN  (2m)k
Cakt1 = Cok gy 2 T Okl @l T @k )
(2k—1)! k-1 (k-2 (2m)F!
Cak = Cok1 gy T = ok T (g Ty 2 T = gy 2

But, as we have seen above, ¢c; = 2 and ¢ = 7, and hence the final
formulas for the required volume V,, are as follows:

_ (27T)k 2k+1 _ (2”)k 2k
I/2k+1 = 2m7‘ y VQ]C = WT‘ , (117)

where k € N, and the first of these formulas is also valid for k = 0.

11.4.3 Problems and Exercises

1. a) Construct a subset of the square I C R? such that on the one hand its
intersection with any vertical line and any horizontal line consists of at most one
point, while on the other hand its closure equals I.

b) Construct a function f : I — R for which both of the iterated integrals that
occur in Fubini’s theorem exist and are equal, yet f ¢ R(I).

c) Show by example that if the values of the function F(z) that occurs in
Fubini’s theorem, which in the theorem were subjected to the conditions J(z) <
F(z) < J(z) at all points where J(z) < J(z), are simply set equal to zero at
those points, the resulting function may turn out to be nonintegrable. (Consider,
for example, the function f(x,y) on R? equal to 1 if the point (x,y) is not rational
and to 1 — 1/q at the point (p/q, m/n), both fractions being in lowest terms.)

2. a) In connection with formula (11.3), show that even if all the sections of a
bounded set E by a family of parallel hyperplanes are measurable, the set £ may
yet be nonmeasurable.

b) Suppose that in addition to the hypotheses of part a) it is known that the
function p(Ey) in formula (11.3) is integrable over the closed interval I,. Can we
assert that in this case the set E is measurable?
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3. Using Fubini’s theorem and the pOSltiVity of the integral of a positive function,
2

give a simple proof of the equality (—9—273% %{:% for the mixed partial derivatives,

assuming that they are continuous functions.

4. Lgt f : Iop — R be a continuous function defined on an interval I, = {z €
R*|a* <z*<b,i=1,...,n}, and let F: I, , — R be defined by the equality

Fz)= [ f(t)dt
!

where I, C I,p. Find the partial derivatives of this function with respect to the

variables z!, ..., z"™.

5. A continuous function f(z,y) defined on the rectangle I = [a,b] X [¢,d] C R?
has a continuous partial derivative gy in I.

b
a) Let F(y) = f f(z,y) dz. Starting from the equality F(y) = [ ( (.r t) de+
b
f(z, c)) dz, verify the Leibniz rule, according to which F'(y) = [ %5

b) Let G(z,y) = ff(t» y) dt. Find %g and %'

c) Let H(y f f(x y) dz, where h € CMV[a, b]. Find H’(y).

6. Consider the sequence of integrals

- [1wa. R@= [y, e,

0

where f € C(R,R).
a) Verify that F,(z) = F._1(z), F$¥(0) = 0if k < n, and F{*)(z) = f().
b) Show that

0] da; 071 dzy - - IZ—lf(x")dm" = ;Ll—'j(x — )" f(y)dy .

7. a) Let f : E — R be a function that is continuous on the set E = {(z,y) €
R?0<z<1A0<y<z}. Prove that

O/Idxjf(w,y)dy=0/1dyy/lf(w,y)dw'

27 sinx

b) Use the example of the iterated integral [ dz [ 1-dy to explain why not

0 0
every iterated integral comes from a double integral via Fubini’s theorem.
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11.5 Change of Variable in a Multiple Integral

11.5.1 Statement of the Problem and Heuristic Derivation
of the Change of Variable Formula

In our earlier study of the integral in the one-dimensional case, we obtained
an important formula for change of variable in such an integral. Our problem
now is to find a formula for change of variables in the general case. Let us
make the question more precise.

Let D, be a set in R™, f a function that is integrable over D,, and
¢ : Dy — D, a mapping t — ¢(t) of a set Dy C R™ onto D,. We seek a rule
according to which, knowing f and ¢, we can find a function ¢ in D, such

that the equality
[ f@do= [wie)a
D, D,

holds, making it possible to reduce the computation of the integral over D,
to the computation of an integral over D;.

We begin by assuming that D; is an interval I C R™ and ¢ : I — D, a
diffeomorphism of this interval onto D,. To every partition P of the interval
I into intervals I, I, . .., I there corresponds a partition of D, into the sets
w(L;),i=1,..., k. If all these sets are measurable and intersect pairwise only
in sets of measure zero, then by the additivity of the integral we find

/f(x)dx=i / f(z)dz . (11.8)
D,

=l

If f is continuous on D, then by the mean-value theorem

/ f(@)dz = fE)u(e) |

w(ls)

where & € ¢(I;). Since f(&) = f(¢(7:)), where 7; = ~1(&;), we need only
connect p(p(I;)) with p(I;).

If ¢ were a linear transformation, then ¢(I;) would be a parallelepiped
whose volume, as is known from analytic geometry, would be |det ¢'|u(;).
But a diffeomorphism is locally a nearly linear transformation, and so, if
the dimensions of the intervals I; are sufficiently small, we may assume
p(e(;)) ~ |det¢'(r;)| |I;] with small relative error (it can be shown that
for some choice of the point 7; € I; actual equality will result). Thus

k k

> / fl@)dz =Y fp(n))|det ¢ ()| L] - (11.9)
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But, the right-hand side of this approximate equality contains a Riemann
sum for the integral of the function f(p(t))|det¢’(t)| over the interval I
corresponding to the partition P of this interval with distinguished points 7.
In the limit as A(P) — 0 we obtain from (11.8) and (11.9) the relation

[ r@az = [ s(e0)1ders @)l ac.

This is the desired formula together with an explanation of it. The route
just followed in obtaining it can be traversed with complete rigor (and it is
worthwhile to do so). However, in order to become acquainted with some
new and useful general mathematical methods and facts and avoid purely
technical work, we shall depart from this route slightly in the proof below.

We now proceed to precise statements. We recall the following definition.

Definition 1. The support of a function f : D — R defined in a domain
D C R" is the closure in D of the set of points of x € D at which f(z) # 0.

In this section we shall study the situation when the integrand f : D, — R
equals zero on the boundary of the domain D,, more precisely, when the
support of the function f (denoted supp f) is a compact set” K contained in
D,. The integrals of f over D, and over K, if they exist, are equal, since the
function equals zero in D, outside of K. From the point of view of mappings
the condition supp f = K C D, is equivalent to the statement that the
change of variable z = (¢) is valid not only in the set K over which one is
essentially integrating, but also in some neighborhood D, of that set.

We now state what we intend to prove.

Theorem 1. If ¢ : Dy — D, is a diffeomorphism of a bounded open set
D; C R™ onto a set D, = p(D;) C R™ of the same type, f € R(D,),
and supp f is a compact subset of D, then f o p|det¢'| € R(D;), and the
following formula holds:

/ f(z)dz = /f o ¢(t)| det ¢ (t)| dt . (11.10)

Dy=¢(D¢)

11.5.2 Measurable Sets and Smooth Mappings

Lemma 1. Let ¢ : Dy — D, be a diffeomorphism of an open set Dy C R™
onto a set D, C R™ of the same type. Then the following assertions hold.

a) If Ey C Dy is a set of (Lebesgue) measure zero, its image ¢(Ey) C Dy
is also a set of measure zero.

7 Such functions are naturally called functions of compact support in the domain.
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b) If a set Ey contained in Dy along with its closure E, has Jordan measure
zero, its image p(E;) = E, is contained in D, along with its closure and also
has measure zero.

c) Ifa( Jor(_iim) measurable set E; is contained in the domain D; along
with its closure Fy, its image E, = ¢(FE}) is Jordan measurable and E; C D,.

Proof. We begin by remarking that every open subset D in R™ can be rep-
resented as the union of a countable number of closed intervals (no two of
which have any interior points in common). To do this, for example, one can
partition the coordinate axes into closed intervals of length A and consider
the corresponding partition of R™ into cubes with sides of length A. Fixing
A =1, take the cubes of the partition contained in D. Denote their union
by Fi. Then taking A = 1/2, adjoin to Fj the cubes of the new partition
that are contained in D \ Fj. In that way we obtain a new set Fj, and so
forth. Continuing this process, we obtain a sequence F} C --- C F,, C --- of
sets, each of which consists of a finite or countable number of intervals hav-
ing no interior points in common, and as one can see from the construction,
UF.=D.

Since the union of an at most countable collection of sets of measure zero
is a set of measure zero, it suffices to verify assertion a) for a set E; lying in
a closed interval I C D;. We shall now do this.

Since ¢ € C(I) (that is, ¢’ € C(I)), there exists a constant M such that
l¢'(t)|]| < M on I. By the finite-increment theorem the relation |z — x| <
Mt —t;| must hold for every pair of points t1,t2 € I with images z; = ¢(t1),
T2 = p(t2).

Now let {I;} be a covering of E; by intervals such that ) |I;| < €. Without

loss of generality we may assume that I[; = ;NI cI. °

The collection {¢(I;)} of sets ¢(I;) obviously forms a covering of E, =
@(Ey). If t; is the center of the interval I;, then by the estimate just given for
the possible change in distances under the mapping ¢, the entire set ¢(I;) can
be covered by the interval f, with center z; = @(t;) whose linear dimensions
are M times those of the interval I;. Since |I;| = M™|I|, and o(E,) c U1,

K3
we have obtained a covering of ¢(FE;) = E, by intervals whose total volume
is less than M™e. Assertion a) is now established.

Assertion b) follows from a) if we take into account the fact that E;
(and hence by what has been proved, E, = ¢(E}) also) is a set of Lebesgue
measure zero and that E; (and hence also E,) is a compact set. Indeed, by
Lemma 3 of Sect. 11.1 every compact set that is of Lebesgue measure zero
also has Jordan measure zero.

Finally, assertion c¢) is an immediate consequence of b), if we recall the
definition of a measurable set and the fact that interior points of E; map
to interior points of its image E, = ¢(E;) under a diffeomorphism, so that
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Corollary. Under the hypotheses of the theorem the integral on the right-hand
side of formula (11.10) exists.

Proof. Since |det ¢'(t)| # 0 in Dy, it follows that supp f o ¢ - |det /| =
supp foyow 1(supp f) is a compact subset in D;. Hence the points at which
the function foy-|det ¢'|xp, in R™ is discontinuous have nothing to do with
the function x p,, but are the pre-images of points of discontinuity of f in D,.
But f € R(D,), and therefore the set E, of points of discontinuity of f in
D, is a set of Lebesgue measure zero. But then by assertion a) of the lemma
the set E; = ¢~ !(E;) has measure zero. By Lebesgue’s criterion, we can now
conclude that f o ¢ -|det¢'|xp, is integrable on any interval I; > D;. O

11.5.3 The One-dimensional Case

Lemma 2. a) If ¢ : I; — I, is a diffeomorphism of a closed interval I; C R}
onto a closed interval I, C R! and f € R(I,), then fo-|¢'| € R(I:) and

/ f(z)de = / (Fow l@N(t)dt. (11.11)
I,

I;
b) Formula (11.10) holds in R!.

Proof. Although we essentially already know assertion a) of this lemma, we
shall use the Lebesgue criterion for the existence of an integral, which is now
at our disposal, to give a short proof here that is independent of the proof
given in Part 1.

Since f € R(I;) and ¢ : I; — I, is a diffeomorphism, the function foy|¢'|
is bounded on I;. Only the preimages of points of discontinuity of f on I, can
be discontinuities of the function fop|¢’|. By Lebesgue’s criterion, the latter
form a set of measure zero. The image of this set under the diffeomorphism
¢~ 1: I, = I, as we saw in the proof of Lemma 1, has measure zero. Therefore
foplo| € R(LY).

Now let P, be a partition of the closed interval I,. Through the mapping
¢~ it induces a partition P; of the closed interval I;, and it follows from the
uniform continuity of the mappings ¢ and ¢! that A(P;) — 0 < A(P;) — 0.
We now write the Riemann sums for the partitions P, and P; with distin-
guished points &; = p(7;):

D f(€lzi = mioal = D fop(rlp(ts) — pltia| =
= Zf o ‘P(Ti)|<PI(7'i)| [t; — tiz1] ,

and the points & can be assumed chosen just so that & = ¢(7;), where 7;
is the point obtained by applying the mean-value theorem to the difference

@(t:) — p(ti-1).
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Since both integrals in (11.11) exist, the choice of the distinguished points
in the Riemann sums can be made to suit our convenience without affecting
the limit. Hence from the equalities just written for the Riemann sums, we
find (11.11) for the integrals in the limit as A(P;) — 0 (A(P;) — 0).

Assertion b) of Lemma 2 follows from Eq. (11.11). We first note that in
the one-dimensional case |det ¢’| = |¢|. Next, the compact set supp f can
easily be covered by a finite system of closed intervals contained in D, no
two of which have common interior points. The integral of f over D, then
reduces to the sum of the integrals of f over the intervals of this system, and
the integral of f o p|¢’| over D; reduces to the sum of the integrals over the
intervals that are the pre-images of the intervals in this system. Applying Eq.
(11.11) to each pair of intervals that correspond under the mapping ¢ and
then adding, we obtain (11.10). O

Remark 1. The formula for change of variable that we proved previously had
the form

»(B) B
/ f(x)dx=/((fo<p)-g0/)(t)dt, (11.12)
() a

where ¢ was any smooth mapping of the closed interval [a, 8] onto the interval
with endpoints ¢(a) and ¢(3). Formula (11.12) contains the derivative ¢’
itself rather than its absolute value |¢’|. The reason is that on the left-hand
side it is possible that ¢(8) < ¢(a).

However, if we observe that the relations

fbf(a:)dac, if a<b,

/f(x)da:: “
T - [ f(z)dz, if a>b,

hold, it becomes clear that when ¢ is a diffeomorphism formulas (11.11) and
(11.12) differ only in appearance; in essence they are the same.

Remark 2. Tt is interesting to note (and we shall certainly make use of this
observation) that if ¢ : I; — I, is a diffeomorphism of closed intervals, then
the formulas

flz)dz

](f°<p|<p’|)(t) dt
I,

f@)ds = [(foelewa,

T — S~

for the upper and lower integrals of real-valued functions are always valid.
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Given that fact, we may take as established that in the one-dimensional
case formula (11.10) remains valid for any bounded function f if the integrals
in it are understood as upper or lower Darboux integrals.

Proof. We shall assume temporarily that f is a nonnegative function bounded
by a constant M.

Again, as in the proof of assertion a) of Lemma 2, one may take partitions
P, and P; of the intervals I, and I; respectively that correspond to each
other under the mapping ¢ and write the following estimates, in which € is
the maximum oscillation of ¢ on intervals of the partition P;:

2 2p J@lem e <3 up () sup | O]t~ til <
< (f (e(0) ‘é‘i& P O]) 144 <
< Z sup (£((0) (1 ()] + )| At <

<> Sup (f(w(t))lw’(t)l)lAtil + E;ti‘iﬁl Fle®)1At] <

i

< ZEE (@)@ ®)])|At:| + eM|IL] .

Taking account of the uniform continuity of ¢ we obtain from this the

relation
/f(w dw</(fosols0|)()

I,

as A\(P;) — 0. Applying what has just been proved to the mapping ¢!

and the function f o p|¢’|, we obtain the opposite inequality, and thereby
establish the first equality in Remark 2 for a nonnegative function. But since
any function can be written as f = max{f,0} — max{—f,0} (a difference of
two nonnegative functions) the equality can be considered to be established
in general. The second equality is verified similarly. O

From the equalities just proved one can of course obtain once again as-
sertion a) of Lemma 2 for real-valued functions f.
11.5.4 The Case of an Elementary Diffeomorphism in R™

Let ¢ : Dy = D, be a diffeomorphism of a domain D; C R} onto a domain
D, C R? with (¢!,...,¢") and (z!,...,z") the coordinates of points t € R}
and z € R7? respectively. We recall the following definition.

Definition 2. The diffeomorphism ¢ : D; — D, is elementary if its coordi-
nate representation has the form
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ol =it ..., t") =t

.'l)k_l — (pk—l(tl,.. ,t'n) — tk—l ,
k= k(e . ) = Rt .tk )
(lfk+1 — on(tl,-. ,tn) — tk+1

= (tl, ... ") =t".
Thus only one coordinate is changed under an elementary diffeomorphism
(the kth coordinate in this case).

Lemma 3. Formula (11.10) holds for an elementary diffeomorphism.

Proof. Up to a relabeling of coordinates we may assume that we are consider-
ing a diffeomorphism ¢ that changes only the nth coordinate. For convenience
we introduce the following notation: :

(', ..., 2" Y 2") = (Z,z");  (t},...,t" L") = (£,t");
Dy (Zo) := {(Z,2") € D;|T =Zo} ;
Dtn(tO) = {(t,tn) (S Dtl t= to} .

Thus Dy~ (T) and Dyn(t) are simply the one-dimensional sections of the
sets D, and D; respectively by lines parallel to the nth coordinate axis. Let
I be an interval in R containing D,. We represent I, as the direct product
I, = Iz X I;» of an (n — 1)-dimensional interval I3 and a closed interval I»
of the nth coordinate axis. We give a similar representation I, = Iy x I;» for
a fixed interval I; in R} containing D;.

Using the definition of the integral over a set, Fubini’s theorem, and Re-
mark 2, we can write

E{f(ﬂdxz{[f-xbz(z)dz:/di{z/nf.XDI(E,zn)dznz

Iz
=/d5 / f(z,z")d2" =
Iz Den(®)
~ ~ ~ Op™ | ~
:/dt / f(t,go"(t,t"))‘ﬁ\(t,t")dt"=
Iy Dt"(?)

= [ [ (ovlderoxn) G drn =
L I

tn

=/(fowldets0’|><nc)(t)dt=/(fosoldetso’l)(t)dt-

Ig Dt
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n

In this computation we have used the fact that dety’ = %% for the
diffeomorphism under considertation. 0O

11.5.5 Corhposite Mappings and the Formula for Change
of Variable

Lemma 4. If D, AN D, %5 D, are two diffeomorphisms for each of which
formula (11.10) for change of variable in the integral holds, then it holds also
for the composition p oty : D, — D, of these mappings.

Proof. Tt suffices to recall that (p o) = ¢’ o)’ and that det(p o ¥)'(1) =
det ¢’ (t) det ¢’ (), where t = (7). We then have

f(@)dz = [ (fopldety'])dt =
i

Dy

:/((fosoozbndew'ow|dew'|)<f>df=

D

=/(fo(<p01/1)|det(<pow)'l)(7)d7- 0

D,

11.5.6 Additivity of the Integral and Completion of the Proof
of the Formula for Change of Variable in an Integral

Lemmas 3 and 4 suggest that we might use the local decomposition of any
diffeomorphism as a composition of elementary diffeomorphisms (see Propo-
sition 2 from Subsect. 8.6.4 of Part 1) and thereby obtain the formula (11.10)
in the general case.

There are various ways of reducing the integral over a set to integrals over
small neighborhoods of its points. For example, one may use the additivity
of the integral. That is the procedure we shall use. On the basis of Lemmas
1, 3, and 4 we now carry out the proof of Theorem 1 on change of variable
in a multiple integral.

Proof. For each point ¢ of the compact set K; = supp ((f o )| det ¢'|) C Dy

we construct a §(t)-neighborhood U(t) of it in which the diffeomorphism ¢
decomposes into a composition of elementary diffeomorphisms. From the @-

neighborhoods U (¢) € U(T) of the points t € K, we choose a finite covering

U(t1),...,U(tg) of the compact set K;. Let § = 3 min{&(¢1),...,0(tx)}. Then
the closure of any set whose diameter is smaller than ¢ and which intersects
K; must be contained in at least one of the neighborhoods U(t1),...,U(t).

Now let I be an interval containing the set D; and P a partition of the

interval I such that A(P) < min{d,d}, where § was found above and d is
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the distance from K, to the boundary of D;. Let {I;} be the intervals of the
partition P that have a nonempty intersection with K;. It is clear that if
I, € {Iz}, then I; C D; and

[ (Govldere@d = [ ((fopldets'hrn) Ot =
I

D,

= Z/(fowldew’l)(t) de . (11.13)
i I,

By Lemma 1 the image E; = ¢(I;) of the intervals I; is a measurable set.
Then the set E = |J E; is also measurable and supp f C F = E C D,. Using

7
the additivity of the integral, we deduce from this that

/f / Fxp,(z)dz = / fxp. w)dw+/fxD (z)dz =

1,CD, I\E

/fXD dx—/f dx—Z/f (11.14)

iR,

By construction every interval I; € {I;} is contained in some neighbor-
hood U(z;) inside which the diffeomorphism ¢ decomposes into a composition
of elementary diffeomorphisms. Hence on the basis of Lemmas 3 and 4 we
can write

/f(w)dw=/(fo<p|det<p’|)(t)dt. (11.15)
B I

Comparing relations (11.13), (11.14), and (11.15), we obtain formula
(11.10). O

11.5.7 Corollaries and Generalizations of the Formula for Change
of Variable in a Multiple Integral

a. Change of Variable under Mappings of Measurable Sets

Proposition 1. Let ¢ : Dy — D, be a diffeomorphism of a bounded open set
D; C R™ onto a set D, C R™ of the same type; let By and E, be subsets of
D; and D, respectively and such that E; C Dy, E, C D, and E, = p(E}).
If f e R(E;), then f o p|det ¢'| € R(E:), and the following equality holds:

/f dx—/(fo<p|det<p|) (t) dt (11.16)

E;
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Proof. Indeed,

/ f(z)de = / (fxe.)(@)dz = / (((Fxe.) o ) det ) (t) dt =
E

D, D,

- / ((F o )] det o' |xz, ) (£) dt = / ((F o )] det o'|) () dt .

D, E,

In this computation we have used the definition of the integral over a set,
formula (11.10), and the fact that xg, = xg, 0. O

b. Invariance of the Integral We recall that the integral of a function
f : E — R over a set E reduces to computing the integral of the function
fxE over an interval I D E. But the interval I itself was by definition con-
nected with a Cartesian coordinate system in R™. We can now prove that all
Cartesian systems lead to the same integral.

Proposition 2. The value of the integral of a function f over a set E C R™
is independent of the choice of Cartesian coordinate system in R™.

Proof. In fact the transition from one Cartesian coordinate system in R™ to
another Cartesian system has a Jacobian constantly equal to 1 in absolute
value. By Proposition 1 this implies the equality

E/, f@de= [(Fo)®dt.

E.

But this means that the integral is invariantly defined: if p is a point of F
having coordinates x = (z!,...,z") in the first system and t = (¢!,...,t")
in the second, and z = ¢(t) is the transition function from one system to the
other, then

f(p) :fz(xl7"'?mn) = ft<t17"'7tn)7

where f; = f; o ¢. Hence we have shown that

E[ fo(@)da = E/ fuyat,

where E, and E; denote the set E in the z and t coordinates respectively.
O

We can conclude from Proposition 2 and Definition 3 of Sect. 11.2 for
the (Jordan) measure of a set £ C R™ that this measure is independent of
the Cartesian coordinate system in R", or, what is the same, that Jordan
measure is invariant under the group of rigid Euclidean motions in R™.
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c. Negligible Sets The changes of variable or formulas for transforming co-
ordinates used in practice sometimes have various singularities (for example,
one-to-oneness may fail in some places, or the Jacobian may vanish, or differ-
entiability may fail). As a rule, these singularities occur on a set of measure
zero and so, to meet the demands of practice, the following theorem is very
useful.

Theorem 2. Let ¢ : D; — D, be a mapping of a (Jordan) measurable set
D, C R} onto a set D, C R} of the same type. Suppose that there are
subsets Sy and S of D; and D, respectively having (Lebesque) measure zero
and such that Dy \ Sy and Dy \ S; are open sets and ¢ maps the former
diffeomorphically onto the latter and with a bounded Jacobian. Then for any
function f € R(D;) the function (f o ¢)|det¢’| also belongs to R(D; \ St)
and

/f(z)da:= / ((fop)|dety’|)(t)dt . (11.17)
D, D¢\S:
If, in addition, the quantity | det ¢'| is defined and bounded in Dy, then

/f(z)dx:/((focp)|detg0'|)(t)dt. (11.18)
D,

D

Proof. By Lebesgue’s criterion the function f can have discontinuities in D,
and hence also in D, \ S, only on a set of measure zero. By Lemma 1, the
image of this set of discontinuities under the mapping ¢! : D,\ S, — D;\'S;
is a set of measure zero in D, \ S;. Thus the relation (f o ¢)|det ¢’| € R(D; \
S:) will follow immediately from Lebesgue’s criterion for integrability if we
establish that the set D; \ S; is measurable. The fact that this is indeed a
Jordan measurable set will be a by-product of the reasoning below.

By hypothesis D, \ S, is an open set, so that (D, \ Sz) N 0S; = .
Hence 0S, ¢ 8D, U S, and consequently 8D, U S, = 0D, U S,, where
S, =S, U8, is the closure of S, in RZ. As a result, 0D, U S; is a closed
bounded set, that is, it is compact in R™, and, being the union of two sets
of measure zero, is itself of Lebesgue measure zero. From Lemma 3 of Sect.
11.1 we know that then the set 8D, U S, (and along with it, S;) has measure
zero, that is, for every ¢ > 0 there exists a finite covering I,..., I of this

k
set by intervals such that > |I;] < . Hence it follows, in particular, that

i=1

the set D, \ S; (and similarly the set D; \ S;) is Jordan measurable: indeed,
D\ S;) Cc0D,UHS, C D, U S,.

The covering I4,...,Ix can obviously also be chosen so that every point
x € 8D, \ S, is an interior point of at least one of the intervals of the
covering. Let U, = Ule I,. The set U, is measurable, as is V, = D, \ U,. By
construction the set V,, is such that V, C D, \ S, and for every measurable
set E, C D, containing the compact set V, we have the estimate
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llf(x)dx—é{f(x)dx

<

:‘ / f(z)dz

Da:\Ez:
< Mu(D\E;)<M-e,  (11.19)

where M = sup f(x).
€D,

The pre-image V; = ¢~ }(V,) of the compact set V, is a compact subset
of D; \ S;. Reasoning as above, we can construct a measurable compact set
W} subject to the conditions V.c W, C D, \ S; and having the property
that the estimate

' / ((focp)|det<pl|)(t)dt—/((f0g0)|det(p,|)(t)dt <e  (11.20)

Dt\St Et

holds for every measurable set F; such that W; C E; C D, \ S;.

Now let E, = ¢(E;). Formula (11.16) holds for the sets E, C D, \ S,
and E; C D;\ S; by Lemma 1. Comparing relations (11.16), (11.19), and
(11.20) and taking account of the arbitrariness of the quantity e > 0, we
obtain (11.17).

We now prove the last assertion of Theorem 2. If the function (foy)|det ¢'|
is defined on the entire set Dy, then, since D; \ S; is open in R?, the entire
set of discontinuities of this function in D, consists of the set A of points of
discontinuity of (f o ¢)|det ¢/| ’ DS, (the restriction of the original function

to D; \ S;) and perhaps a subset B of S; U 0D;.

As we have seen, the set A is a set of Lebesgue measure zero (since the
integral on the right-hand side of (11.17) exists), and since S; U 0D; has
measure zero, the same can be said of B. Hence it suffices to know that
the function (f o ¢)|det¢’| is bounded on Dy; it will then follow from the
Lebesgue criterion that it is integrable over D;. But |f o |(t) < M on Dy,
so that the function (f o ¢)| det ¢| is bounded on S;, given that the function
| det ¢’| is bounded on S; by hypothesis. As for the set D; \ S;, the function
(f o p)|det ¢’| is integrable over it and hence bounded. Thus, the function
(fop)|det ¢'| is integrable over D;. But the sets D; and D, \ S; differ only by
the measurable set S;, whose measure, as has been shown, is zero. Therefore,
by the additivity of the integral and the fact that the integral over S; is zero,
we can conclude that the right-hand sides of (11.17) and (11.18) are indeed
equal in this case. O

Ezample. The mapping of the rectangle I = {(r,) € R [0 <r < RA0 <
¢ < 27} onto the disk K = {(z,y) € R?|22+y? < R?} given by the formulas

T=rcosy, Yy=rsingp, (11.21)

is not a diffeomorphism: the entire side of the rectangle I on which r = 0
maps to the single point (0,0) under this mapping; the images of the points
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(r,0) and (r,27) are the same. However, if we consider, for example, the sets
I'\ 8I and K \ E, where E is the union of the boundary K of the disk K
and the radius ending at (0, R), then the restriction of the mapping (11.21)
to the domain I\ 8I turns out to be a diffeomorphism of it onto the domain
K \ E. Hence by Theorem 2, for any function f € R(K) we can write

Z{/f(x,y)dzdy=‘{/f(rcos<p,rsincp)rdrd(p

and, applying Fubini’s theorem

2w R
//f(x,y)da:dyz/dcp f(rcosp,rsing)rdr.
K 0 0

Relations (11.21) are the well-known formulas for transition from polar
coordinates to Cartesian coordinates in the plane.

What has been said can naturally be developed and extended to the
polar (spherical) coordinates in R™ that we studied in Part 1, where we also
exhibited the Jacobian of the transition from polar coordinates to Cartesian
coordinates in a space R™ of any dimension.

11.5.8 Problems and Exercises

1. a) Show that Lemma 1 is valid for any smooth mapping ¢ : D; — D, (also see
Problem 8 below in this connection).

b) Prove that if D is an open set in R™ and ¢ € C™V(D,R"), then ¢(D) is a
set of measure zero in R™ when m < n.

2. a) Verify that the measure of a measurable set E and the measure of its image
»(F) under a diffeomorphism ¢ are connected by the relation u(cp(E)) = 0u(E),

where 6 = [inf | det ¢’ (t)], sup | det ¢’ ()] |-
teE tcE

b) In particular, if E is a connected set, there is a point 7 € E such that
u(e(B)) = det ' (7)|u(E).

3. a) Show that if formula (11.10) holds for the function f = 1, then it holds in
general.

b) Carry out the proof of Theorem 1 again, but for the special case f = 1,
simplifying it for this special situation.

4. Without using Remark 2, carry out the proof of Lemma 3, assuming Lemma 2
is known and that two integrable functions that differ only on a set of measure zero
have the same integral.
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5. Instead of the additivity of the integral and the accompanying analysis of the
measurability of sets, one can use another device for localization when reducing
formula (11.10) to its local version (that is to the verification of the formula for
a small neighborhood of the points of the domain being mapped). This device is
based on the linearity of the integral.

a) If the smooth functions ey,...,ex are such that 0 < e; < 1,7 =1,...,k,
k k
and > ei(z) = 1 on Dg, then [ (E eif) (z)dz = [ f(z)dz for every function
i Dy

Dy \i=1
f € R(Dg).
b) If supp e; is contained in the set U C Dz, then [ (e:f)(z)dz = [(eif)(x) dz.
D, U
c¢) Taking account of Lemmas 3 and 4 and the linearity of the integral, one
can derive formula (11.10) from a) and b), if for every open covering {U,} of the
compact set K = supp f C D, we construct a set of smooth functions e, ...,ex

3
in D; such that 0 <e; <1,i=1,...,k, > e; =1 on K, and for every function

=1
ei € {e:} there is a set Ua; € {Us} such that suppe; C U,;.
In that case the set of functions {e;} is said to be a partition of unity on the
compact set K subordinate to the covering {Ua}.

6. This problem contains a scheme for constructing the partition of unity discussed
in Problem 5.

a) Construct a function f € C(®)(R,R) such that f - =1and suppf C

[-1—=46,1+ 6], where § > 0.

b) Construct a function f € C(w)(R",R) with the properties indicated in a) for
the unit cube in R™ and its é-dilation.

c¢) Show that for every open covering of the compact set K C R™ there exists a
smooth partition of unity on K subordinate to this covering.

d) Extending c), construct a C(*)-partition of unity in R” subordinate to a
locally finite open covering of the entire space. (A covering is locally finite if every
point of the set that is covered, in this case R™, has a neighborhood that intersects
only a finite number of the sets in the covering. For a partition of unity containing
an infinite number of functions {e;} we impose the requirement that every point
of the set on which this partition is constructed belongs to the support of at most
finitely many of the functions {e;}. Under this hypothesis no questions arise as to
the meaning of the equality Y e; = 1; more precisely, there are no questions as to

the meaning of the sum on the left-hand side.)

7. One can obtain a proof of Theorem 1 that is slightly different from the one
given above and relies on the possibility of decomposing only a linear mapping
into a composition of elementary mappings. Such a proof is closer to the heuristic
considerations in Subsect. 11.5.1 and is obtained by proving the following assertions.

a) Verify that under elementary linear mappings L : R™ — R"™ of the form
(', ..., 2" ...,z - (2}, ..., 2" a2k 2R )
A # 0, and

(«,...,z5 ... z™) e (2. 2 e )
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the relation u(L(E)) = |det L'|u(E) holds for every measurable set E C R”;

then show that this relation holds for every linear transformation L : R® — R™.
(Use Fubini’s theorem and the possibility of decomposing a linear mapping into a
composition of the elementary mappings just exhibited.)

b) Show that if ¢ : Di — D, is a diffeomorphism, then u(go(K)) <
J | det ¢’ (t)| dt for every measurable compact set K C D; and its image o(K). (If
K

a € Dy, then 3(¢'(a)) ™! and in the representation o(t) = ( (@)o(¢'(a))™? ocp) (®)

/
i
the mapping ¢’(a) is linear while the transformation (¢’(a))™! o ¢ is nearly an
isometry on a neighborhood of a.)

c) Show that if the function f in Theorem 1 is nonnegative, then [ f(z)dz <

Dy
J ((Fow)ldets]) ®)dt.
D
d) Applying the preceding inequality to the function (f o ¢)|det’| and the
mapping ¢~ ' : D, — D;, show that formula (11.10) holds for a nonnegative func-
tion.

e) By representing the function f in Theorem 1 as the difference of integrable
nonnegative functions, prove that formula (11.10) holds.

8. Sard’slemma. Let D be an open set in R™, let ¢ € C(l)(D,]R"), and let S be
the set of critical points of the mapping . Then ¢(S) is a set of (Lebesgue) measure
zero.

We recall that a critical point of a smooth mapping ¢ of a domain D C R™ into
R™ is a point z € D at which rank ¢’(z) < min{m,n}. In the case m = n, this is
equivalent to the condition det ¢’(z) = 0.

a) Verify Sard’s lemma for a linear transformation.

b) Let I be an interval in the domain D and ¢ € C(D,R™). Show that
there exists a function a(h), @ : R® — R such that a(h) — 0 as h — 0 and
le(z + k) — o(z) — ¢’ (z)h| < a(h)|h| for every z, z+ h € I.

c¢) Using b), estimate the deviation of the image ¢(I) of the interval I under the
mapping ¢ from the same image under the linear mapping L(z) = y(a) +¢'(a)(z —
a), where a € I.

d) Based on a), b), and c¢), show that if S is the set of critical points of the
mapping ¢ in the interval I, then ¢(S) is a set of measure zero.

e) Now finish the proof of Sard’s lemma.

f) Using Sard’s lemma, show that in Theorem 1 it suffices to require that the
mapping ¢ be a one-to-one mapping of class CV)(D,, D).

We remark that the version of Sard’s lemma given here is a simple special case
of a theorem of Sard and Morse, according to which the assertion of the lemma
holds even if D C R™ and ¢ € C¥)(D,R"), where k = max{m —n + 1,1}. The
quantity k here, as an example of Whitney shows, cannot be decreased for any pair
of numbers m and n.

In geometry Sard’s lemma is known as the assertion that if ¢ : D — R" is
a smooth mapping of an open set D C R™ into R", then for almost all points
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z € (D), the complete pre-image ¢~ '(z) = M, in D is a surface (manifold) of
codimension n in R™ (that is, m — dim M; = n for almost all z € D).

9. Suppose we consider an arbitrary mapping ¢ € C®(D;,D,) such that
det ¢’'(t) # 0 in D, instead of the diffeomorphism ¢ of Theorem 1. Let n(z) =
card {t € supp (f o ¢)| p(t) = x}, that is, n(z) is the number of points of the sup-
port of the function f o ¢ that map to the point £ € D, under ¢ : Dy — D. The
following formula holds:

[ m@dz= [ ((Fopldets )t

D, Dy

a) What is the geometric meaning of this formula for f =17

b) Prove this formula for the special mapping of the annulus D; = {t € R?|1 <
[t| < 2} onto the annulus D, = {z € R2|1 < |z| < 2} given in polar coordinates
(r,) and (p, #) in the planes RZ and R? respectively by the formulas r = p, ¢ = 26.

¢) Now try to prove the formula in general.

11.6 Improper Multiple Integrals

11.6.1 Basic Definitions

Definition 1. An ezhaustion of a set E C R™ is a sequence of measurable
o0
sets {E,} such that F,, C E,y; C Eforanyn€eNand | E, =F.

n=1

Lemma. If {E,} is an ezhaustion of a measurable set E, then:
a) lim p(En) = w(E);
b) for every function f € R(E) the function f | g, olso belongs to R(E,),

and
lim f dm—/f
n—r oo

Proof. Since F,, C E,y; C E, it follows that u(E,) < u(Ep+1) < u(F)
and nlgr;o w(E,) < wp(FE). To prove a) we shall show that the inequality
nl;rrgo w(En) > p(F) also holds.

The boundary OF of E has content zero, and hence can be covered by
a finite number of open intervals of total content less than any preassigned
number £ > 0. Let A be the union of all these open intervals. Then the set
EUA =: F is open in R™ and by construction E contains the closure of £
and u(E) < pu(B) + u(A) < w(E) + ¢

For every set E, of the exhaustion {E,} the construction just described
can be repeated with the value €,, = €/2". We then obtain a sequence of open
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sets E,, = E,,UA,, such that E,, C En, u(E’n) < u(En)+u(Ay) < u(En)+en,
oo o (oo}

and |J E,D |J EnDE.

n=1 n=1 _ _

The system of open sets A, E;, Fs,..., forms an open covering of the
compact set E.~ _

Let A, E1, Es,. . . ,Ej be a finite covering of E extracted from this covering.
Since Fy C Fy C --- C Ej, the sets A, Ay,..., Ak, Fy also form a covering
of E and hence

K(E) < w(E) < u(Ex) + u(A) + (A1) + - + p(Ak) < p(Ex) + 2¢;.

It follows from this that p(E) < ILm u(Ey).

b) The relation f | p. € R(Ep) is well known to us and follows from
Lebesgue’s criterion for the existence of the integral over a measurable set. By
hypothesis f € R(F), and so there exists a constant M such that |f(z)| < M

on E. From the additivity of the integral and the general estimate for the
integral we obtain

Ib/f(x)dx—E[f(x)dx :‘E\én f(z)dx

From this, together with what was proved in a), we conclude that b) does
indeed hold. O

Definition 2. Let {E,} be an exhaustion of the set F and suppose the
function f: E — R is integrable on the sets E,, € {E,}. If the limit

E/f(x)dx = nlLH;OE/nf(x)dx

exists and has a value independent of the choice of the sets in the exhaustion
of E, this limit is called the improper integral of f over E.

The integral sign on the left in this last equality is usually written for any
function defined on E, but we say that the integral exists or converges if the
limit in Definition 2 exists. If there is no common limit for all exhaustions of
E, we say that the integral of f over E does not exist, or that the integral
diverges.

The purpose of Definition 2 is to extend the concept of integral to the
case of an unbounded integrand or an unbounded domain of integration.

The symbol introduced to denote an improper integral is the same as the
symbol for an ordinary integral, and that fact makes the following remark
necessary.

Remark 1. If E is a measurable set and f € R(FE), then the integral of f over
E in the sense of Definition 2 exists and has the same value as the proper
integral of f over E.
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Proof. This is precisely the content of assertion b) in the lemma above. O

The set of all exhaustions of any reasonably rich set is immense, and we do
not use all exhaustions. The verification that an improper integral converges
is often simplified by the following proposition.

Proposition 1. If a function f : E — R is nonnegative and the limit in Def-
inition 2 exists for even one exhaustion {E,} of the set E, then the improper
integral of f over E converges.

Proof. Let {E,} be a second exhaustion of F into elements on which f is
integrable. The sets Ef := E}; N E,, n = 1,2,... form an exhaustion of the
set £}, and so it follows from part b) of the lemma that

Since f > 0 and E} C Ej; C E, it follows that

Jlim [ f(z)dr=B<A.
k—o0
2

But there is symmetry between the exhaustions {E,} and {E}}, so that
A < B also, and hence A= B. O

Ezample 1. Let us find the improper integral [ e~ @+ dz dy.
]R2

We shall exhaust the plane R? by the sequence of disks E,, = {(z,y) €
R?| 2% + y2 < n?}. After passing to polar coordinates we find easily that

2w n
// e~ ) dpdy = / d<p/e_’"2rdr =rl-e")>7r
0 0

n

as n — oo.
By Proposition 1 we can now conclude that this integral converges and
equals 7.

One can derive a useful corollary from this result if we now consider the
exhaustion of the plane by the squares E!, = {(z,y) € R?||z| <nAly| < n}.
By Fubini’s theorem

n

n n 2
//e‘(zzﬂ’z)da:dy: / dy/e @*+*) qg = (/e‘t2 dt) .
B, -n

-n —-n
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By Proposition 1 this last quantity must tend to m as n — oo. Thus,
following Euler and Poisson, we find that

+o00

/e_Zde=\/7—r.

— 00

Some additional properties of Definition 2 of an improper integral, which
are not completely obvious at first glance, will be given below in Remark 3.

11.6.2 The Comparison Test for Convergence
of an Improper Integral

Proposition 2. Let f and g be functions defined on the set E and integrable

over ezactly the same measurable subsets of it, and suppose |f(z)| < g(z) on

E. If the improper integral [ g(x)dx converges, then the integrals [ |f|(x)dx
E E

and [ f(z)dz also converge.
E

Proof. Let {E,} be an exhaustion of E on whose elements both g and f
are integrable. It follows from the Lebesgue criterion that the function |f| is
integrable on the sets F,, n € N, and so we can write

[ M@ae- [1n@dae= [ i@ s
En

Entk Enik\En
< / o(z) dz = /g(w)dx—/g(z)dx,
Enyk\En Entk En

where k and n are any natural numbers. When we take account of Proposition
1 and the Cauchy criterion for the existence of a limit of a sequence, we
conclude that the integral [ |f|(z)dz converges.

E

Now consider the functions f; := %(|f| + f) and f_ := %(|f| - f).
Obviously 0 < f4 <|f|] and 0 < f_ < |f|. By what has just been proved, the
improper integrals of f, and f_ over E both converge. But f = f. — f_, and
hence the improper integral of f over the same set converges as well (and is
equal to the difference of the integrals of f; and f_). O

In order to make effective use of Proposition 2 in studying the convergence
of improper integrals, it is useful to have a store of standard functions for
comparison. In this connection we consider the following example.

Ezample 2. In the deleted n-dimensional ball of radius 1, B C R™ with its
center at 0 removed, consider the function 1/r%, where r = d(0,z) is the
distance from the point € B\ 0 to the point 0. Let us determine the values
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of a € R for which the integral of r~* over the domain B \ 0 converges.
To do this we construct an exhaustion of the domain by the annular regions
B(e) = {z € Ble < d(0,z) < 1}.

Passing to polar coordinates with center at 0, by Fubini’s theorem, we

obtain .

[ o= [ [ 7 e[

B(e) € €

where dp = dp;...dp,—1 and f(p) is a certain product of sines of the
angles ¢1,...,@,—2 that appears in the Jacobian of the transition to polar
coordinates in R™, while ¢ is the magnitude of the integral over s, which
depends only on n, not on r and .

As € — +0 the value just obtained for the integral over B(e) will have a
finite limit if @ < n. In all other cases this last integral tends to infinity as
e — +0.

Thus we have shown that the function m, where d is the distance
to the point 0, can be integrated in a deleted neighborhood of 0 only when
a < n, where n is the dimension of the space.

Similarly one can show that outside the ball B, that is, in a neighborhood
of infinity, this same function is integrable in the improper sense only for
a>n.

Ezample 3. Let [ = {z € R*|0<z" < 1,i=1,...,n} be the n-dimensional
cube and I the k-dimensional face of it defined by the conditions z¥*+1 =
- = 2" = 0. On the set I\ J; we consider the function g5y, where d(z)
is the distance from z € I \ I to the face I;. Let us determine the values of
a € R for which the integral of this function over I \ I converges.
We remark that if z = (z!,..., 2% 2%+ ... z") then

de) = \[(@+)? 4 ()2

Let I(¢) be the cube I from which the e-neighborhood of the face I has
been removed. By Fubini’s theorem

do(z k+1)\2 4 ... n\2\%/2 ul®’
oA (z) / e ((xh+1)2 - + (2m)2) W |ul

where u = (zF+1,... 2") and I,,_x(¢) is the face I,_x C R™™* from which
the e-neighborhood of 0 has been removed.

But it is clear on the basis of the experience acquired in Example 1 that
the last integral converges only for < n — k. Hence the improper integral
under consideration converges only for a < n — k, where k is the dimension
of the face near which the function may increase without bound.
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Remark 2. In the proof of Proposition 2 we verified that the convergence of
the integral | f| implies the convergence of the integral of f. It turns out that
the converse is also true for an improper integral in the sense of Definition
2, which was not the case previously when we studied improper integrals on
the line. In the latter case, we distinguished absolute and nonabsolute (con-
ditional) convergence of an improper integral. To understand right away the
essence of the new phenomenon that has arisen in connection with Definition
2, consider the following example.

Example 4. Let the function f : Ry — R be defined on the set R of nonneg-
n—1
(=1) yifn—1<zxz<mn,

n

ative numbers by the following conditions: f(z) =
n € N.

n=1
as A — oo equal to the sum of this series.

However, this series does not converge absolutely, and one can make it
divergent to +o00, for example, by rearranging its terms. The partial sums of
the new series can be interpreted as the integrals of the function f over the
union E,, of the closed intervals on the real line corresponding to the terms
of the series. The sets E,,, taken all together, however, form an exhaustion of
the domain R, on which f is defined.

00 n— A
Since the series > % converges, the integral [ f(z)dz has a limit
0

o0
Thus the improper integral [ f(z)dz of the function f : Ry — R exists
0

in its earlier sense, but not in the sense of Definition 2.

We see that the condition in Definition 2 that the limit be independent
of the choice of the exhaustion is equivalent to the independence of the sum
of a series on the order of summation. The latter, as we know, is exactly
equivalent to absolute convergence.

In practice one nearly always has to consider only special exhaustions
of the following type. Let a function f : D — R defined in the domain D
be unbounded in a neighborhood of some set E C 0D. We then remove
from D the points lying in the e-neighborhood of E' and obtain a domain
D(e) € D. As ¢ — 0 these domains generate an exhaustion of D. If the
domain is unbounded, we can obtain an exhaustion of it by taking the D-
complements of neighborhoods of infinity. These are the special exhaustions
we mentioned earlier and studied in the one-dimensional case, and it is these
special exhaustions that lead directly to the generalization of the notion of
Cauchy principal value of an improper integral to the case of a space of any
dimension, which we discussed earlier when studying improper integrals on
the line.
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11.6.3 Change of Variable in an Improper Integral

In conclusion we obtain the formula for change of variable in improper in-
tegrals, thereby making a valuable, although very simple, supplement to
Theorems 1 and 2 of Sect. 11.5.

Theorem 1. Let ¢ : Dy — D, be a diffeomorphism of the open set D, C R}
onto the set D, C R} of the same type, and let f : D, — R be integrable
on all measurable compact subsets of Dy. If the improper integral [ f(z)dx

Ed

converges, then the integral [ ((f o ¢)|det¢’|)(t)dt also converges and has
D.
the same value.

Proof. The open set Dy C R} can be exhausted by a sequence of compact sets
EF, k € N, contained in N, each of which is the union of a finite number of
intervals in R} (in this connection, see the beginning of the proof of Lemma
1 in Sect. 11.5). Since ¢ : Dy — D, is a diffeomorphism, the exhaustion
EF of D,, where E¥ = p(EF), corresponds to the exhaustion {EF} of D;.
Here the sets EX = p(E¥) are measurable compact sets in D, (measurability
follows from Lemma 1 of Sect. 11.5). By Proposition 1 of Sect. 11.5 we can
write

[1@a= [ (oplaeswar.

Ek Ek

The left-hand side of this equality has a limit by hypothesis as £ — oc.
Hence the right-hand side also has the same limit. O

Remark 3. By the reasoning just given we have verified that the integral on
the right-hand side of the last equality has the same limit for any exhaustion
D, of the given special type. It is this proven part of the theorem that we shall
be using. But formally, to complete the proof of the theorem in accordance
with Definition 2 it is necessary to verify that this limit exists for every
exhaustion of the domain D;. We leave this (not entirely elementary) proof
to the reader as an excellent exercise. We remark only that one can already
deduce the convergence of the improper integral of |f o ¢||det ¢’| over the
set D, (see Problem 7).

Theorem 2. Let p: Dy — D, be a mapping of the open sets Dy and D,. As-
sume that there are subsets Sy and S, of measure zero contained in Dy and D,
respectively such that Dy \ Sy and D, \ Sy are open sets and p is a diffeomor-
phism of the former onto the latter. Under these hypotheses, if the improper

integral [ f(x)dx converges, then the integral [ ((foyp)|det|)(t)dt also
Dz Dt\st
converges to the same value. If in addition | det ¢'| is defined and bounded on
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compact subsets of Dy, then (f o )|det ¢'| is improperly integrable over the
set Dy, and the following equality holds:

[t@ar= [ (Fooldesh@ar
Dy

D¢\S:

Proof. The assertion is a direct corollary of Theorem 1 and Theorem 2 of
Sect. 11.5, provided we take account of the fact that when finding an improper
integral over an open set one may restrict consideration to exhaustions that
consist of measurable compact sets (see Remark 3).

Ezample 5. Let us compute the integral — [f —dﬁi%;)—a, which is an im-
z2+y2<1
proper integral when a > 0, since the integrand is unbounded in that case in
a neighborhood of the disk z% 4+ y% = 1.
Passing to polar coordinates, we obtain from Theorem 2

_ dzdy rdr _rdrde
// (I—a2%—y2) // (1—r?)e

z2+4y2<1 0<p<2m

o<r<1
For a > 0 this last integral is also improper, but, since the integrand is
nonnegative, it can be computed as the limit over the special exhaustion of
the rectangle I = {(r,¢) € R?|0 < ¢ < 2mr A0 < r < 1} by the rectangles
n={(re) €eR0<p<2rA0<r<1-1} neN Using Fubini’s

theorem, we find that

2 1—%
// rdrdgo — tim [d / rdr 7w
A=) o] P ) A=) " 1-a’
O<p<2m 0 0

0<r<1

By the same considerations, one can deduce that the original integral
diverges for a > 1.

dz d

Ezample 6. Let us show that the integral  [[ piie

lz]+ly=1

converges only

under the condition 1—1) + % <1.

Proof. In view of the obvious symmetry it suffices to consider the integral
only over the domain D in which z >0,y >0 and z +y > 1.

It is clear that the simultaneous conditions p > 0 and ¢ > 0 are necessary
for the integral to converge. Indeed, if p < 0 for example, we would obtain the
following estimate for the integral over the rectangle I4 = {(z,y) € R?|1 <
x < AN0 <y <1} alone, which is contained in D:

1 1

SN e R
dz > [dx A-1 )
// o+ I EETE T B e

0
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which shows that as A — oo, this integral increases without bound. Thus
from now on we may assume that p > 0 and ¢ > 0.

The integrand has no singularities in the bounded portion of the domain
D, so that studying the convergence of this integral is equivalent to studying
the convergence of the integral of the same function over, for example, the
portion G of the domain D where 2P + y? > a > 0. The number a can be
assumed sufficiently large that the curve zP + y? = a lies in D for £ > 0 and
y=>0.

Passing to generalized curvilinear coordinates ¢ using the formulas

z = (rcos’ )7, y=(rsin®p)"/7,

by Theorem 2 we obtain

dzd
// |$|px+ﬁJ|q =p // Tl> ™2 cosh ™ <psin%_1<p)drdcp.

0<p</2
a<r<oo

Using the exhaustion of the domain {(r, ) ER?|0 < ¢ < m/2\a < 7 < o0}

by intervals I.4 = {(r,9) e R?20 < e < p <m/2—-ecAa <71 < A} and
applying Fubini’s theorem, we obtain

// (T%Jr%_z coss ! cpsin%_1 <p) drdp =

0<p<m/2
a<r<oo

w/2—€ A
= lim cos%_lgosin%_l(pd(p lim [ r#ta2dr.
e—0 A—o00
€ a
Since p > 0 and ¢ > 0, the first of these limits is necessarily finite and the
second is finite only when % + % <l O

11.6.4 Problems and Exercises

1. Give conditions on p and ¢ under which the integral If ﬁ% con-
0<|z|+]yl<1
verges.

2. a) Does the limit llm f cos z* dz exist?

—-)OOO

b) Does the integral f cos 22 dz converge in the sense of Definition 27
R1

¢) By verifying that

lim // sin(z® +¢°)dzdy =7
n—o00

|z|<n



11.6 Improper Multiple Integrals 159

and
lim // sin(z? + y*)dzdy =0

n—o0
249y2<2nmn

verify that the integral of sin(z? + y?) over the plane R? diverges.

111
3. a) Compute the integral [ [ [ 92dydz

xPydz"
000 i

b) One must be careful when applying Fubini’s theorem to improper integrals
(but of course one must also be careful when applying it to proper integrals). Show

that the integral ~ [f (—;%g dx dy diverges, while both of the iterated integrals

r>1,y>1
oo 5 9 oo oo 2242
lfd:l:f —I’”m%—)gdy and fdyf G7ratyz dz converge.
c¢) Prove that if f E C(]R2 R) and f > 0 in ]R2 then the existence of either of
the iterated integrals f dz f f(z,y)dy and f dy f f(z,y) dz implies that the

—o0 — 00 —oo —oo
integral [[ f(z,y)dx dy converges to the value of the iterated integral in question.
R2

4. Show that if f € C(R,R), then

tim 1 [ fa)do = £(0)

h—0 T
Z1
5. Let D be a bounded domain in R™ with a smooth boundary and S a smooth
k-dimensional surface contained in the boundary of D. Show that if the function
f € C(D,R) admits the estimate |f| < dn—_lk_—e, where d = d(S, z) is the distance
from z € D to S and € > 0, then the integral of f over D converges.

6. As a supplement to Remark 1 show that it remains valid even if the set F is not
assumed to be measurable.

7. Let D be an open set in R™ and let the function f : D — R be integrable over
any measurable compact set contained in D.

a) Show that if the improper integral of the function |f| over D diverges, then
there exists an exhaustion {E,} of D such that each set E,, is an elementary compact
set, consisting of a finite number of n-dimensional intervals and [[ | f|(z) dz — +o0

En

as n — oo.

b) Verify that if the integral of f over a set converges while the integral of |f|
diverges, then the integrals of f1 = 1(|f| + f) and f- = 3(|f| — f) over the set
both diverge.

c) Show that the exhaustion {E,} obtained in a) can be distributed in such a

way that [ fi(z)dz > f | f|(z) dz for all n € N.
Ent+1\En

d) Using lower Darboux sums, show that if [ fi(z)dz > A, then there exists

E
an elementary compact set F' C E consisting of a finite number of intervals such
that [ f(z)dz > A.

F
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e) Deduce from c) and d) that there exists an elementary compact set F,, C
Ent1\ En for which [ f(z)dz > [ |f|(z)dz + n.
Fn, En

f) Show using e) that the sets Gn = F» N E,, are elementary compact sets (that
is, they consist of a finite number of intervals) contained in D that, taken together,
constitute an exhaustion of D, and for which the relation [ f(z)dz — +oo as

n

n — 0o holds.

Thus, if the integral of |f| diverges, then the integral of f (in the sense of
Definition 2) also diverges.

8. Carry out the proof of Theorem 2 in detail.

9. We recall that if z = (z',...,2™) and £ = (¢',...,£"), then (x,&) = z'€¢' +
-+« 4+ z"€" is the standard inner product in R™. Let A = (ai;) be a symmetric
n X n matrix of complex numbers. We denote by Re A the matrix with elements
Rea;;. Writing ReA > 0 (resp. Re A > 0) means that ((ReA)z,z) > 0 (resp.
((Re A)z,z) > 0) for every z € R, z # 0.

a) Show that if Re A > 0, then for A > 0 and £ € R™ we have
A .
exp| — -2—(A:1;, z) — iz, &) | dz =

]RTL
2m n/2 -1/2 1 -1
= (j\‘) (det A)™"/“exp ( — 54 5»5)) .
Here the branch of vdet A is chosen as follows:

(det A)™/2 = | det A|"/? exp ( - z’IndA) ,

NE

1 n
IndA =5 ;argm(fl) . largp;(A)] <

where p;(A) are the eigenvalues of A.

b) Let A be a real-valued symmetric nondegenerate (n x n) matrix. Then for
£ € R™ and A > 0 we have

/exp (z%(Aa;,x) - i(z,{)) dz =

R™
2w n/2 —-1/2 i —1 T
= (T) | det A| exp ( - ﬁ<‘4 §,§)> exp (ngn A) .
Here sgn A is the signature of the matrix, that is,
sgn A = v (A) - v_(4) ,

where v (A) is the number of positive eigenvalutes of A and v_(A) the number of
negative eigenvalues.



12 Surfaces and Differential Forms in R"

In this chapter we discuss the concepts of surface, boundary of a surface, and
consistent orientation of a surface and its boundary; we derive a formula for
computing the area of a surface lying in R™; and we give some elementary
information on differential forms. Mastery of these concepts is very impor-
tant in working with line and surface integrals, to which the next chapter is
devoted.

12.1 Surfaces in R™

The standard model for a k-dimensional surface is R¥.

Definition 1. A surface of dimension k (or k-dimensional surface or k-
dimensional manifold) in R™ is a subset S C R™ each point of which has
a neighborhood! in S homeomorphic? to R¥.

Definition 2. The mapping ¢ : R* — U C S provided by the homeomor-
phism referred to in the definition of a surface is called a chart or a local
chart of the surface S, R* is called the parameter domain, and U is the range
or domain of action of the chart on the surface S.

A local chart introduces curvilinear coordinates in U by assigning to the
point 2 = (t) € U the set of numbers t = (t!,...,t*) € R*. It is clear from
the definition that the set of objects S described by the definition does not
change if R is replaced in it by any topological space homeomorphic to R¥.
Most often the standard parameter region for local charts is assumed to be
an open cube I* or an open ball B in R¥. But this makes no substantial
difference.

! As before, a neighborhood of a point z € S C R™ in S is a set Us(z) = SNU(z),
where U(z) is a neighborhood of z in R™. Since we shall be discussing only
neighborhoods of a point on a surface in what follows, we shall simplify the
notation where no confusion can arise by writing U or U(z) instead of Us(z).

2 0On S C R™ and hence also on U C S there is a unique metric induced from R™,
so that one can speak of a topological mapping of U into R"™.
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To carry out certain analogies and in order to make a number of the
following constructions easier to visualize, we shall as a rule take a cube I*
as the canonical parameter domain for local charts on a surface. Thus a chart

p:I*>UCS (12.1)

gives a local parametric equation z = ¢(t) for the surface S C R™, and the k-
dimensional surface itself thus has the local structure of a deformed standard
k-dimensional interval I* C R™.

The parametric definition of a surface is especially important for com-
putational purposes, as will become clear below. Sometimes one can define
the entire surface by a single chart. Such a surface is usually called elemen-
tary. For example, the graph of a continuous function f : I* — R in R+ is
an elementary surface. However, elementary surfaces are more the exception
than the rule. For example, our ordinary two-dimensional terrestrial sphere
cannot be defined by only one chart. An atlas of the surface of the Earth
must contain at least two charts (see Problem 3 at the end of this section).

In accordance with this analogy we adopt the following definition.

Definition 3. A set A(S) := {¢; : IF — U;, i € N} of local charts of a
surface S whose domains of action together cover the entire surface (that is,
S =JU;) is called an atlas of the surface S.

The union of two atlases of the same surface is obviously also an atlas of
the surface.

If no restrictions are imposed on the mappings (12.1), the local
parametrizations of the surface, except that they must be homeomorphisms,
the surface may be situated very strangely in R™. For example, it can happen
that a surface homeomorphic to a two-dimensional sphere, that is, a topolog-
ical sphere, is contained in R3, but the region it bounds is not homeomorphic
to a ball (the so-called Alezander horned sphere).3

To eliminate such complications, which have nothing to do with the ques-
tions considered in analysis, we defined a smooth k-dimensional surface in
R™ in Sect. 8.7 to be a set S C R"™ such that for each xy € S there exists
a neighborhood U(zp) in R™ and a diffeomorphism ¢ : U(zg) — I™ = {t €
R™||t| < 1,i=1,...,n} under which the set Us(zo) := SNU(xp) maps into
the cube I* = I" N {t € R"|tFT! = ... =" = 0}.

It is clear that a surface that is smooth in this sense is a surface in
the sense of Definition 1, since the mappings x = ¥ ~!(t!,...,t%,0,...,0) =
o(t,. .., tF) obviously define a local parametrization of the surface. The con-
verse, as follows from the example of the horned sphere mentioned above, is
generally not true, if the mappings ¢ are merely homeomorphisms. However,

3 An example of the surface described here was constructed by the American
topologist J.W. Alexander (1888-1977).
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if the mappings (12.1) are sufficiently regular, the concept of a surface is
actually the same in both the old and new definitions.

In essence this has already been shown by Example 8 in Sect. 8.7, but
considering the importance of the question, we give a precise statement of
the assertion and recall how the answer is obtained.

Proposition. If the mapping (12.1) belongs to class CV)(I*,R™) and has
mazimal rank at each point of the cube I*, there exists a number ¢ > 0
and a diffeomorphism ¢, : I™ — R™ of the cube I" := {t € R"||t| < &,
i=1,...,n} of dimension n in R™ such that g0|I,cmE" = ‘pfllkmg‘

In other words, it is asserted that under these hypotheses the mappings
(12.1) are locally the restrictions of diffeomorphisms of the full-dimensional
cubes I” to the k-dimensional cubes I¥ = I* N I7.

Proof. Suppose for definiteness that the first k of the n coordinate functions
¢ = pi(tY,...,tk), i = 1,...,n, of the mapping = = ¢(t) are such that

det (%“t"—})(o) #0,14,7 =1,...,k. Then by the implicit function theorem the
relations

" = " (¢!, ..., tF)

near the point (to, o) = (0,¢(0)) are equivalent to relations

t! = fl(z!,...,2%),
tk: k(l'l,."’xk);,
gt = PRt Ry
L xn_fn(xl, ,xk)

In this case the mapping
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( tt = fi(zt, ..., 2%),

L tn =2" — f*(z!,..., 2%

is a diffeomorphism of a full-dimensional neighborhood of the point zy € R™.
As ¢, we can now take the restriction to some cube I of the diffeomorphism
inverse to it. O

By a change of scale, of course, one can arrange to have € = 1 and a unit
cube I7 in the last diffeomorphism.

Thus we have shown that for a smooth surface in R™ one can adopt the
following definition, which is equivalent to the previous one.

Definition 4. The k-dimensional surface in R™ introduced by Definition 1
is smooth (of class C™) m > 1) if it has an atlas whose local charts are
smooth mappings (of class C(™), m > 1) and have rank k at each point of
their domains of definition.

We remark that the condition on the rank of the mappings (12.1) is es-
sential. For example, the analytic mapping R > t — (z!,22) € R? defined by
z! =12, 22 = t3 defines a curve in the plane R? having a cusp at (0,0). It is
clear that this curve is not a smooth one-dimensional surface in R?, since the
latter must have a tangent (a one-dimensional tangent plane) at each point.*

Thus, in particular one should not conflate the concept of a smooth path
of class C(™) and the concept of a smooth curve of class C'(™).

In analysis, as a rule, we deal with rather smooth parametrizations (12.1)
of rank k. We have verified that in this case Definition 4 adopted here for a
smooth surface agrees with the one considered earlier in Sect. 8.7. However,
while the previous definition was intuitive and eliminated certain unnecessary
complications immediately, the well-known advantage of Definition 4 of a
surface, in accordance with Definition 1, is that it can easily be extended to
the definition of an abstract manifold, not necessarily embedded in R™. For
the time being, however, we shall be interested only in surfaces in R".

Let us consider some examples of such surfaces.

Ezample 1. We recall that if F* € C™)(R™,R), i =1,...,n — k, is a set of
smooth functions such that the system of equations

4 For the tangent plane see Sect. 8.7.
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Fl(z!,... ok o8 2™ =0,
.................................. (12.2)

Fr=Fk(gl gk gk ™) =0

has rank n — k at each point in the set S of its solutions, then either this
system has no solutions at all or the set of its solutions forms a k-dimensional
C(™)-smooth surface S in R™.

Proof. We shall verify that if S # &, then S does indeed satisfy Definition
4. This follows from the implicit function theorem, which says that in some
neighborhood of each point z¢ € S the system (12.2) is equivalent, up to a
relabeling of the variables, to a system

ohtl = fhrl(gl 2k |

" = fo(z!,...,z%)

where f¥t1 .. fm e C(™), By writing this last system as

' =t
oF =tk
:L.k+1 _ fk+1(t1, ,tk) ,
{2z = fr(t,.. . tR),

we arrive at a parametric equation for the neighborhood of the point 2o € S
on S. By an additional transformation one can obviously turn the domain
into a canonical domain, for example, into I* and obtain a standard local
chart (12.1). O

Example 2. In particular, the sphere defined in R™ by the equation
(2 + -+ (V)2 =12 (r>0) (12.3)

is an (n — 1)-dimensional smooth surface in R™ since the set S of solutions
of Eq. (12.3) is obviously nonempty and the gradient of the left-hand side of
(12.3) is nonzero at each point of S.
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When n = 2, we obtain the circle in R? given by
(1‘1)2 + (12)2 — 7.2 ,

which can easily be parametrized locally by the polar angle 6 using the polar

coordinates

z! =rcosé,

z?2 =rsind .

For fixed r > 0 the mapping 6 + (x',z%)(6) is a diffeomorphism on every
interval of the form 6y < 6 < 6y + 27, and two charts (for example, those
corresponding to values §p = 0 and 6y = —) suffice to produce an atlas of
the circle. We could not get by with one canonical chart (12.1) here because a
circle is compact, in contrast to R! or I' = B!, and compactness is invariant
under topological mappings.

Polar (spherical) coordinates can also be used to parametrize the two-
dimensional sphere

(11:1)2 + (ZL‘2)2 + (333)2 — 7‘2
in R3. Denoting by v the angle between the direction of the vector (z!, 22, z3)
and the positive z3-axis (that is, 0 < ¢ < 7) and by ¢ the polar angle of the

projection of the radius-vector (z!,z?%, z3) onto the (z!,z?)-plane, we obtain

3 = rcos
2 = rsinysing,
x! = rsinycosyp .
In general polar coordinates (r,61,...,60,—1) in R™ are introduced via the
relations
z! = rcosb,
22 = rsin6; cosby
.............................................. (12.4)
"1 = rsinf;sinfy-... -sinf,_ocosb,_1,
™ = rsinf;sinfy-...-sinf,_1sinf,_; .
We recall the Jacobian
J=7""1sin""20,sin" 30, -... sinb, (12.5)
for the transition (12.4) from polar coordinates (r,61,...,0,_1) to Cartesian
coordinates (z!,...,z") in R™. It is clear from the expression for the Jaco-
bian that it is nonzero if, for example, 0 < 6; < 7, i = 1,...,n — 2, and

r > 0. Hence, even without invoking the simple geometric meaning of the
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parameters 6;,...,0,_1, one can guarantee that for a fixed » > 0 the map-
ping (61,...,0,_1) — (z!,...,2"), being the restriction of a local diffeomor-
phism (r,01,...,0,_1) — (2!,...,z") is itself a local diffeomorphism. But

the sphere is homogeneous under the group of orthogonal transformations of
R™, so that the possibility of constructing a local chart for a neighborhood
of any point of the sphere now follows.

Example 3. The cylinder
()2 4+ (¥ =12 (r>0),

for k < n is an (n — 1)-dimensional surface in R™ that is the direct product
of the (k — 1)-dimensional sphere in the plane of the variables (z?,...,z*)
and the (n — k)-dimensional plane of the variables (zF*+1,... 2™).

A local parametrization of this surface can obviously be obtained if we
take the first k — 1 of the n — 1 parameters (t!,...,t""!) to be the polar
coordinates 6, ...,0;_, of a point of the (k — 1)-dimensional sphere in R¥
and set t*,...,t""! equal to z**t1 ... z" respectively.

Ezample 4. If we take a curve (a one-dimensional surface) in the plane z =0
of R® endowed with Cartesian coordinates (z,y, z), and the curve does not
intersect the z-axis, we can rotate the curve about the z-axis and obtain a
2-dimensional surface. The local coordinates can be taken as the local coor-
dinates of the original curve (the meridian) and, for example, the angle of
revolution (a local coordinate on a parallel of latitude).

In particular, if the original curve is a circle of radius a with center at
(b,0,0), for a < b we obtain the two-dimensional torus (Fig. 12.1). Its para-
metric equation can be represented in the form

z=(b+acosy)cosyp,
y=(b+acosy)sing,

z=asinvy ,

where 1 is the angular parameter on the original circle — the meridian — and
© is the angle parameter on a parallel of latitude.

It is customary to refer to any surface homeomorphic to the torus of
revolution just constructed as a torus (more precisely, a two-dimensional
torus). As one can see, a two-dimensional torus is the direct product of two
circles. Since a circle can be obtained from a closed interval by gluing together
(identifying) its endpoints, a torus can be obtained from the direct product of
two closed intervals (that is, a rectangle) by gluing the opposite sides together
at corresponding points (Fig. 12.2).

In essence, we have already made use of this device earlier when we estab-
lished that the configuration space of a double pendulum is a two-dimensional
torus, and that a path on the torus corresponds to a motion of the pendulum.
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Fig. 12.2.

Fig. 12.1.

Ezample 5. If a flexible ribbon (rectangle) is glued along the arrows shown
in Fig. 12.3,a, one can obtain an annulus (Fig. 12.3,c) or a cylindrical surface
(Fig. 12.3,b), which are the same from a topological point of view. (These
two surfaces are homeomorphic.) But if the ribbon is glued together along
the arrows shown in Fig. 12.4a, we obtain a surface in R? (Fig. 12.4,b) called
a Mobius band.®

Local coordinates on this surface can be naturally introduced using the
coordinates on the plane in which the original rectangle lies.

Id \ ,/ N
_________ , N
A / - \
~ - ! P
I \———'l
\ e —
\ N_7/ !
\ /
_________ \ /
7/
\\ // \\\_//
a b. c
Fig. 12.3

-~ '

a. b.
Fig. 12.4.

Example 6. Comparing the results of Examples 4 and 5 in accordance
with the natural analogy, one can now prescribe how to glue a rectangle
(Fig. 12.5,a) that combines elements of the torus and elements of the Mobius
band. But, just as it was necessary to go outside R? in order to glue the

5 A.F. Mébius (1790-1868) — German mathematician and astronomer.
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/

Fig. 12.5.

Mobius band without tearing or self-intersections, the gluing prescribed here
cannot be carried out in R3. However, this can be done in R*, resulting in
a surface in R* usually called the Klein bottle.® An attempt to depict this
surface has been undertaken in Fig. 12.5,b.

This last example gives some idea of how a surface can be intrinsically
described more easily than the same surface lying in a particular space R™.
Moreover, many important surfaces (of different dimensions) originally arise
not as subsets of R™, but, for example, as the phase spaces of mechanical
systems or the geometric image of continuous transformation groups of auto-
morphisms, as the quotient spaces with respect to groups of automorphisms
of the original space, and so on, and so forth. We confine ourselves for the
time being to these introductory remarks, waiting to make them more pre-
cise until Chapter 15, where we shall give a general definition of a surface
not necessarily lying in R™. But already at this point, before the definition
has even been given, we note that by a well-known theorem of Whitney” any
k-dimensional surface can be mapped homeomorphically onto a surface lying
in R%**1 Hence in considering surfaces in R” we really lose nothing from
the point of view of topological variety and classification. These questions,
however, are somewhat off the topic of our modest requirements in geometry.

5 F.Ch. Klein (1849-1925) — outstanding German mathematician, the first to make
a rigorous investigation of non-Euclidean geometry. An expert in the history of
mathematics and one of the organizers of the “Encyclopadie der mathematischen
Wissenschaften.”

" H. Whitney (1907-1989) — American topologist, one of the founders of the theory
of fiber bundles.
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12.1.1 Problems and Exercises

1. For each of the sets F, given by the conditions

Eo = {(z,y) eR?|2* =y’ =},

Eo = {(z,y,2) €R®’|2” =y’ = a},

E, = {(x,y,z)€R3|:v2+y2—22=a},
E, = {z€C||z> =1 =0},

depending on the value of the parameter a € R, determine
a) whether E, is a surface;
b) if so, what the dimension of E, is;

c) whether E, is connected.

2. Let f:R™ — R" be a smooth mapping satisfying the condition fo f = f.
a) Show that the set f(R™) is a smooth surface in R".

b) By what property of the mapping f is the dimension of this surface deter-
mined?

3. Let eg,e1,...,en be an orthonormal basis in the Euclidean space R™!, let

z =2 +x'er+---+z"€n, let {z} be the point (2°,z,...,2"), and let ei,...,en

be a basis in R™ C R**!,
The formulas

z — zlep

0
T —x ey
T for = # eo, Yo =

V1= a0

for z # —eo

define the stereographic projections
1[)1 :Sn\{eo}—)Rn, ’lﬂ:Sn\{—eo}—)Rn

from the points {eo} and {—eo} respectively.

a) Determine the geometric meaning of these mappings.

b) Verify that if ¢ € R™ and t # 0, then (12 0 ;) (t) = riz, where Yt =
(¥1lsa\(eo))

¢) Show that the two charts ;' = @1 : R™ — S™\ {eo} and ;' = 2 : R* —
8™\ {—eo} form an atlas of the sphere S™ C R™*?.

d) Prove that every atlas of the sphere must have at least two charts.

12.2 Orientation of a Surface

We recall first of all that the transition from one frame eq,...,e, in R” to a
second frame &y,...,8&, is effected by means of the square matrix obtained
from the expansions &; = a;-ei. The determinant of this matrix is always
nonzero, and the set of all frames divides into two equivalence classes, each
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class containing all possible frames such that for any two of them the de-
terminant of the transition matrix is positive. Such equivalence classes are
called orientation classes of frames in R™.

To define an orientation means to fix one of these orientation classes. Thus,
the oriented space R™ is the space R"™ itself together with a fixed orientation
class of frames. To specify the orientation class it suffices to exhibit any of
the frames in it, so that one can also say that the oriented space R™ is R™
together with a fixed frame in it.

A frame in R™ generates a coordinate system in R™, and the transition
from one such coordinate system to another is effected by the matrix (a})
that is the transpose of the matrix (aj-) that connects the two frames. Since
the determinants of these two matrices are the same, everything that was said
above about orientation can be repeated on the level of orientation classes
of coordinate systems in R™, placing in one class all the coordinate systems
such that the transition matrix between any two systems in the same class
has a positive Jacobian.

Both of these essentially identical approaches to describing the concept
of an orientation in R™ will also manifest themselves in describing the orien-
tation of a surface, to which we now turn.

We recall, however, another connection between coordinates and frames
in the case of curvilinear coordinate systems, a connection that will be useful
in what is to follow.

Let G and D be diffeomorphic domains lying in two copies of the space
R"™ endowed with Cartesian coordinates (z!,...,z") and (t!,...,t") respec-
tively. A diffeomorphism ¢ : D — G can be regarded as the introduction of
curvilinear coordinates (t!,...,t") into the domain G via the rule x = p(t),
that is, the point z € G is endowed with the Cartesian coordinates (t!,...,t")
of the point t = ¢~!(z) € D. If we consider a frame ey,...,e, of the tan-
gent space TR at each point ¢t € D composed of the unit vectors along the
coordinate directions, a field of frames arises in D, which can be regarded as
the translations of the orthogonal frame of the original space R™ containing
D, parallel to itself, to the points of D. Since ¢ : D — G is a diffeomor-
phism, the mapping ¢'(t) : TDy — TGy—, ) of tangent spaces effected by
the rule TD; 5> e — ¢'(t)e = € € TG,, is an isomorphism of the tangent
spaces at each point ¢t. Hence from the frame eq,...,e, in TD; we obtain a
frame &, = ¢'(t)ey,..., &, = ¢'(t)e, in TG, and the field of frames on D
transforms into a field of frames on G (see Fig. 12.6). Since ¢ € C()(D, G),
the vector field £(z) = &€(p(t)) = ¢'(t)e(t) is continuous in G if the vector
field e(t) is continuous in D. Thus every continuous field of frames (con-
sisting of n continuous vector fields) transforms under a diffeomorphism to
a continuous field of frames. Now let us consider a pair of diffeomorphisms
p; : D; = G, i = 1,2, which introduce two systems of curvilinear coordinates
(t1,...,t7) and (t1,...,t%) into the same domain G. The mutually inverse
diffeomorphisms @5 Yoy, : Dy - Dy and <p1“1 oy : Dy — D; provide
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Fig. 12.6.

mutual transitions between these coordinate systems. The Jacobians of these
mappings at corresponding points of D; and Ds are mutually inverse to each
other and consequently have the same sign. If the domain G (and together
with it Dy and D5) is connected, then by the continuity and nonvanishing of
the Jacobians under consideration, they have the same sign at all points of
the domains D; and Dj respectively.

Hence the set of all curvilinear coordinate systems introduced in a con-
nected domain G by this method divide into exactly two equivalence classes
when each class is assigned systems whose mutual transitions are effected
with a positive Jacobian. Such equivalence classes are called the orientation
classes of curvilinear coordinate systems in G.

To define an orientation in G means by definition to fix an orientation
class of its curvilinear coordinate systems.

It is not difficult to verify that curvilinear coordinate systems belonging
to the same orientation class generate continuous fields of frames in G (as
described above) that are in the same orientation class of the tangent space
TG, at each point £ € G. It can be shown in general that, if G is connected,
the continuous fields of frames on G divide into exactly two equivalence classes
if each class is assigned the fields whose frames belong to the same orientation
class of frames of the space T'G, at each point z € G (in this connection, see
Problems 3 and 4 at the end of this section).

Thus the same orientation of a domain G can be defined in two com-
pletely equivalent ways: by exhibiting a curvilinear coordinate system in G,
or by defining any continuous field of frames in G, all belonging to the same
orientation class as the field of frames generated by this coordinate system.

It is now clear that the orientation of a connected domain G is completely
determined if a frame that orients TG, is prescribed at even one point z € G.
This circumstance is widely used in practice. If such an orienting frame is
defined at some point ¢ € G, and a curvilinear coordinate system ¢ : D — G
is taken in G, then after constructing the frame induced by this coordinate
system in TG,.,, we compare it with the orienting frame in T'G,. If the
two frames both belong to the same orientation class of TG, we regard the
curvilinear coordinates as defining the same orientation on G as the orienting
frame. Otherwise, we regard them as defining the opposite orientation.
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If G is an open set, not necessarily connected, since what has just been
said is applicable to any connected component of G, it is necessary to define
an orienting frame in each component of G in order to orient G. Hence, if
there are m components, the set G admits 2™ different orientations.

What has just been said about the orientation of a domain G C R™
can be repeated verbatim if instead of the domain G we consider a smooth
k-dimensional surface S in R™ defined by a single chart (see Fig. 12.7). In
this case the curvilinear coordinate systems on S also divide naturally into
two orientation classes in accordance with the sign of the Jacobian of their
mutual transition transformations; fields of frames also arise on S; and the
orientation can also be defined by an orienting frame in some tangent plane

TSy, to S.
73

Fig. 12.7.

The only new element that arises here and requires verification is the
implicitly occurring proposition that follows.

Proposition 1. The mutual transitions from one curvilinear coordinate sys-
tem to another on a smooth surface S C R™ are diffeomorphisms of the same
degree of smoothness as the charts of the surface.

Proof. In fact, by the proposition in Sect. 12.1, we can regard any chart
I* — U C S locally as the restriction to I¥ N O(t) of a diffeomorphism
F : O(t) = O(z) from some n-dimensional neighborhood O(t) of the point
t € I* C R™ to an n-dimensional neighborhood O(z) of z € § C R”,
F being of the same degree of smoothness as . If now ¢; : IF — U;
and @y : I¥ — U, are two such charts, then the action of the mapping
@5' 0 ¢y (the transition from the first coordinate system to the second)
which arises in the common domain of action can be represented locally
as w5 oy (th,...,tF) = Fyt o F(t,...,tk,0,...,0), where F; and F, are
the corresponding diffeomorphisms of the n-dimensional neighborhoods. O
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We have studied all the essential components of the concept of an orien-
tation of a surface using the example of an elementary surface defined by a
single chart. We now finish up this business with the final definitions relating
to the case of an arbitrary smooth surface in R".

Let S be a smooth k-dimensional surface in R™, and let ¢; : Iik - U,
@; : IF = Uj; be two local charts of the surface S whose domains of action
intersect, that is, U; N U; # @. Then between the sets I¥ = ¢} 1(U;) and
I fi = goj_l(Ui), as was just proved, there are natural mutually inverse diffeo-
morphisms ¢;; : Ifj -1 fi and @j; : [ fi - Ifj that realize the transition from
one local curvilinear coordinate system on S to the other.

Definition 1. Two local charts of a surface are consistent if their domains of
action either do not intersect, or have a nonempty intersection for which the
mutual transitions are effected by diffeomorphisms with positive Jacobian in
their common domain of action.

Definition 2. An atlas of a surface is an orienting atlas of the surface if it
consists of pairwise consistent charts.

Definition 3. A surface is orientable if it has an orienting atlas. Otherwise
it is nonorientable.

In contrast to domains of R™ or elementary surfaces defined by a single
chart, an arbitrary surface may turn out to be nonorientable.

Ezample 1. The Mobius band, as one can verify (see Problems 2 and 3 at
the end of this section), is a nonorientable surface.

Exzample 2. The Klein bottle is also a nonorientable surface, since it contains
a Mobius band. This last fact can be seen immediately from the construction
of the Klein bottle shown in Fig. 12.5.

Ezample 3. A circle and in general a k-dimensional sphere are orientable,
as can be proved by exhibiting directly an atlas of the sphere consisting of
consistent charts (see Example 2 of Sect. 12.1).

Ezxample 4. The two-dimensional torus studied in Example 4 of Sect. 12.1
is also an orientable surface. Indeed, using the parametric equations of the
torus exhibited in Example 4 of Sect. 12.1, one can easily exhibit an orienting
atlas for it.

We shall not go into detail, since a more visualizable method of controlling
the orientability of sufficiently simple surfaces will be exhibited below, making
it easy to verify the assertions in Examples 1-4.

The formal description of the concept of orientation of a surface will be
finished if we add Definitions 4 and 5 below to Definitions 1, 2, and 3.
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Two orienting atlases of a surface are equivalent if their union is also an
orienting atlas of the surface.

This relation is indeed an equivalence relation between orienting atlases
of an orientable surface.

Definition 4. An equivalence class of orienting atlases of a surface under
this relation is called an orientation class of atlases or simply an orientation
of the surface.

Definition 5. An oriented surface is a surface with a fixed orientation class
of atlases (that is, a fixed orientation of the surface).

Thus orienting a surface means exhibiting a particular orientation class
of orienting atlases of the surface by some means or other.

Some special manifestations of the following proposition are already fa-
miliar to us.

Proposition 2. There exist precisely two orientations on a connected ori-
entable surface.

They are usually called opposite orientations.

The proof of Proposition 2 will be given in Subsect. 15.2.3.

If an orientable surface is connected, an orientation of it can be defined
by specifying any local chart of the surface or an orienting frame in any of
its tangent planes. This fact is widely used in practice.

When a surface has more than one connected component, such a local
chart or frame is naturally to be exhibited in each component.

The following way of defining an orientation of a surface embedded in a
space that already carries an orientation is widely used in practice. Let S be
an orientable (n — 1)-dimensional surface embedded in the Euclidean space
R™ with a fixed orienting frame e, ...,e, in R". Let T'S; be the (n — 1)-
dimensional plane tangent to S at £ € S, and n the vector orthogonal to
TS, that is, the vector normal to the surface S at z. If we agree that for

the given vector n the frame &,,...,&,_; is to be chosen in T'S; so that the
frames (ei,...,e,) and (n,&;,...,€,_;) = (€1,...,&,) belong to the same
orientation class on R™, then, as one can easily see, such frames (&;,...,§,,) of

the plane T'S; will themselves all turn out to belong to the same orientation
class for this plane. Hence in this case defining an orientation class for T'S,
and along with it an orientation on a connected orientable surface can be
done by defining the normal vector n (Fig. 12.8).

It is not difficult to verify (see Problem 4) that the orientability of an
(n — 1)-dimensional surface embedded in the Euclidean space R™ is equiva-
lent to the existence of a continuous field of nonzero normal vectors on the
surface.

Hence, in particular, the orientability of the sphere and the torus follow
obviously, as does the nonorientability of the M6bius band, as was stated in
Examples 1-4.
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In geometry the connected (n — 1)-dimensional surfaces in the Euclidean
space R™ on which there exists a (single-valued) continuous field of unit
normal vectors are called two-sided.

Thus, for example, a sphere, torus, or plane in R3 is a two-sided surface,
in contrast to the Mdébius band, which is a one-sided surface in this sense.

To finish our discussion of the concept of orientation of a surface, we make
several remarks on the practical use of this concept in analysis.

In the computations that are connected in analysis with oriented surfaces
in R™ one usually finds first some local parametrization of the surface S with-
out bothering about orientation. In some tangent plant T'S, to the surface
one then constructs a frame &, ...,&,_; consisting of (velocity) vectors tan-
gent to the coordinate lines of a chosen curvilinear coordinate system, that
is, the orienting frame induced by this coordinate system.

If the space R™ has been oriented and an orientation of S has been defined
by a field of normal vectors, one chooses the vector n of the given field at the
point x and compares the frame n,§;,...,§,_; with the frame ey,...,e,
that orients the space. If these are in the same orientation class, the local
chart defines the required orientation of the surface in accordance with our
convention. If these two frames are inconsistent, the chosen chart defines
an orientation of the surface opposite to the one prescribed by the normal
n.

It is clear that when there is a local chart of an (n—1)-dimensional surface,
one can obtain a local chart of the required orientation (the one prescribed
by the fixed normal vector n to the two-sided hypersurface embedded in the
oriented space R™) by a simple change in the order of the coordinates.

In the one-dimensional case, in which a surface is a curve, the orientation
is more often defined by the tangent vector to the curve at some point; in
that case we often say the direction of motion along the curve rather than
“the orientation of the curve.”

If an orienting frame has been chosen in R? and a closed curve is given,
the positive direction of circuitaround the domain D bounded by the curve
is taken to be the direction such that the frame n, v, where n is the exterior
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normal to the curve with respect to D and v is the velocity of the motion, is
consistent with the orienting frame in R2.

This means, for example, that for the traditional frame drawn in the plane
a positive circuit is “counterclockwise”, in which the domain is always “on
the left”.

In this connection the orientation of the plane itself or of a portion of
the plane is often defined by giving the positive direction along some closed
curve, usually a circle, rather than a frame in R?.

Defining such a direction amounts to exhibiting the direction of shortest
rotation from the first vector in the frame until it coincides with the second,
which is equivalent to defining an orientation class of frames on the plane.

12.2.1 Problems and Exercises

1. Is the atlas of the sphere exhibited in Problem 3 c) of Sect. 12.1 an orienting
atlas of the sphere?

2. a) Using Example 4 of Sect. 12.1, exhibit an orienting atlas of the two-
dimensional torus.

b) Prove that there does not exist an orienting atlas for the Mobius band.

c¢) Show that under a diffeomorphism f : D — D an orientable surface S C D
maps to an orientable surface S C D.

3. a) Verify that the curvilinear coordinate systems on a domain G C R™ belong-
ing to the same orientation class generate continuous fields of frames in G that
determine frames of the same orientation class on the space TG, at each point
z€G.

b) Show that in a connected domain G C R™ the continuous fields of frames
divide into exactly two orientation classes.

¢) Use the example of the sphere to show that a smooth surface S C R™ may
be orientable even those there is no continuous field of frames in the tangent spaces
to S.

d) Prove that on a connected orientable surface one can define exactly two
different orientations.

4. a) A subspace R"™! has been fixed, a vector v € R™ \ R*~! has been chosen,
along with two frames (§,,...,€,_;) and (El,...,En_l) of the subspace R™™'.
Verify that these frames belong to the same orientation class of frames of R™!
if and only if the frames (v,&,,...,&,_;) and (v,&,,...,&,_,) define the same
orientation on R".

b) Show that a smooth hypersurface S C R" is orientable if and only if there
exists a continuous field of unit normal vectors to S. Hence, in particular, it follows
that a two-sided surface is orientable.

c) Show that if grad F # 0, then the surface defined by F(z',...,z™) =0 is
orientable (assuming that the equation has solutions).
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d) Generalize the preceding result to the case of a surface defined by a system
of equations.

) Explain why not every smooth two-dimensional surface in R® can be defined
by an equation F(z,y, z) = 0, where F' is a smooth surface having no critical points
(a surface for which grad F' # 0 at all points).

12.3 The Boundary of a Surface and its Orientation

12.3.1 Surfaces with Boundary

Let R™ be a Euclidean space of dimension k£ endowed with Cartesian coordi-
nates t!,...,t*. Consider the half-space H* := {t € R¥|t! < 0 of the space
R*. The hyperplane 0H* := {t € R¥|t! = 0} will be called the boundary of
the half-space H.

We remark that the set /¥ := H* \ OH*, that is, the open part of HF,
is an elementary k-dimensional surface. The half-space H* itself does not
formally satisfy the definition of a surface because of the presence of the
boundary points from OH¥. The set H* is the standard model for surfaces
with boundary, which we shall now describe.

Definition 1. A set S C R” is a (k-dimensional) surface with boundary if
every point € S has a neighborhood U in S homemorphic either to R* or
to H*.

Definition 2. If a point z € U corresponds to a point of the boundary 0 H*
under the homeomorphism of Definition 1, then z is called a boundary point
of the surface (with boundary) S and of its neighborhood U. The set of all
such boundary points is called the boundary of the surface S.

As a rule, the boundary of a surface S will be denoted 9S. We note that
for k = 1 the space H* consists of a single point. Hence, preserving the
relation 0H* = R*~1, we shall from now on take R to consist of a single
point and regard OR? as the empty set.

We recall that under a homeomorphism ¢;; : G; — G; of the domain
G; C R* onto the domain G; C RF the interior points of G; map to interior
points of the image ¢;;(G;) (this a theorem of Brouwer). Consequently, the
concept of a boundary point of the surface is independent of the choice of the
local chart, that is, the concept is well defined.

Formally Definition 1 includes the case of the surface described in Defi-
nition 1 of Sect. 12.1. Comparing these definitions, we see that if S has no
boundary points, we return to our previous definition of a surface, which
can now be regarded as the definition of a surface without boundary. In this
connection we note that the term “surface with boundary” is normally used
when the set of boundary points is nonempty.
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The concept of a smooth surface S (of class C(™)) with boundary can be
introduced, as for surfaces without boundary, by requiring that S have an
atlas of charts of the given smoothness class. When doing this we assume that
for charts of the form ¢ : H*¥ — U the partial derivatives of ¢ are computed
at points of the boundary OH* only over the domain H* of definition of the
mapping ¢, that is, these derivatives are sometimes one-sided, and that the
Jacobian of the mapping ¢ is nonzero throughout H*.

Since R¥ can be mapped to the cube I* = {t € R¥||t{| < 1,5 =1,...,k}
by a diffeomorphism of class C(°) and in such a way that H* maps to the
portion [ I’?I of the cube I* defined by the additional condition ¢! < 0, it is
clear that in the definition of a surface with boundary (even a smooth one)
we could have replaced R* by I* and H* by I% or by the cube I* with one
of its faces attached: I*~1 := {t ¢ R¥|t! =1, |t}| < 1,4 = 2,..., k}, which is
obviously a cube of dimension one less.

Taking account of this always-available freedom in the choice of canonical
local charts of a surface, comparing Definitions 1 and 2 and Definition 1 of
Sect. 12.1, we see that the following proposition holds.

Proposition 1. The boundary of a k-dimensional surface of class C™ is
itself a surface of the same smoothness class, and is a surface without bound-
ary having dimension one less than the dimension of the original surface with
boundary.

Proof. Indeed, if A(S) = {(H*,v:,U;)} U {(R¥,;,U;)} is an atlas for the
surface S with boundary, then A(8S) = {(R*~1, <pi|aHk:Rk_l,6Ui)} is obvi-
ously an atlas of the same smoothness class for 9S. O

We now give some simple examples of surfaces with boundary.

Example 1. A closed n-dimensional ball B" in R™ is an n-dimensional surface
with boundary. Its boundary dB" is the (n — 1)-dimensional sphere (see
Figs. 12.8 and 12.9,a). The ball B", which is often called in analogy with
the two-dimensional case an n-dimensional disk, can be homeomorphically
mapped to half of an n-dimensional sphere whose boundary is the equatorial
(n — 1)-dimensional sphere (Fig. 12.9,b).

Fig. 12.9.
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Ezample 2. The closed cube I™ in R™ can be homeomorphically mapped to
the closed ball B" along rays emanating from its center. Consequently I™,
like B" is an n-dimensional surface with boundary, which in this case is
formed by the faces of the cube (Fig. 12.10). We note that on the edges,
which are the intersections of the faces, it is obvious that no mapping of the
cube onto the ball can be regular (that is, smooth and of rank n).

Fig. 12.10.

Example 3. If the Mdbius band is obtained by gluing together two opposite
sides of a closed rectangle, as described in Example 5 of Sect. 12.1, the result is
obviously a surface with boundary in R3, and the boundary is homeomorphic
to a circle (to be sure, the circle is knotted in R3).

Under the other possible gluing of these sides the result is a cylindrical
surface whose boundary consists of two circles. This surface is homeomorphic
to the usual planar annulus (see Fig. 12.3 and Example 5 of Sect. 12.1).
Figures 12.11a, 12.11b, 12.12a, 12.12b, 12.13a, and 12.13b, which we will use
below, show pairwise homeomorphic surfaces with boundary embedded in R?
and R3. As one can see, the boundary of a surface may be disconnected, even
when the surface itself is connected.

Fig. 12.12.
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Fig. 12.13.

12.3.2 Making the Orientations of a Surface
and its Boundary Consistent

If an orienting orthoframe ej,...,ex that induces Cartesian coordinates
z!, ..., 2" is fixed in R¥, the vectors ey, ..., e, define an orientation on the
boundary H* = R¥~! of 9H* = {x € R¥|z' < 0} which is regarded as
the orientation of the half-space H* consistent with the orientation of the
half-space H* given by the frame e, ..., es.

In the case k = 1 where 0H* = R*~! = R is a point, a special convention
needs to be made as to how to orient the point. By definition, the point is
oriented by assigning a sign + or — to it. In the case 9H! = R, we take
(R%, +), or more briefly +R.

We now wish to determine what is meant in general by consistency of the
orientation of a surface and its boundary. This is very important in carrying
out computations connected with surface integrals, which will be discussed
below.

We begin by verifying the following general proposition.

Proposition 2. The boundary 0S of a smooth orientable surface S is itself
a smooth orientable surface (although possibly not connected).

Proof. After we take account of Proposition 1 all that remains is to ver-
ify that OS is orientable. We shall show that if A(S) = {H¥,¢;, U;) U
{(R*,;,U;)} is an orienting atlas for a surface S with boundary, then
the atlas A(0S) = {R"_l,wink:mk_l,an)} of the boundary also con-
sists of pairwise consistent charts. To do this it obviously suffices to ver-
ify that if £ = (t) is a diffeomorphism with positive Jacobian from an
H*-neighborhood U« (to) of the point ¢y in H* onto an H*-neighborhood

Ugr (o) of the point to € OHF, then the mapping ¥ o0 \ (1) from the Hk-
H

neighborhood Uygx (to) = OUyx (to) of to € OH* onto the H*-neighborhood
Upre (t0) = 8U gk (1) of To = (to) € OH* also has a positive Jacobian.

We remark that at each point to = (0,t2,...,tk) € OH* the Jacobian J
of the mapping v has the form
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oy
ot o - 0 ap? ay?
ap:  ay? ay® T
Bt Btz T Btk 1
J(to) = =%
O N ’
ay* g«g‘;
ayk oyt ay* at? ot
G G i3
since for ! = 0 we must also have t* = +'(0,¢2,...,t*) = 0 (boundary points
map to boundary points under a diffeomorphism). It now remains only to
remark that when ¢! < 0 we must also have t' = ¢! (¢!,#2,...,t*) < 0 (since

t = (t) € HF), so that the value of %—‘f;(O, t2,...,t*) cannot be negative.

By hypothesis J(tg) > 0, and since %‘f: (0,£2,...,t*) > 0 it follows from the
equality given above connecting the determinants that the Jacobian of the
mapping 1/1|6U L= ¥(0,t2,...,tF) is positive. O

H

We note that the case of a one-dimensional surface (kK = 1) in Proposi-
tion 2 and Definition 3 below must be handled by a special convention in
accordance with the convention adopted at the beginning of this subsection.

Definition 3. If A(S) = {(H*, i, U))} N {(R*,¢;,U;)} is an orienting
atlas of standard local charts of the surface S with boundary 95, then
A(0S) = {(R*"1, 0|, yx_ge-1,OUi)} is an orienting atlas for the boundary.
The orientation of 95 that it defines is said to be the orientation consistent
with the orientation of the surface.

To finish our discussion of orientation of the boundary of an orientable
surface, we make two useful remarks.

Remark 1. In practice, as already noted above, an orientation of a surface
embedded in R" is often defined by a frame of tangent vectors to the surface.
For that reason, the verification of the consistency of the orientation of the
surface and its boundary in this case can be carried out as follows. Take
a k-dimensional plane T'S;, tangent to the smooth surface S at the point
o € 0S. Since the local structure of S near xg is the same as the structure of
the half-space H* near 0 € OHF, directing the first vector of the orthoframe
€,&,...,& € TSy, along the normal to S and in the direction exterior to
the local projection of S on T'S,,, we obtain a frame &,, ..., £, in the (k—1)-
dimensional plane T'0S;, tangent to S at zo, which defines an orientation
of T9S,,, and hence also of 95, consistent with orientation of the surface S
defined by the given frame &,,€,,...,&.

Figures 12.9-12.12 show the process and the result of making the orien-
tations of a surface and its boundary consistent using a simple example.

We note that this scheme presumes that it is possible to translate a frame
that defines the orientation of S to different points of the surface and its
boundary, which, as examples show, may be disconnected.
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Remark 2. In the oriented space RF we consider the half-space H* = H* =
{z € R¥|z! <0} and HY = {z € R¥|z! > 0} with the orientation induced
from R¥. The hyperplane I' = {z € R¥|z! = 0} is the common boundary
of H® and H%. It is easy to see that the orientations of the hyperplane I"
consistent with the orientations of H* and H f_ are opposite to each other.
This also applies to the case k = 1, by convention.

Similarly, if an oriented k-dimensional surface is cut by some (k — 1)-
dimensional surface (for example, a sphere intersected by its equator), two
opposite orientations arise on the intersection, induced by the parts of the
original surface adjacent to it.

This observation is often used in the theory of surface integrals.

In addition, it can be used to determine the orientability of a piecewise-
smooth surface.

We begin by giving the definition of such a surface.

Definition 4. (Inductive definition of a piecewise-smooth surface). We agree
to call a point a zero-dimensional surface of any smoothness class.

A piecewise smooth one-dimensional surface (piecewise smooth curve) is
a curve in R™ which breaks into smooth one-dimensional surfaces (curves)
when a finite or countable number of zero-dimensional surfaces are removed
from it.

A surface S C R™ of dimension k is piecewise smooth if a finite or count-
able number of piecewise smooth surfaces of dimension at most k — 1 can be
removed from it in such a way that the remainder decomposes into smooth
k-dimensional surfaces S; (with boundary or without).

Ezxample /. The boundary of a plane angle and the boundary of a square are
piecewise-smooth curves.

The boundary of a cube or the boundary of a right circular cone in R?
are two-dimensional piecewise-smooth surfaces.

Let us now return to the orientation of a piecewise-smooth surface.

A point (zero-dimensional surface), as already pointed out, is by conven-
tion oriented by ascribing the sign 4+ or — to it. In particular, the boundary
of a closed interval [a,b] C R, which consists of the two points a and b is by
convention consistent with the orientation of the closed interval from a to b
if the orientation is (a, —), (b,+), or, in another notation, —a, +b.

Now let us consider a k-dimensional piecewise smooth surface S C R"
(k> 0).

We assume that the two smooth surfaces S;; and S;, in Definition 4
are oriented and abut each other along a smooth portion I' of a (k — 1)-
dimensional surface (edge). Orientations then arise on I', which is a boundary,
consistent with the orientations of S;, and S;,. If these two orientations are
opposite on every edge I' C S;, N'S,,, the original orientations of S;, and S;,
are considered consistent. If §i1 N 3’—1—2 is empty or has dimension less than
(k — 1), all orientations of S;, and S;, are consistent.
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Definition 5. A piecewise-smooth k-dimensional surface (k > 0) will be con-
sidered orientable if up to a finite or countable number of piecewise-smooth
surfaces of dimension at most (k — 1) it is the union of smooth orientable
surfaces S; any two of which have a mutually consistent orientation.

Ezample 5. The surface of a three-dimensional cube, as one can easily verify,
is an orientable piecewise-smooth surface. In general, all the piecewise-smooth
surfaces exhibited in Example 4 are orientable.

Ezxample 6. The Mobius band can easily be represented as the union of two
orientable smooth surfaces that abut along a piece of the boundary. But these
surfaces cannot be oriented consistently. One can verify that the Mobius band
is not an orientable surface, even from the point of view of Definition 5.

12.3.3 Problems and Exercises

1. a) Is it true that the boundary of a surface S C R™ is the set S\ S, where S is
the closure of S in R"?

b) Do the surfaces S1 = {(z,y) € R*|1 < 2> +3® < 2} and S> = {(x,9)|0 <
z? 4+ 32 have a boundary?

c) Give the boundary of the surfaces S1 = {(x,y) € R?|1 < z® + y* < 2} and
So = {(z,y) € R?|1 < 2% +4°}.

2. Give an example of a nonorientable surface with an orientable boundary.

3. a) Each face I* = {z € R¥||z'| < 1,4 =1,..., k} is parallel to the corresponding
(k — 1)-dimensional coordinate hyperplane in R¥, so that one may consider the
same frame and the same coordinate system in the face as in the hyperplane. On
which faces is the resulting orientation consistent with the orientation of the cube
I* induced by the orientation of R¥, and on which is it not consistent? Consider
successively the cases k =2, k = 3, and k = n.

b) The local chart (t!,t?) — (sint?cost?,sint*sint? cost') acts in a certain
domain of the hemisphere S = {(z,y,2) € R*|2® +y* + 2> = 1Az > 0} , and
the local chart t — (cost,sint,0) acts in a certain domain of the boundary S of
this hemisphere. Determine whether these charts give a consistent orientation of
the surface S and its boundary 0S.

c¢) Construct the field of frames on the hemisphere S and its boundary 9S
induced by the local charts shown in b).

d) On the boundary 8S of the hemisphere S exhibit a frame that defines the
orientation of the boundary consistent with the orientation of the hemisphere given
in ¢).

e) Define the orientation of the hemisphere S obtained in ¢) using a normal
vector to S C R3.

4. a) Verify that the Mobius band is not an orientable surface even from the point
of view of Definition 5.

b) Show that if S is a smooth surface in R", determining its orientability as a
smooth surface and as a piecewise-smooth surface are equivalent processes.
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5. a) We shall say that a set S C R" is a k-dimensional surface with boundary if
for each point = € S there exists a neighborhood U(z) € R™ and a diffeomorphism
1 : U(z) = I™ of this neighborhood onto the standard cube I™ C R™ under which
Y(S N U(z)) coincides either with the cube I* = {t € I"|t**! = ... =" = 0} or
with a portion of it I* N {t € R™|t* < 0} that is a k-dimensional open interval with
one of its faces attached.

Based on what was said in Sect. 12.1 in the discussion of the concept of a surface,
show that this definition of a surface with boundary is equivalent to Definition 1.

b) Is it true that if f € CO(H* R), where H* = {x € R¥|z' < 0}, then for
every point z € dH* one can find a neighborhood of it U(z) in R* and a function

F € CO(U(z),R) such that F = ‘ ?
HkNU (z) HkNU (z)

c¢) If the definition given in part a) is used to describe a smooth surface with
boundary, that is, we regard ¥ as a smooth mapping of maximal rank, will this
definition of a smooth surface with boundary be the same as the one adopted in
Sect. 12.37

12.4 The Area of a Surface in Euclidean Space

‘We now turn to the problem of defining the area of a k-dimensional piecewise-
smooth surface embedded in the Euclidean space R™, n > k.

We begin by recalling that if §;,...,&, are k vectors in Euclidean space
R*, then the volume V(£;,...,€&,) of the parallelepiped spanned by these
vectors as edges can be computed as the determinant

V(... &) = det(&)) (12.6)

of the matrix J = (¢/) whose rows are formed by the coordinates of these
vectors in some orthonormal basis ey, ..., e, of R¥. We note, however, that
in actual fact formula (12.6) gives the so-called oriented volume of the paral-
lelepiped, rather than simply the volume. If V' # 0, the value of V' given by
(12.6) is positive or negative according as the frames e;,...,ex and &;,...,§;
belong to the same or opposite orientation classes of R¥.

We now remark that the product JJ* of the matrix J and its transpose
J* has elements that are none other than the matrix G = (g;;) of pairwise
inner products gi; = (§;,§;) of these vectors, that is, the Gram matriz® of
the system of vectors &,,...,§;. Thus

det G = det(JJ*) = det J det J* = (det J)? , (12.7)
and hence the nonnegative value of the volume V' (&, ..., &) can be obtained
as

V(€. &) = y/det ((€;,€;)) - (12.8)

8 See the footnote on p. 503.
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This last formula is convenient in that it is essentially coordinate-free, con-
taining only a set of geometric quantities that characterize the parallelepiped
under consideration. In particular, if these same vectors &;,...,§; are re-
garded as embedded in n-dimensional Euclidean space R™ (n > k), formula
(12.8) for the k-dimensional volume (or k-dimensional surface area) of the
parallelepiped they span remains unchanged.

Now let r : D — S C R” be a k-dimensional smooth surface S in the
Euclidean space R™ defined in parametric form r = r(t!,...,t*), that is, as
a smooth vector-valued function r(t) = (z!,...,2")(t) defined in the domain
D C RF. Let ey,..., e, be the orthonormal basis in RF that generates the
coordinate system (t1,...,t*). After fixing a point to = (,...,tk) € D, we
take the positive numbers hl, ..., h* to be so small that the parallelepiped I
spanned by the vectors hie; € TDy,, i = 1,...,k, attached at the point tg is
contained in D.

Under the mapping D — S a figure Is on the surface S, which we may pro-
visionally call a curvilinear parallelepiped, corresponds to the parallelepiped
I (see Fig. 12.14, which corresponds to the case k = 2, n = 3). Since

r(td, ..t Rt k) —
or

= r(ths oty 0t ) = o

(to)h" + o(h')

a displacement in R™ from r(ty) that can be replaced, up to o(h?), by the
partial differential 73z (to)h’ =: f;h* as h* — 0 corresponds to displacement
from ty by h'e;. Thus, for small values of h*, i = 1,...,k, the curvilinear
parallelepiped Ig differs only slightly from the parallelepiped spanned by the
vectors hl'fi,...,h'ry tangent to the surface S at r(ty). Assuming on that
basis that the volume AV of the curvilinear parallelepiped Ig must also be
close to the volume of the standard parallelepiped just exhibited, we find the

Fig. 12.14.
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approximate formula

AV = y/det(gi;)(to) At - ... - At* (12.9)

where we have set g;;(to) = (i, T;)(to) and At* = h*,i,j =1,... k.

If we now tile the entire space R* containing the parameter domain D
with k-dimensional parallelepipeds of small diameter d, take the ones that are
contained in D, compute an approximate value of the k-dimensional volume
of their images using formula (12.9), and then sum the resulting values, we
arrive at the quantity

D \/det(gij)(ta) AL - ... AR

which can be regarded as an approximation to the k-dimensional volume or
area of the surface S under consideration, and this approximate value should
become more precise as d — 0. Thus we adopt the following definition.

Definition 1. The area (or k-dimensional wvolume) of a smooth k-
dimensional surface S given parametrically by D 5 ¢ — r(t) € S and embed-
ded in the Euclidean space R™ is the quantity

Vk(S) = / det ((rz,rj>) dtl ce dtk . (1210)
D

Let us see how formula (12.10) looks in the cases that we already know
about.

For k = 1 the domain D C R! is an interval with certain endpoints a and
b (a < b) on the line R}, and S is a curve in R™ in this case. Thus for k = 1
formula (12.10) becoms the formula

b b
Vi(S) = / j#(1)] dt = / VEE T+ @R dt

for computing the length of a curve.

If kK = n, then S is an n-dimensional domain in R™ diffeomorphic to D.
In this case the Jacobian matrix J = z/(¢) of the mapping D > (t!,...,t") =
t—r(t) = (z,...,2")(t) € S is a square matrix. Now using relation (12.7)
and the formula for change of variable in a multiple integral, one can write

Va(S) = detG(t)dt = [ |detz'(t)|dt = [ dz =V(9),
J Ve [t |

That is, as one should have expected, we have arrived at the volume of
the domain S in R™.
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We note that for £k = 2, n = 3, that is, when S is a two-dimensional
surface in R3, one often replaces the standard notation gij = (ri,Tj) by
the following: o := V2(S), E := gn1 = (f1,11), F := g12 = ga1 = (f1,¥2),
G := gg2 = (I2,T2); and one writes u,v respectively instead of ¢!,¢2. In this
notation formula (12.10) assumes the form

a=//\/EG—F2dud'U.
D

In particular, if u = z, v = y, and the surface S is the graph of a smooth
real-valued function z = f(z,y) defined in a domain D C R?, then, as one
can easily compute,

o= [[ i+ @+ Gprazay.
D

We now return once again to Definition 1 and make a number of remarks
that will be useful later.

Remark 1. Definition 1 makes sense only when the integral on the right-hand
side of (12.10) exists. It demonstrably exists, for example, if D is a Jordan-
measurable domain and r € C()(D,R™).

Remark 2. 1If the surface S in Definition 1 is partitioned into a finite number
of surfaces Si,...,S,, with piecewise smooth boundaries, the same kind of
partition of the domain D into domains Dy, ..., D,, corresponding to these
surfaces will correspond to this partition. If the surface S had area in the
sense of Eq. (12.10), then the quantities

Vi(Sa) = [ +/det(i;, #;)(t) dt
D{ J

are defined for each value of a =1,...,m.
By the additivity of the integral, it follows that

Vi(S) = Vi(Sa) -

We have thus established that the area of a k-dimensional surface is ad-
ditive in the same sense as the ordinary multiple integral.

Remark 8. This last remark allows us to exhaust the domain D when neces-
sary, and thereby to extend the meaning of the formula (12.10), in which the
integral may now be interpreted as an improper integral.

Remark 4. More importantly, the additivity of area can be used to define the
area of an arbitrary smooth or even piecewise smooth surface (not necessarily
given by a single chart).
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Definition 2. Let S be an arbitrary piecewise smooth k-dimensional surface
in R™. If, after a finite or countable number of piecewise smooth surfaces of
dimension at most k — 1 are removed, it breaks up into a finite or countable
number of smooth parametrized surfaces Si,...,Sp,..., we set

Vi(8) =) Vi(Sa) -

The additivity of the multiple integral makes it possible to verify that the
quantity Vi(S) so defined is independent of the way in which the surface S
is partitioned into smooth pieces Si,...,Sm,..., each of which is contained
in the range of some local chart of the surface S.

We further remark that it follows easily from the definitions of smooth and
piecewise smooth surfaces that the partition of S into parametrized pieces,
as described in Definition 2, is always possible, and can even be done while
observing the natural additional requirement that the partition be locally
finite. The latter means that any compact set K C S can intersect only a
finite number of the surfaces Sy,...,Sm,... . This can be expressed more
vividly in another way: every point of S must have a neighborhood that
intersects at most a finite number of the sets Sy,...,Sm,... .

Remark 5. The basic formula (12.10) contains a system of curvilinear coor-
dinates t!,...,t*. For that reason, it is natural to verify that the quantity
Vi(S) defined by (12.10) (and thereby also the quantity Vi (S) from Defi-
nition 2) is invariant under a diffeomorphic transition D > (&,...,t%) —
t = (t',...,t*) € D to new curvilinear coordinates t',...,t* varying in the
domain D C Rk.

Proof. For the verification it suffices to remark that the matrices

G = (g9i5) = <<58t—rzag£>) and G = (Ji;) = (<%7 %>>

at corresponding points of the domains D and D are connected by the re-
lation G = J*GJ, where J = (%tt%) is the Jacobian matrix of the map-
ping~1~2 5t—teD and J* is the transpose of the matrix J. Thus,
det G(t) = det G(t)(det J)?(t), from which it follows that

/\/detG(t)dtz/ detG(t(f))IJ(?)|df=/\/deté(?)df. O
D D D

Thus, we have given a definition of the k-dimensional volume or area of a
k-dimensional piecewise-smooth surface that is independent of the choice of
coordinate system.

Remark 6. We precede the remark with a definition.
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Definition 3. A set E embedded in a k-dimensional piecewise-smooth sur-
face S is a set of k-dimensional measure zero or has area zero in the Lebesgue
sense if for every € > 0 it can be covered by a finite or countable sys-
tem Si,...,Sm,... of (possibly intersecting) surfaces S, C S such that

Z Vk(Sa) <EéE.

As one can see, this is a verbatim repetition of the definition of a set of
measure zero in R¥.

It is easy to see that in the parameter domain D of any local chart ¢ :
D — S of a piecewise-smooth surface S the set ¢~!(E) C D C RF of k-
dimensional measure zero corresponds to such a set E. One can even verify
that this is the characteristic property of sets E C S of measure zero.

In the practical computation of areas and the surface integrals introduced
below, it is useful to keep in mind that if a piecewise-smooth surface S has
been obtained from a piecewise-smooth surface S by removing a set E of
measure zero from S, then the areas of S and S are the same.

The usefulness of this remark lies in the fact that it is often easy to remove
such a set of measure zero from a piecewise-smooth surface in such a way that
the result is a smooth surface S defined by a single chart. But then the area of
S and hence the area of S also can be computed directly by formula (12.10).

Let us consider some examples.

Ezample 1. The mapping ]0,27[> ¢t — (Rcost, Rsint) € R? is a chart for
the arc S of the circle 22 + y? = R? obtained by removing the single point
E = (R,0) from that circle. Since E is a set of measure zero on S, we can
write

27
VA(S) = Vi(S) = / V R2sin®t + R2cos? tdt = 2nR .
0

Example 2. In Example 4 of Sect. 12.1 we exhibited the following parametric
representation of the two-dimensional torus S in R3:

r(¢,¥) = ((b+ acos) cos g, (b + acos ) sin p,asin) .

In the domain D = {(¢,9)|0 < ¢ < 27,0 < ¥ < 27} the mapping
(p, %) — r(p,v) is a diffeomorphism. The image S of the domain D un-
der this diffeomorphism differs from the torus by the set F consisting of the
coordinate line ¢ = 27 and the line ¢y = 27. the set E thus consists of one
parallel of latitude and one meridian of longitude of the torus, and, as one
can easily see, has measure zero. Hence the area of the torus can be found
by formula (12.10) starting from this parametric representation, considered
within the domain D.
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Let us carry out the necessary computations:

f, = (— (b+ acost)siny, (b+ acosi) cosp,0) ,
Iy = (—asiny) cos g, —asiny sin ¢, a cosy) ,
g11 = (g, F,) = (b+ acosy)?
912 = g21 = <rtpar’¢)> =0 )

g2 = (Fy,Ty) = a®,

detG = |91 912 a*(b + acos)?
921 922
Consequently,
27 27
Va(S) = Va(S) = /dcp/a(b+ acos®) dy = an2ab .
0 0

In conclusion we note that the method indicated in Definition 2 can now
be used to compute the areas of piecewise-smooth curves and surfaces.

12.4.1 Problems and Exercises

1. a) Let P and P be two hyperplanes in the Euclidean space R"™, D a subdomain of
P,and D the orthogonal projection of D on the hyperplane P. Show that the (n—1)-
dimensional areas of D and D are connected by the relation o(D) = o(D)cosa,
where « is the angle between the hyperplanes P and P.

b) Taking account of the result of a), give the geometric meaning of the formula

do = /1+ (f1)? + (f})?dx dy for the element of area of the graph of a smooth
function z = f(z,y) in three-dimensional Euclidean space.

c) Show that if the surface S in Euclidean space R? is defined as a smooth
vector-valued function r = r(u,v) defined in a domain D C R?, then the area of
the surface S can be found by the formula

o) = [[ |

roT e or or
where [rf,, 3] is the vector product of & and £&.

d) Verify that if the surface S C R® is defined by the equation F(z,y,z) =0
and the domain U of the surface S projects orthogonally in a one-to-one manner
onto the domain D of the xy-plane, we have the formula

gradF
o) = // 7]

2. Find the area of the spherical rectangle formed by two parallels of latitude and
two meridians of longitude of the sphere S C R3.

dudv,
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3. a) Let (r,¢,h) be cylindrical coordinates in R®. A smooth curve lying in the
plane ¢ = o and defined there by the equation r = r(s), where s is the arc length
parameter, is revolved about the h-axis. Show that the area of the surface obtained
by revolving the piece of this curve corresponding to the closed interval [s1, s2] of
variation of the parameter s can be found by the formula

s2
o= 27r/r(s)ds .

S1

b) The graph of a smooth nonnegative function y = f(z) defined on a closed
interval [a,b] C R4 is revolved about the z-axis, then about the y-axis. In each of
these cases, write the formula for the area of the corresponding surface of revolution
as an integral over the closed interval [a, b].

4. a) The center of a ball of radius 1 slides along a smooth closed plane curve of
length L. Show that the area of the surface of the tubular body thereby formed is
2r-1-L.

b) Based on the result of part a), find the area of the two-dimensional torus
obtained by revolving a circle of radius a about an axis lying in the plane of the
circle and lying at distance b > a from its center.

5. Describe the helical surface defined in Cartesian coordinates (z,v, 2) in R® by
the equation

z s
= - = < —
y xtanh 0, |2|< 2h,

and find the area of the portion of it for which r2 < z2? + 3% < R?.

6. a) Show that the area §2,_; of the unit sphere in R™ is 2/M | where I'(a) =

r(

nf3

f e ®z* 1 dz. (In particular, if n is even, then F(%) = ("—;—2 !, while if n is odd,
0
r(3) =tV
2T
b) By verifying that the volume V;,(r) of the ball of radius r in R™ is YA
r(=4

show that dTVTTl = 2n_1.

r=
c¢) Find the limit as n — oo of the ratio of the area of the hemisphere {z €
R"™||z| = 1 Az™ > 0} to the area of its orthogonal projection on the plane z" = 0.

d) Show that as m — oo, the majority of the volume of the n-dimensional
ball is concentrated in an arbitrarily small neighborhood of the boundary sphere,
and the majority of the area of the sphere is concentrated in an arbitrarily small
neighborhood of its equator.

e) Show that the following beautiful corollary on concentration phenomena fol-
lows from the observation made in d).

A regular function that is continuous on a sphere of large dimension is nearly
constant on it (recall pressure in thermodynamics).
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Specifically,

Let us consider, for example, functions satisfying a Lipschitz condition with a
fixed constant. Then for any € > 0 and § > 0 there exists N such that for n > N
and any function f : S™ — R there exists a value ¢ with the following properties:
the area of the set on which the value of f differs from ¢ by more than ¢ is at most
6 times the area of the whole sphere.

7. a) Let z1,...,zx be a system of vectors in Euclidean space R", n > k. Show
that the Gram determinant of this sytem can be represented as

1<i1 << <n

where

b) Explain the geometric meaning of the quantities P;,...;, from a) and state
the result of a) as the Pythagorean theorem for measures of arbitrary dimension k,
1<k<n.

c) Now explain the formula

dz'1 dz'l
-2 - T
1
a=/ E det2 | ............. .. dt” ... dt"
. . dz'k dz'k
D 1< << <n BT e Ak

for the area of a k-dimensional surface given in the parametric form z =
z(t!,...,t¥), t € D C R*.

8. a) Verify that the quantity Vi(S) in Definition 2 really is independent of the
method of partitioning the surface S into smooth pieces S1,...,Sm,... .

b) Show that a piecewise-smooth surface S admits the locally finite partition
into pieces Si,...,Sm,... described in Definition 2.

c) Show that a set of measure 0 can always be removed from a piecewise-smooth

surface S so as to leave a smooth surface S = § \ E that can be described by a
single standard local chart ¢ : I — S.

9. The length of a curve, like the high-school definition of the circumference of a
circle, is often defined as the limit of the lengths of suitably inscribed broken lines.
The limit is taken as the length of the links in the inscribed broken lines tend to
zero. The following simple example, due to H. Schwarz, shows that the analogous
procedure in an attempt to define the area of even a very simple smooth surface in
terms of the areas of polyhedral surfaces “inscribed” in it, may lead to an absurdity.

In a cylinder of radius R and height H we inscribe a polyhedron as follows.
Cut the cylinder into m equal cylinders each of height H/m by means of horizontal
planes. Break each of the m+1 circles of intersection (including the upper and lower
bases of the original cylinder) into n equal parts so that the points of division on each
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circle lie beneath the midpoints of the points of division of the circle immediately
above. We now take a pair of division points of each circle and the point lying
directly above or below the midpoint of the arc whose endpoints they are.

These three points form a triangle, and the set of all such triangles forms a
polyhedral surface inscribed in the original cylindrical surface (the lateral surface
of a right circular cylinder). In shape this polyhedron resembles the calf of a boot
that has been crumpled like an accordion. For that reason it is often called the
Schwarz boot.

a) Show that if m and n are made to tend to infinity in such a way that the
ratio n®/m tends to zero, then the area of the polyhedral surface just constructed
will increase without bound, even though the dimensions of each of its faces (each
triangle) tend to zero.

b) If n and m tend to infinity in such a way that the ratio m/n? tends to some
finite limit p, the area of the polyhedral surfaces will tend to a finite limit, which
may be larger than, smaller than, or (when p = 0) equal to the area of the original
cylindrical surface.

¢) Compare the method of introducing the area of a smooth surface described
here with what was just done above, and explain why the results are the same in
the one-dimensional case, but in general not in the two-dimensional case. What
are the conditions on the sequence of inscribed polyhedral surfaces that guaranteee
that the two results will be the same?

10. The isoperimetric inequality

Let V(E) denote the volume of a set £ C R™, and A + B the (vector) sum of
the sets A, B C R". (The sum in the sense of Minkowski is meant. See Problem 4
in Sect. 11.2.)

Let B be a ball of radius h. Then A + B =: A is the h-neighborhood of the
set A.

The quantity
\ _
lim LA =V o)
h—0 h
is called the Minkowski outer area of the boundary 0A of A.
a) Show that if 0A is a smooth or sufficiently regular surface, then u4(9A)
equals the usual area of the surface 0A.

b) Using the Brunn—-Minkowski inequality (Problem 4 of Sect. 11.2), obtain now
the classical isoperimetric inequality in R™:

B (8A) 2 nvA VIR (A) =t u(Sa) ;

here V is the volume of the unit ball in R™, and p(Sa) the area of the ((n — 1)-
dimensional) surface of the ball having the same volume as A.

The isoperimetric inequality means that a solid A C R™ has boundary area
p+(0A) not less than that of a ball of the same volume.
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12.5 Elementary Facts about Differential Forms

We now give an elementary description of the convenient mathematical ma-
chinery known as differential forms, paying particular attention here to its
algorithmic potential rather than the details of the theoretical constructions,
which will be discussed in Chap. 15.

12.5.1 Differential Forms: Definition and Examples

Having studied algebra, the reader is well acquainted with the concept of a
linear form, and we have already made extensive use of that concept in con-
structing the differential calculus. In that process we encountered mostly sym-
metric forms. In the present subsection we will be discussing skew-symmetric
(anti-symmetric) forms.

We recall that a form L : X¥ — Y of degree or order k defined on ordered
sets &1, ..., & of vectors of a vector space X and assuming values in a vector
space Y is skew-symmetric or anti-symmetric if the value of the form changes
sign when any pair of its arguments are interchanged, that is,

L&, &5 6k) = —L(&1,- - &5, &, €k) -

In particular, if §; = &, then the value of the form will be zero, regardless
of the other vectors.

Ezxample 1. The vector (cross) product [£;, &,] of two vectors in R3 is a skew-
symmetric bilinear form with values in R3.

Ezample 2. The oriented volume V (£, ...,&;) of the parallelepiped spanned
by the vectors £, ..., &, of R¥ defined by Eq. (12.6) of Sect. 12.4, is a skew-
symmetric real-valued k-form on R,

For the time being we shall be interested only in real-valued k-forms
(the case Y = R), even though everything that will be discussed below is
applicable to the more general situation, for example, when Y is the field C
of complex numbers.

A linear combination of skew-symmetric forms of the same degree is in
turn a skew-symmetric form, that is, the skew-symmetric forms of a given
degree constitute a vector space.

In addition, in algebra one introduces the exterior product A of skew-
symmetric forms, which assigns to an ordered pair AP, B? of such forms (of
degrees p and q respectively) a skew-symmetric form AP A B? of degree p+gq.
This operation is

associative: (AP ABI)ANC™ = AP A (BTACT),
distributive: (AP + BP) AC? = AP AC74 BP A CY,
skew-commutative: AP A B = (—1)PIB? A AP.
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In particular, in the case of 1-forms A and B, we have anticommutativity
AANB = —BAA, for the operations, like the anticommutativity of the vector
product shown in Example 1. The exterior product of forms is in fact a
generalization of the vector product.

Without going into the details of the definition of the exterior product, we
take as known for the time being the properties of this operation just listed
and observe that in the case of the exterior product of 1-forms Lq,..., L €
L(R™ R) the result Ly A--- A Ly is a k-form that assumes the value

Ll(ﬁl) Lk(ﬁl)
LiA-AL(&y oo &) = | oo = det (L;(&;)) (12.11)

Li(&) -+ Li(&)

on the set of vectors &,,...,&;.

If relation (12.11) is taken as the definition of the left-hand side, it follows
from properties of determinants that in the case of linear forms A, B, and
C, we do indeed have AAB=—-BAAand (A+ B)JAC=AANC+BAC.

Let us now consider some examples that will be useful below.

Example 3. Let m* € L(R™R), i = 1,...,n, be the projections. More
precisely, the linear function ¢ : R® — R is such that on each vector
& = (£4,...,6") € R" it assumes the value 7*(§) = £ of the projection
of that vector on the corresponding coordinate axis. Then, in accordance
with formula (12.11) we obtain

i1 ik

1 : 1

TN AT (€, €)= . (12.12)
i1 cee ik
k k

Ezample 4. The Cartesian coordinates of the vector product [£;,&,] of the
vectors €, = (£1,€2,¢€3) and &, = (€3,€2,£3) in the Euclidean space R?, as is
known, are defined by the equality

Ll g)).
5 &6 &

& &
Thus, in accordance with the result of Example 3 we can write

& &
T ([€1,85]) = 7 AT3(€1,€,)
(€1, &,]) = m° AT (€4,€,),
7r3([£1,£2]) = ' A% (€1,€,)

6= (

) y
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Ezxample 5. Let f: D — R be a function that is defined in a domain D C R™
and differentiable at o € D. As is known, the differential df(zo) of the
function at a point is a linear function defined on displacement vectors &
from that point. More precisely, on vectors of the tangent space T'D, to D
(or R™) at the point under consideration. We recall that if z!,...,z" are the
coordinates in R™ and & = (£!,...,£"), then

A (20)(6) = 2L (2" + -+ L (z0)6" = Def(an)

In particular dz*(§) = £, or, more formally, dz¢(zo)(€) = & If f1,..., fx
are real-valued functions defined in G and differentiable at the point z¢ € G,
then in accordance with (12.11) we obtain

dfi(§&) - dfe(&)
Afi A AAfel€pre o €)= | oo (12.13)

dfi(€x) - dfu(€y)

at the point z( for the set &,,...,&, of vectors in the space TG,,; and, in
particular,

7:1 ... zk
1 1

Az A Adz™ (€, .. ) = | oo . (12.14)

B g

In this way skew-symmetric forms of degree k defined on the space T Dy, =~
TRZ, ~ R™ have been obtained from the linear forms dfi,...,dfx defined on
this space.

Ezample 6. If f € CV(D,R), where D is a domain in R”, then the differen-
tial df (z) of the functions f is defined at any point z € D, and this differen-
tial, as has been stated, is a linear function df(x) : TD; — TRy(;) ~ R on
the tangent space T'D, to D at z. In general the form df(z) = f’(x) varies in
passage from one point to another in D. Thus a smooth scalar-valued func-
tion f : D — R generates a linear form df(z) at each point, or, as we say,
generates a field of linear forms in D, defined on the corresponding tangent
spaces T D,.

Definition 1. We shall say that a real-valued differential p-form w is defined
in the domain D C R" if a skew-symmetric form w(z) : (T'Dg)? — R is
defined at each point z € D.

The number p is usually called the degree or order of w. In this connection
the p-form w is often denoted wP.
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Thus, the field of the differential df of a smooth function f:D— R
considered in Example 6 is a differential 1-form in D, and w = dz** A- - -Adzt»
is the simplest example of a differential form of degree p.

Ezample 7. Suppose a vector field D C R™ is defined, that is, a vector F(z)
is attached to each point x € D. When there is a Euclidean structure in R"”
this vector field generates the following differential 1-form wy. in D.

If £ is a vector attached to x € D, that is, £ € TD,, we set

wi(2)(€) = (F(2),€) .

It follows from properties of the inner product that wg(z) = (F(z),-) is
indeed a linear form at each point z € D.

Such differential forms arise very frequently. For example, if F is a con-
tinuous force field in D and £ an infinitesimal displacement vector from the
point x € D, the element of work corresponding to this displacement, as is
known from physics, is defined precisely by the quantity (F(z),&).

Thus a force field F in a domain D of the Euclidean space R™ naturally
generates a differential 1-form wg in D, which it is natural to call the work
form of the field F in this case.

We remark that in Euclidean space the differential df of a smooth func-
tion f : D — R in the domain D C R"™ can also be regarded as the 1-
form generated by a vector field, in this case the field F = grad f. In fact,
by definition grad f is such that df(z)(&) = (grad f(x),&) for every vector
EeTD,.

Ezxample 8. A vector field V defined in a domain D of the Euclidean space R"
can also be regarded as a differential form w’{,‘l of degree n — 1. If at a point
z € D we take the vector field V(x) and n —1 additional vectors &4, ...,&, €
TD, attached to the point x, then the oriented volume of the parallelepiped
spanned by the vectors V(z),&,,...,&,_1, which is the determinant of the
matrix whose rows are the coordinates of these vectors, will obviously be a
skew-symmetric (n — 1)-form with respect to the variables &;,...,&,_;.

For n = 3 the form w? is the usual scalar triple product (V(z),&,,&;)
of vectors, one of which V(z) is given, resulting in a skew-symmetric 2-form
w = (V).

For example, if a steady flow of a fluid is taking place in the domain D and
V(z) is the velocity vector at the point € D, the quantity (V(z),&;,&5)
is the element of volume of the fluid passing through the (parallelogram)
area spanned by the small vectors §; € T D, and §, € TD; in unit time. By
choosing different vectors &; and &,, we shall obtain areas (parallelograms) of
different configuration, differently situated in space, all having one vertex at
x. For each such area there will be, in general, a different value (V(z),&;,€&,)
of the form w% (z). As has been stated, this value shows how much fluid
has flowed through the surface in unit time, that is, it characterizes the flux

across the chosen element of area. For that reason we often call the form w?,
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(and indeed its multidimensional analogue w{l,‘l the flux form of the vector
vield V in D.

12.5.2 Coordinate Expression of a Differential Form

Let us now investigate the coordinate expression of skew-symmetric algebraic
and differential forms and show, in particular, that every differential k-form
is in a certain sense a linear combination of standard differential forms of the
form (12.14).

To abbreviate the notation, we shall assume summation over the range
of allowable values for indices that occur as both superscripts and subscripts
(as we did earlier in similar situations).

Let L be a k-linear form in R™. If a basis e, ..., e, is fixed in R™, then
each vector £ € R™ gets a coordinate representation £ = £'e; in that basis,
and the form L acquires the coordinate expression

L(ﬁl""’ék) =L( i‘eil,..., ,’c"e,k) =L(ei1,...,eik) il zk . (1215)

The numbers a;, .. i, = L(e;,,...,e;, ) characterize the form L completely
if the basis in which they have been obtained is known. These numbers are
obviously symmetric or skew-symmetric with respect to their indices if and
only if the form L possesses the corresponding type of symmetry.

In the case of a skew-symmetric form L the coordinate representation
can be transformed slightly. To make the direction of that transformation
clear and natural, let us consider the special case of (12.15) that occurs when
L is a skew-symmetric 2-form in R®. Then for the vectors &, = €ie;, and
&, = &le,,, where i1,i2 = 1,2,3, we obtain

L(£,,&5) = L(£' ey, E2ei,) = L(ey,, e,)€1 €5 =

= L(er,e1)&1&; + L(e1, e2)&13 + L(er, e3)E1 €5 +
+L(ez,€1)E765 + L(ez, 2)6765 + L(ez, e3)E765 +
+L(e3, €1)E06 + L(es, €2)67635 + L(es, e3)£765 =
L(e1,e2)(£165 — £363) + L(er, e3) (6363 — £367) +
+L(e2,€3)(E363 —633) = > Llei ei,)

1<i; <ip<3

11 12
1 1

& &2

I

where the summation extends over all combinations of indices 4; and i that
satisfy the inequalities written under the summation sign.
Similarly in the general case we can also obtain the following representa-
tion for a skew-symmetric form L:
11 1k

1 ' 1

L&, &)= > Llei,....ep) | oorennn. . (12.16)

1<i1 < <ix <n
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Then, in accordance with formula (12.12) this last equality can be rewrit-
ten as

L(&,,.... &) = D Llew,. ., )T A ATR(Ey, )

1<iy <+ <ix<in

Thus, any skew-symmetric form L can be represented as a linear combination

L= Z @iy i TN AT (12.17)
1<i1 < <ix<in

of the k-forms 7%t A--- A7, which are the exterior product formed from the
elementary 1-forms 7!,..., 7™ in R™.

Now suppose that a differential k-form w is defined in some domain D C
R™ along with a curvilinear coordinate system z!,...,2". At each point x €
D we fix the basis e;(z),...,e,(z) of the space TD,, formed from the unit
vectors along the coordinate axes. (For example, if x!,...,z" are Cartesian
coordinates in R™, then e;(z), ..., e,(z) is simply the frame e,,...,e, in R
translated parallel to itself from the origin to z.) Then at each point z € D
we find by formulas (12.14) and (12.16) that

w(@)(&y---5€k) =
= Z w(ei, (),..., e (x))dz* A Adz™ (€, ..., &)
1<i;<--<ix<n
w(z) = Z @iy (@) dz® A - Adat* . (12.18)
1<i1<<ig<n

‘Thus, every differential k-form is a combination of the elementary k-forms
dz'* A---Adzx** formed from the differentials of the coordinates. As a matter
of fact, that is the reason for the term “differential form.”

The coefficients a;, ...;, (z) of the linear combination (12.18) generally de-
pend on the point z, that is, they are functions defined in the domain in
which the form w* is given.

In particular, we have long known the expansion of the differential

_or
ol

and, as can be seen from the equalities

<F7 g) = (Fixeil (x)7§i29i2(x)‘> = 4 4 _
= (€i, (z), €5, (2)) F"* (2)§" = giyi (2) F* (2)€7 =
= Girip (2) F™ (2) da™2 (€)

(x)dz +--- + ﬁ(z)dm" , (12.19)

df() -

the expansion
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wi(2) = (F(z), ) = (95,i(2) F" (2)) da’ = a;(z) da’ (12.20)

also holds. In Cartesian coordinates this expansion looks especially simple:
wi(z) = (F(z),") = Y_ Fi(z)dz" . (12.21)
1=1

Next, the following equality holds in R3:

Viz) Viz) V3(z)
wy(z)(&,&) =| & 3 & | =
& 2 £

1 28 2
=Vix) é 5;13 + V3(x)

1 2
5o
& &

3 1
»
3 &

b

+ V3(x)

from which it follows that
wi(z) = Vi(z)dz? Adz® + VE(z)dzd Ada! + V3(z)dz! Ade? . (12.22)

Similarly, expanding the determinant of order n for the form w(‘,_l by
minors along the first row, we obtain the expansion

n—1 —
wy = Z(—l)iﬂVi(x) de' Ao Adat A---Ada™ (12.23)
=1

where the sign — stands over the differential that is to be omitted in the
indicated term.

12.5.3 The Exterior Differential of a Form

All that has been said up to now about differential forms essentially involved
each individual point z of the domain of definition of the form and had a
purely algebraic character. The operation of (exterior) differentiation of such
forms is specific to analysis.

Let us agree from now on to define the 0-forms in a domain to be functions
f: D — R defined in that domain.

Definition 2. The (exterior) differential of a O-form f, when f is a differ-
entiable function, is the usual differential df of that function.

If a differential p-form (p > 1) defined in a domain D C R™
w(z) = ay..i, (x) dz* A~ Ada'?

has differentiable coefficients a;,...;, (), then its (exterior) differential is the
form ‘ ‘
dw(z) = da;,...;,(x) Adz" A--- Adx' .
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Using the expansion (12.19) for the differential of a function, and relying
on the distributivity of the exterior product of 1-forms, which follows from
relation (12.11), we conclude that

Oa,...i,

dw(z) = o

(z)dz* Adz™ A--- Ada'r =
= Qi i, (T) dzt Adz A - Adaie

that is, the (exterior) differential of a p-form (p > 0) is always a form of
degree p + 1.

We note that Definition 1 given above for a differential p-form in a domain
D C R™, as one can now understand, is too general, since it does not in any
way connect the forms w(z) corresponding to different points of the domain
D. In actuality, the only forms used in analysis are those whose coordinates
a;,...;, () in a coordinate representation are sufficiently regular (most often
infinitely differentiable) functions in the domain D. The order of smoothness
of the form w in the domain D C R™ is customarily characterized by the
smallest order of smoothness of its coefficients. The totality of all forms of
degree p > 0 with coefficients of class C(°)(D,R) is most often denoted
?(D,R) or 2P,

Thus the operation of differentiation of forms that we have defined effects
a mapping d : 27 — 2PTL

Let us consider several useful specific examples.

Ezample 9. For a O-form w = f(x,y, z) — a differentiable function — defined
in a domain D C R3, we obtain
of

8fd —I—afd + —dz

dw =57 By 9z

Ezxample 10. Let
w(z,y) = P(z,y)dz + Q(z,y) dy

be a differential 1-form in a domain D of R? endowed with coordinates (z, y).
Assuming that P and @ are differentiable in D, by Definition 2 we obtain

dw(z,y) =dP Adz +dQ Ady =

oP oP 0Q (9Q B
(8d+8yd)/\dm+(8d+a )/\dy_

_ 0P 0Q 0Q 0P

__(9 dy A dz +—8 dz A dy (83: 8y)($ y)dz Ady .

Example 11. For a 1-form
w=Pdr+Qdy+ Rdz

defined in a domain D in R3 we obtain

dw = (‘21: %Q)d Adz +(g—f—¥)d Adz +(%—§—%£)d Ady
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Ezample 12. Computing the differential of the 2-form
w=PdyAndz+QdzAdz+ Rdz Ady,
where P, @, and R are differentiable in the domain D C R3, leads to the

relation 9P 00 OR
dw = (—é;+a—y +E)d.’t/\dy/\dz.

If (z',22,2%) are Cartesian coordinates in the Euclidean space R® and
z+— f(z), z— F(z) = (F,F? F3)(z),and z = V = (V1, V2 V3)(z) are
smooth scalar and vector fields in the domain D C R®, then along with these
fields, we often consider the respective vector fields

of of of
Oxl’ 022’ Ox3
OF3 B OF? OF! B OF3% OF? B OF!
Ox?2 0x3’ 0x3 Ox!’ Ox! Ox?
and the scalar field

ovl avz Hve

WV= 521 T 507 = B3

grad f = ( ) —the gradient of f , (12.24)

curl F = ( ) —the curl of F, (12.25)

—the divergence of V . (12.26)

We have already mentioned the gradient of a scalar field earlier. Without
dwelling on the physical content of the curl and divergence of a vector field
at the moment, we note only the connections that these classical operators
have with the operation of differentiating forms.

In the oriented Euclidean space R® there is a one-to-one correspondence
between vector fields and 1- and 2-forms:

Fowr=(F"), Voui(V,, ).

We remark also that every 3-form in the domain D C R3 has the form
p(x!, 2%, x3) dz! A dz? A dz3. Taking this circumstance into account, one can
introduce the following definitions for grad f, curl F, and div'V:

feW(=f)md’(=df) =wl —» g:=grad f, (12.24")
g

F wph o dop =w? > r:=curlF, (12.25)

Vi wy —dwy =wh o pi=divV. (12.26")

Examples 9, 11, and 12 show that when we do this in Cartesian coor-
dinates, we arrive at the expressions (12.24), (12.25), and (12.26) above for
grad f, curl F, and div V. Thus these operators in field theory can be regarded
as concrete manifestations of the operation of differentiation of exterior forms,
which is carried out in a single manner on forms of any degree. More details
on the gradient, curl, and divergence will be given in Chap. 14.
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12.5.4 Transformation of Vectors and Forms under Mappings

Let us consider in more detail what happens with functions (0-forms) under
a mapping of their domains.

Let ¢ : U — V be a mapping of the domain U C R™ into the domain
V C R™. Under the mapping ¢ each point ¢ € U maps to a definite point
x = ¢(t) of the domain V.

If a function f is defined on V, then, because of the mapping ¢ : U — V
a function * f naturally arises on the domain U, defined by the relation

(@ N)®) = f(e(®) ,

that is, to find the value of p*f at a point ¢ € U one must send ¢ to the point
z = ¢(t) € V and compute the value of f at that point.

Thus, if the domain U maps to the domain V' under the mapping ¢ : U —
V', then the set of functions defined on V maps (in the opposite direction)
to the set of functions defined on U under the correspondence f — * f just
defined.

In other words, we have shown that a mapping ¢* : 2°(V) — 2°(U)
transforming O-forms defined on V' into 0-forms defined on U naturally arises
from a mapping ¢ : U — V.

Now let us consider the general case of transformation of forms of any
degree.

Let ¢ : U — V be a smooth mapping of a domain U C R}" into a
domain V' C R%, and ¢'(t) : TU; — TV,—,(+) the mapping of tangent spaces
corresponding to ¢, and let w be a p-form in the domain V. Then one can
assign to w the p-form ¢*w in the domain U defined at t € U on the set of
vectors T1,...,Tp € TU; by the equality

e w(t)(T1,...,7p) ;== w(e®)) (@171, .., @,Tp) - (12.27)

Thus to each smooth mapping ¢ : U — V there corresponds a mapping
w* : 2P(V) — 2P(U) that transforms forms defined on V into forms defined
on U. It obviously follows from (12.27) that

"W +w") = " (W) + " (W"), (12.28)
P (Aw) = Ap*w, ifAeR. (12.29)
Recalling the rule (¢ o @)’ = ¢’ o ¢’ for differentiating the composition of

the mappings ¢ : U — V, ¢ : V — W, we conclude in addition from (12.27)
that

(Yop) =" oy” (12.30)
(the natural reverse path: the composition of the mappings)

P QP(W) = QP(V), o 2P(V) = QP(U)) .

Now let us consider how to carry out the transformation of forms in
practice.
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Ezample 13. In the domain V C R? let us take the 2-form w = dzt A dz'2.
Let ¢ = x'(¢!,...,t™), i = 1,...,n, be the coordinate expression for the
mapping ¢ : U — V of a domain U C R}" into V.

We wish to find the coordinate representation of the form ¢*w in U. We
take a point t € U and vectors 71,72 € TU;. The vectors &, = ¢'(t)T; and
€, = ¢/(t)72 correspond to them in the space T'V,—,). The coordinates
(&,... ,5") and (€1,...,€0) of these vectors can be expressed in terms of the
coordinates (7{,...,7") and (74,...,73") of 71 and T, using the Jacobian
matrix via the formulas

;o ; ox* ;
§{=atj(t)rf, &= atJ()J, i=1,...,n.

(The summation on j runs from 1 to m.)
Thus,

O'w(t)(T1,72) = w(‘/’(t))(fl:ﬁz) =dz" A dxiz(ﬁhﬁz) =

i1 Bac 1 1 9z'2_j2
% é — | 6tn1 it oti2 1 —
1 12 8zl _j1 9z'2 _j2
2 2 atin 12 otiz ‘2
m . . . .
oz dz'2 |t 7f?
3471 Atje | It J2
Pvt otin otz |yt T
m il i2
= —ax ax dtjl A dtjz(‘l'l ‘l'2) =
Otir Otiz ’
Ji,J2=1

_ Z (6:3“ Oz Ozt Oz*2

_ B L )
ot otz otz ot )dt A e (o) =

1<ji<j2<m
oz*1 dz'2
_ § oti1 otI1 J1 J2
= Dzil Bzi2 (t) de?r A dt (Tl,‘l‘z) .
1<j1<j2<m | 8tI2 ti2

Consequently, we have shown that

) ) i1 pl2 ) .
p*(dz* Adx™?) = z M(t) de’r Adt? .

1<i1<iz<m 6(t]l ’ t”)

If we use properties (12.28) and (12.29) for the operation of transformation
of forms? and repeat the reasoning of the last example, we obtain the following
equality:

9 If (12.29) is used pointwise, one can see that

¢ (a(@)w) = a(e()p"w


file:///dtli
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(P*( Z aix,...,ip(l‘) dl‘il A /\dxip> _
1<i < ~<ip<n
8($i1,... xip) ) '
B 24 - J
= Z iy, i (:c(t)) O(tir,. .. thr) de’t A AdEP L (12.31)
1<i < -~<ip<n
1<ji<-<jp<m

We remark that if we make the formal change of variable x = z(t) in
the form that is the argument of ¢* on the left, express the differentials
dz!,...,d2" in terms of the differentials d¢!,...,dt™, and gather like terms
in the resulting expression, using the properties of the exterior product, we
obtain precisely the right-hand side of Eq. (12.31).

Indeed, for each fixed choice of indices 41, ...,i, we have

ail,m,ip(a;)dxi‘ Ao Adzte =

ozt . 9xtr
= Qiy,.ip (Z'(t)) ( ETe dth) A - (6th deir ) _
= Gy, (f'f(t) %g— o gf; At/ A - Adtir =

xte

- Y an. ((t))ﬁdtﬁ/\m/\dt”.

Summing such equalities over all ordered sets 1 < i; < --- < 4, < n, we
obtain the right-hand side of (12.31).

Thus we have proved the following propostion, of great technical impor-
tance.

Proposition. If a differential form w is defined in a domain V C R™ and
¢ : U — V is a smooth mapping of a domain U C R™ into V, then the
coordinate expression of the form ¢*w can be obtained from the coordinate
expression

Z iy, i, (z)dz™ A--- Adze

1<i1<-<ip<n

of the form w by the direct change of variable x = ¢(t) (with subsequent
transformations in accordance with the properties of the exterior product).

Ezample 14. In particular, if m = n = p, relation (12.31) reduces to the
equality
e*(dz! Ao Adz™) =det o/ (t)dEE A - AdE™ . (12.32)

Hence, if we write f(x)dz! A --- A dz™ in a multiple integral instead of
f(x)dz!---dz™, the formula

() dz = / Fo()) det (1) dt
U

V=p(U)
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for change of variable in a multiple integral via an orientation-preserving
diffeomorphism (that is, when det ¢’(t) > 0) could be obtained automatically
by the formal substitution = ¢(t), just as happened in the one-dimensional
case, and it could be given the following form:

/ w= U/ . (12.33)

»(U)

We remark in conclusion that if the degree p of the form w in the domain
V C R is larger than the dimension m of the domain U C R™ that is
mapped into V via ¢ : U — V, then the form ¢*w on U corresponding to w
is obviously zero. Thus the mapping ¢* : 2P(V) — 2P(U) is not necessarily
injective in general.

On the other hand, if ¢ : U — V has a smooth inverse p=! : V —
U, then by (12.30) and the equalities =1 o p = ey, po ™! = ey, we
find that (¢)* o (p™1)* = e}, and (¢~ !)* 0 p* = €},. And, since e}; and e},
are the identity mappings on 2P(U) and 2P(V) respectively, the mappings
p* (V) —» 2P(U) and (w’l)* 1 2P(U) — NP(V), as one would expect,
turn out to be inverses of each other. That is, in this case, the mapping
p*: 2P(V) = 2P(U) is bijective.

We note finally that along with the properties (12.28)—(12.30) the map-
ping ¢* that transfers forms, as one can verify, also satisfies the relation

¢*(dw) = d(p*w) . (12.34)

This theoretically important equality shows in particular that the oper-
ation of differentiation of forms, which we defined in coordinate notation,
is actually independent of the coordinate system in which the differentiable
form w is written. This will be discussed in more detail in Chapt. 15.

12.5.5 Forms on Surfaces

Definition 3. We say that a differential p-form w is defined on a smooth
surface S C R™ if a p-form w(x) is defined on the vectors of the tangent
plane T'S,, to S at each point z € S.

Example 15. If the smooth surface S is contained in the domain D C R" in
which a form w is defined, then, since the inclusion T'S, C T'D, holds at each
point x € S, one can consider the restriction of w(z) to T'S;. In this way a
form w|  arises, which it is natural to call the restriction of w to S.

As we know, a surface can be defined parametrically, either locally or
globally. Let ¢ : U — S = ¢(U) C D be a parametrized smooth surface
in the domain D and w a form on D. Then we can transfer the form w to
the domain U of parameters and write ¢*w in coordinate form in accordance
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with the algorithm given above. It is clear that the form ¢*w in U obtained
in this way coincides with the form ¢*(w|).

We remark that, since ¢'(t) : TU; — TS, is an isomorphism between
TU; and T'S; at every point t € U, we can transfer forms both from S to U
and from U to S, and so just as the smooth surfaces themselves are usually
defined locally or globally by parameters, the forms on them, in the final
analysis, are usually defined in the parameter domains of local charts.

Ezample 16. Let w? be the flux form considered in Example 8, generated by
the velocity field V of a flow in the domain D of the oriented Euclidean space
R3. If S is a smooth oriented surface in D, one may consider the restriction
w{ | g of the form w, to S. The form w | so obtained characterizes the flux
across each element of the surface S.

If p: I — S is a local chart of the surface S, then, making the change of
variable x = ¢(t) in the coordinate expression (12.22) for the form w?, we
obtain the coordinate expression for the form ¢*w$, = ¢*(w¥| ), which is
defined on the square I, in these local coordinates of the surface.

Ezample 17. Let wj be the work form considered in Example 7, generated
by the force field F acting in a domain D of Euclidean space. Let ¢ : I —
©(I) C D be a smooth path (¢ is not necessarily a homeomorphism). Then,
in accordance with the general principle of restriction and transfer of forms,
a form ¢*wy arises on the closed interval I, whose coordinate representation
a(t) dt can be obtained by the change of variable z = ¢(t) in the coordinate
expression (12.21) for the form wi..

12.5.6 Problems and Exercises

1. Compute the values of the differential forms w in R™ given below on the indicated
sets of vectors:

a) w = x> dz’ on the vector £ = (1,2,3) € TR3,2,1)-

b) w = dz' Adz®+z'dz?* Adz* on the ordered pair of vectors &, &, € TR?1,0,0,0)~

c) w = df, where f = z' +22? +--- +nz", and € = (1,—,1,...,(-1)"" 1) €
TR{ 1, 0)

2. a) Verify that the form dz®t A---Adz'* is identically zero if the indices 41, . . . , ix
are not all distinct.

b) Explain why there are no nonzero skew-symmetric forms of degree p > n on
an n-dimensional vector space.

¢) Simplify the expression for the form
2dz’ Adz® Ada® + 3dz® Ada' Adz® — da® Ada® Ada?
d) Remove the parentheses and gather like terms:

(' dz? + 2% dz') A (2® da’ A d2® + 2 dz' Ade® + 2! dz® A d2?) .
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e) Write the form df A dg, where f = In (1 + |$|2), g = sin|z|, and z =
(z*,z2,2%) as a linear combination of the forms dz** Adz®2, 1 <13 < iy < 3.

f) Verify that in R™
oft
oI

dfl/\~~/\df"(:v)=det< )(x)dml/\--J\dw".

g) Carry out all the computations and show that for 1 < k <n

oft .. afr | ‘
df* Ao AdfF = > det | 923 9k | dz't Ao Ada™c
1<41 <ig<-<ig<n 8z1 " 8zik

3. a) Show that a form a of even degree commutes with any form (3, that is,
aANB=FAca.

b) Let w = 5. dp; Adq’ and w™ = w A --- Aw (n factors). Verify that
i=1

n(n—1
2

W™ =nldpy Adg* A--- Adpn Adg™ = (—1) dpi1 A---Adpn Adg* A---Adq™ .

4. a) Write the form w = df, where f(z) = ()% + ()2 + --- + (z™)?, as a
combination of the forms dz!,...,dz™ and find the differential dw of w.

b) Verify that d2f = 0 for any function f € C‘®(D,R), where d2 = d o d, and
d is exterior differentiation.

“c) Show that if the coefficients ai,,...,;;, of the form w = ai,,...; (2) dz* A+ A
dz®* belongs to the class C® (D, R), then d*w = 0 in the domain D.

d) Find the exterior differential of the form 3‘—‘30%%?1 in its domain of definition.

.....

5. If the product dz’---dz™ in the multiple integral [ f(z)dz'---dz™ is inter-
D

preted as the form dz' A --- A dz™, then, by the result of Example 14, we have the
possibility of formally obtaining the integrand in the formula for change of variable
in a multiple integral. Using this recommendation, carry out the following changes
of variable from Cartesian coordinates:

a) to polar coordinates in R?,
b) to cylindrical coordinates in R,

c) to spherical coordinates in R®.

6. Find the restriction of the following forms:
a) dz* to the hyperplane z* = 1.
b) dz A dy to the curve z = z(t), y = y(t), a < t < b.
c) dz A dy to the plane in R® defined by the equation z = c.
d) dy Adz + dz Adz + dz A dy to the faces of the standard unit cube in R3.

e) wi=dz' Ao Adz' T A dxt AdztTE A - Ada™ to the faces of the standard
unit cube in R™. The symbol — stands over the differential dz* that is to be omitted
in the product.
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7. Express the restriction of the following forms to the sphere of radius R with
center at the origin in spherical coordinates on R3:

a) dz,
b) dy,
c) dy Adz.

8. The mapping ¢ : R? — R? is given in the form (u,v) — (u-v,1) = (x,y). Find:
a) ¢"(dz),
b) ¢*(dy),
c) ¢*(ydz).

9. Verify that the exterior differential d : 2P(D) — £2P*!(D) has the following
properties:

a) d(w1 + w2) = dw1 + dwg,

b) d(w1 A we) = dwi Awa + (—1)deg“’1w1 A dws, where degw; is the degree of
the form w;.

¢) Yw € 2P d(dw) = 0.

d)vfe 2 df = 3 2L dat.
=1

Show that there is only one mapping d : 2P (D) — £2P**(D) having properties
a), b), c¢), and d).

10. Verify that the mapping ¢* : 27(V) — 02P(U) corresponding to a mapping
¢ : U — V has the following properties:

a) ¢" (w1 + w2) = @ w1 + P ws.

b) ™ (w1 Awz) = @ w1 A p*wa.

c) dp*w = p*dw.

d) If there is a mapping ¥ : V — W, then (¢ o 9)* = ¢* o ¢™.

11. Show that a smooth k-dimensional surface is orientable if and only if there
exists a k-form on it that is not degenerate at any point.



13 Line and Surface Integrals

13.1 The Integral of a Differential Form

13.1.1 The Original Problems, Suggestive Considerations,
Examples

a. The Work of a Field Let F(x) be a continuous force field acting in
a domain G of the Euclidean space R™. The displacment of a test particle
in the field is accompanied by work. We ask how we can compute the work
done by the field in moving a unit test particle along a given trajectory, more
precisely, a smooth path v: I — vy(I) C G.

We have already touched on this problem when we studied the applica-
tions of the definite integral. For that reason we can merely recall the solution
of the problem at this point, noting certain elements of the construction that
will be useful in what follows.

It is known that in a constant field F the displacement by a vector £ is
associated with an amount of work (F, £).

Let t — x(t) be a smooth mapping v : I — G defined on the closed
interval I = {t € R|a <t < b}.

We take a sufficiently fine partition of the closed interval [a,b]. Then
on each interval I; = {t € I|t;—; < t < t;} of the partition we have the
equality x(t) — x(¢;) = x/(t)(t; — t;—1) up to infinitesimals of higher order.
To the displacement vector 7; = t;41 — t; from the point ¢; (Fig. 13.1) there

&
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corresponds a displacement of x(¢;) in R™ by the vector Ax; = X;41 — X;,
which can be regarded as equal to the tangent vector &, = x(t;)7; to the
trajectory at x(t;) with the same precision. Since the field F(x) is continuous,
it can be regarded a locally constant, and for that reason we can compute the
work AA; corresponding to the (time) interval I; with small relative error as

AA; = (F(z:),§;)
or
AA; = (F(x(t:)),%(t:)7:) -

Hence,

A=) "AA =D (F(x(t:)),%(t:) At

and so, passing to the limit as the partition of the closed interval I is refined,
we find that

b
A= /(F(x(t)),)'c(t)) dt . (13.1)

If the expression (F(x(t)),%(t))dt is rewritten as (F(x),dx), then, as-
suming the coordinates in R™ are Cartesian coordinates, we can give this
expression the form Fldz! + - -+ F"dz", after which we can write (13.1) as

A= /F‘dx‘ + -+ F™dz™ (13.2)
Y

or as

A= /wll;‘ ) (13.2')
Y

Formula (13.1) provides the precise meaning of the integrals of the work
1-form along the path v written in formulas (13.2) and (13.2').
Ezample 1. Consider the force field F = ( — e pi—yf) defined at all

x
points of the plane R? except the origin. Let us compute the work of this
field along the curve 7; defined as = cost, y = sint, 0 < t < 27, and
along the curve defined by x = 2 + cost, y = sint, 0 < t < 27. According to
formulas (13.1), (13.2), and (13.2"), we find

1 Y z
/wF / z2_'_:‘/2 z+x2+y2 Y
" 7

2w

=/(_sint-(—sint)+ cost - cost )dt=27r

cos?t +sin®t  cos?t + sin’t
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and

2w
/wl _/—ydm+xdy _/—sint(—sint)+(2+Cost)(COSt) dt =
¥ 2 +9y2 (2 + cost)? +sin® ¢t

27 T 0
1+ 2cost 1+ 2cost 14 2cos(2m — u)
= [ ———dt= | ———dt du =
/5+4c0st /5+4cost +/5+4cos(27r—u) u
0

0 ™
T
:/1+2c0stdt_/ 1+2cosudu=0.
5+4cost o 9+4cosu
0

Ezample 2. Let r be the radius vector of a point (z,y,2) € R3 and r = |r|.
Suppose a force field F = f(r)r is defined everywhere in R3 except at the
origin. This is a so-called central force field. Let us find the work of F on a
path v : [0,1] — R3\ 0. Using (13.2), we find

/f(r)(xdx+ydy+zdz)=%/f(r)d(q:2+y2+22):

l\DIF—‘
l\Dl’—‘

0/ f(r(t))dr?(t) = / F(Vu(t)) du(t) =

0
/f du = ®(rg,71) -

Here, as one can see, we have set z2(t) +y%(t)+22(t) = r2(t), r(t) = u(t),
ro = r(0), and r; = r(1).

Thus in any central field the work on a path 7 has turned out to depend
only on the distances o and 7 of the beginning and end of the path from
the center 0 of the field.

In particular, for the gravitational field ;lgr of a unit point mass located
at the origin, we obtain

7‘2

1/ 1 11
@(To,Tl)z—/mduz———.

To T1
7o

b. The Flux Across a Surface Suppose there is a steady flow of liquid (or
gas) in a domain G of the oriented Euclidean space R and that z — V(z)
is the velocity field of this flow. In addition, suppose that a smooth oriented
surface S has been chosen in G. For definiteness we shall suppose that the
orientation of S is given by a field of normal vectors. We ask how to determine
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the (volumetric) outflow or flux of fluid across the surface S. More precisely,
we ask how to find the volume of fluid that flows across the surface S per
unit time in the direction indicated by the orienting field of normals to the
surface.

To solve the problem, we remark that if the velocity field of the flow is
constant and equal to V, then the flow per unit time across a parallelogram
IT spanned by vectors &, and &, equals the volume of the parallelepiped
constructed on the vectors V, &, &,. If  is normal to IT and we seek the flux
across II in the direction of 7, it equals the scalar triple product (V,&,,&5),
provided 7 and the frame &;,£&, give II the same orientation (that is, if
n,&,,&, is a frame having the given orientation in R?). If the frame £;,&,
gives the orientation opposite to the one given by 7 in II, then the flow in
the direction of n is —(V,&1,&,).

We now return to the original statement of the problem. For simplicity let
us assume that the entire surface S admits a smooth parametrization ¢ : I —
S C G, where I is a two-dimensional interval in the plane R?. We partition
I into small intervals I; (Fig. 13.2). We approximate the image p(I;) of each
such interval by the parallelogram spanned by the images & = ¢'(t;)7T1
and &, = ¢'(t;)T2 of the displacement vectors 71,72 along the coordinate
directions. Assuming that V() varies by only a small amount inside the piece
of surface p(I;) and replacing ¢(I;) by this parallelogram, we may assume
that the flux AF; across the piece ¢(I;) of the surface is equal, with small
relative error, to the flux of a constant velocity field V(z;) = V(p(t;)) across
the parallelogram spanned by the vectors &, &,.

Assuming that the frame &, &, gives the same orientation on S as 1, we
find

AF; =~ (V(xi)7€17£2) .

V,
1
Tl I;
t;| T1 I

Fig. 13.2.
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Summing the elementary fluxes, we obtain

F = ZA}—% ~ Zw%(mi)(€17€2) )

where w? (z) = (V(z),-,) is the flux 2-form (studied in Example 8 of
Sect. 12.5). If we pass to the limit, taking ever finer partitions P of the
interval I, it is natural to assume that

F:= lim OZw%,(aci)(ﬁl,ﬁz) =: /w%, ) (13.3)

A(P)—
S

This last symbol is the integral of the 2-form w?, over the oriented surface

S.
Recalling (formula (12.22) of Sect. 12.5) the coordinate expression for the

flux form w%, in Cartesian coordinates, we may now also write

F= / Vide? Ada® + V2dz® Ade' + V3da! Ada? (13.4)
S

We have dicussed here only the general principle for solving this problem.
In essence all we have done is to give the precise definition (13.3) of the flux F
and introduced certain notation (13.3) and (13.4); we have still not obtained
any effective computational formula similar to formula (13.1) for the work.

We remark that formula (13.1) can be obtained from (13.2) by replacing
xl,...,z" with the functions (z!,...,2")(t) = z(t) that define the path .
We recall (Sect. 12.5) that such a substitution can be interpreted as the
transfer of the form w defined in G to the closed interval I = [a, b].

In a completely analogous way, a computational formula for the flux can
be obtained by direct substitution of the parametric equations of the surface
into (13.4).

In fact,

Wi (:)(€1,€2) = wv (o(t)) (@' (t:)T1, @' (t:)T2) = (*wi) (t:)(T1,72)
and

(1

DR (@6, €)= (0" wd) (t)(T1,72)

The form @*w? is defined on a two-dimensional interval I C R2. Any
2-form in I has the form f(t)dt! A dt?, where f is a function on I depending
on the form. Therefore

O W (t)(T1,T2) = f(t:)dt' Adt (11, 72) .

But dt* A dt?(71,T2) = 7] - 72 is the area of the rectangle I; spanned by
the orthogonal vectors 71, T5.
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Thus,
Zf(t )dt' A dt?(7q,72) Zf )| -

As the partitlon is refined we obtain in the llmlt

/ f(t)dtt Adt? = / f(t)dtt de? | (13.5)
1 I
where, according to (13.3), the left-hand side contains the integral of the
2-form w? = f(t)dt! A dt? over the elementary oriented surface I, and the

right-hand side the integral of the function f over the rectangle I.

It remains only to recall that the coordinate representation f(t)dt! A dt?
of the form p*w% is obtained from the coordinate expression for the form w?
by the direct substitution z = ¢(t), where ¢ : I — G is a chart of the surface
S.

Carrying out this change of variable, we obtain from (13.4)

F = / w%:/s@*w%:

S=p(I) i§
1 3_9012_ 3_1; ) 9z Oz
= [(view| v E |+
g o o o o
3o | 3 50 ) gt par?
+V3(p(t) | 88 9 )dt Adt? .
otz ot?

This last integral, as Eq. (13.5) shows, is the ordinary Riemann integral
over the rectangle I.
Thus we have found that

Vi(e(®) V(e®) V3(
F= / 9ei(t)  2(t)  Zer(t) |dt'ae?, (13.6)

1 3

S SORE SO0

where z = ¢(t) = (¢!, 9%, ¢*)(t!,t?) is a chart of the surface S defining the
same orientation as the field of normals we have given. If the chart ¢ : I — S
gives S the opposite orientation, Eq. (13.6) does not generally hold. But, as
follows from the considerations at the beginning of this subsection, the left-
and right-hand sides will differ only in sign in that case.

The final formula (13.6) is obviously merely the limit of the sums of the
elementary fluxes AF; ~ (V(x;), &;,&,) familiar to us, written accurately in
the coordinates t! and t2.

We have considered the case of a surface defined by a single chart. In
general a smooth surface can be decomposed into smooth pieces S; having
essentially no intersections with one another, and then we can find the flux
through S as the sum of the fluxes though the pieces S;.

)
—~
o~
g
N

N

N
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Ezample 3. Suppose a medium is advancing with constant velocity V =
(1,0,0). If we take any closed surface in the domain of the flow, then, since
the density of the medium does not change, the amount of matter in the
volume bounded by this surface must remain constant. Hence the total flux
of the medium through such a surface must be zero.

In this case, let us check formula (13.6) by taking S to be the sphere
22 +y? + 2% = R

Up to a set of area zero, which is therefore negligible, this sphere can be
defined parametrically

z = Rcosycosp,

y = Rcosysinp ,

z = Rsin,
where 0 < ¢ < 2w and —7/2 < Y < /2.

After these relations and the relation V. = (1,0,0) are substituted in
(13.6), we obtain

azl 81"2 /2 2w
1 1
}'=/ ot ot dpdy = R? / coszwdw/coscpdgo:O.
/ or' 0x? \ J
o2 o2 -/

Since the integral equals zero, we have not even bothered to consider
whether it was the inward or outward flow we were computing.

Ezample 4. Suppose the velocity field of a medium moving in R? is
defined in Cartesian coordinates z,y,z by the equality V(z,y,z) =
(VL, v V3)(z,y,2) = (z,y,2). Let us find the flux through the sphere
z? + y? + 22 = R? into the ball that it bounds (that is, in the direction
of the inward normal) in this case.

Taking the parametrization of the sphere given in the last example, and
carrying out the substitution in the right-hand side of (13.6), we find that

2r 7™/2) Rcosycosy  Rcosysing  Rsinty

/dcp —Rcosysing Rcosycosyp 0 dy =
0 —x/2 Rsinicosp —Rsinysing Rcosy

2m 7I'/2
=/dg0 / R3cosydy = 47R3 .
0 —m/2

We now check to see whether the orientation of the sphere given by the
curvilinear coordinates (¢, 1) agrees with that given by the inward normal.
It is easy to verify that they do not agree. Hence the required flux is given
by F = —4nR3.
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In this case the result is easy to verify: the velocity vector V of the flow has
magnitude equal to R at each point of the sphere, is orthogonal to the sphere,
and points outward. Therefore the outward flux from the inside equals the
area of the sphere 47 R? multiplied by R. The flux in the opposite direction
is then —47R3.

13.1.2 Definition of the Integral of a Form
over an Oriented Surface

The solution of the problems considered in Subsect. 13.1.1 leads to the defi-
nition of the integral of a k-form over a k-dimensional surface.

First let S be a smooth k-dimensional surface in R™, defined by one stan-
dard chart ¢ : I — S. Suppose a k-form w is defined on S. The integral of
the form w over the parametrized surface ¢ : I — S is then constructed as
follows.

Take a partition P of the k-dimensional standard interval I C R"™ in-
duced by partitions of its projections on the coordinate axes (closed inter-
vals). In each interval I; of the partition P take the vertex ¢; having minimal
coordinate values and attach to it the k vectors T1,...,T, that go along
the direction of the coordinate axes to the k vertices of I; adjacent to t;
(Fig. 13.2). Find the vectors &; = ¢'(t;)T1,-..,&x = ¢ (t;)Tk of the tangent
space T'S;,—,(¢,), then compute w(z;)(&y,---,&x) = (¢*w)(t:)(T1,.--,Tk),
and form the Riemann sum Y w(z;)(&;,...,&,). Then pass to the limit as

the mesh A\(P) of the partition tends to zero.
Thus we adopt the following definition:

Definition 1. (Integral of a k-form w over a given chart ¢ : I — S of a
smooth k-dimensional surface.)

A(P)—0 7 A(P)—0 p

/w := lim w(z;)(&y,..., &) = lim (P w)(t)(T1,- -, Tk) -
s

(13.7)

If we apply this definition to the k-form f(t)dt! A --- A dt* on I (when ¢ is
the identity mapping), we obviously find that

/f(t)dtl/\.-./\dt’“:/f(t)dtl--.dt’“. (13.8)
I I

It thus follows from (13.7) that
/ w= /Lp*w , (13.9)
S=w(I) I

and the last integral, as Eq. (13.8) shows, reduces to the ordinary multiple
integral over the interval I of the function f corresponding to the form p*w.
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We have derived the important relations (13.8) and (13.9) from Definition
1, but they themselves could have been adopted as the original definitions.
In particular, if D is an arbitrary domain in R™ (not necessarily an interval),
then, so as not to repeat the summation procedure, we set

/f(t)dtl/\m/\dtk ::/f(t)dtlmdtk. (13.8")
D D

and for a smooth surface given in the form ¢ : D — S and a k-form w on it
we set
w:i= /ap*w. (13.9)
S=¢(D) D
If S is an arbitrary piecewise-smooth k-dimensional surface and w is a

k-form defined on the smooth pieces of S, then, representing S as the union
US; of smooth parametrized surfaces that intersect only in sets of lower

S/w = Zs/w (13.10)

In the absence of substantive physical or other problems that can be
solved using (13.10), such a definition raises the question whether the magni-
tude of the integral of the partition |JS; is independent of the choice of the

K3
dimension, we set

parametrization of its pieces.
Let us verify that this definition is unambiguous.

Proof. We begin by considering the simplest case in which S is a domain D,
in R¥ and ¢ : D; — D, is a diffeomorphism of a domain D; C R* onto D,.
In D, = S the k-form w has the form f(z)dz! A--- A dz*. Then, on the one
hand (13.8) implies

/f(x)dxl/\--'/\dxk=/f(x)da:1~'dxk.
D, Dy

On the other hand, by (13.9') and (13.8),

l“’:=D/t90*‘“1f(so(t))detso’(t)dtl---dtk.

But if det ¢’(¢) > 0 in Dy, then by the theorem on change of variable in
a multiple integral we have

f(z)dz! .. dz* = /f(go(t)) det o' (t)dt! - - - dtF .
Dz::LP(Dt) D,
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Hence, assuming that there were coordinates z!,... 2% in § = D, and
curvilinear coordinates t!, . .., t* of the same orientation class, we have shown
that the value of the integral [w is the same, no matter which of these two

coordinate systems is used to f:ompute it.

We note that if the curvilinear coordinates t1, ..., t* had defined the op-
posite orientation on S, that is, det ¢'(t) < 0, the right- and left-hand sides
of the last equality would have had opposite signs. Thus, one can say that the
integral is well-defined only in the case of an oriented surface of integration.

Now let ¢, : D, — S and ¢; : Dy — S be two parametrizations of the
same smooth k-dimensional surface S and w a k-form on S. Let us compare

the integrals
/(p;w and /go:w. (13.11)

Dy D,

Since @; = ¢z 0 (w7 0 @) = g 0, where ¢ = pzlog, : Dy — D, is
a diffeomorphism of D, onto D,, it follows that pjw = ¢*(piw) (see Eq.
(12.30) of Sect. 12.5). Hence one can obtain the form ¢}w in D; by the
change of variable z = ¢(t) in the form @}w. But, as we have just verified,
in this case the integrals (13.11) are equal if det ¢’(t) > 0 and differ in sign
if det ¢'(t) < 0.

Thus it has been shown that if ¢; : Dy — S and ¢, : D, — S are
parametrizations of the surface S belonging to the same orientation class,
the integrals (13.11) are equal. The fact that the integral is independent of
the choice of curvilinear coordinates on the surface S has now been verified.

The fact that the integral (13.10) over an oriented piecewise-smooth sur-
face S is independent of the method of partitioning | J S; into smooth pieces

1
follows from the additivity of the ordinary multiple integral (it suffices to
consider a finer partition obtained by superimposing two partitions and ver-
ify that the value of the integral over the finer partition equals the value over
each of the two original partitions). O

On the basis of these considerations, it now makes sense to adopt the
following chain of formal definitions corresponding to the construction of the
integral of a form explained in Definition 1.

Definition 1’. (Integral of a form over an oriented surface S C R™.)
a) If the form f(z)dz! A--- A dz* is defined in a domain D C R, then

/f(x)d:cl/\---/\d:c’“ :=/f(:c)d:c1~--dx’°.
D D

b) If S C R™ is a smooth k-dimensional oriented surface, ¢ : D — S'is a
parametrization of it, and w is a k-form on S, then
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/w:z:l:/cp*w,

S D

where the + sign is taken if the parametrization ¢ agrees with the given
orientation of S and the — sign in the opposite case.

¢) If S is a piecewise-smooth k-dimensional oriented surface in R™ and w
is a k-form on S (defined where S has a tangent plane), then

[o=% /-

i3,

where Si,...,Sm,... is a decomposition of S into smooth parametrizable
k-dimensional pieces intersecting at most in piecewise-smooth surfaces of
smaller dimension.

We see in particular that changing the orientation of a surface leads to a
change in the sign of the integral.

13.1.3 Problems and Exercises

1. a) Let z,y be Cartesian coordinates on the plane R%. Exhibit the vector field

whose work form is w = —;g—fr—yg dz + =iz dy.

b) Find the integral of the form w in a) along the following paths ~;:
[0,7] 5t 2% (cost,sint) € R*; [0,7] 5t 2 (cost,—sint) € R?;

~3 consists of a motion along the closed intervals joining the points (1,0), (1,1),
(=1,1), (=1,0) in that order; v4 consists of a motion along the closed intervals
joining (1,0), (1,-1), (-1,-1), (—1,0) in that order.

2. Let f be a smooth function in the domain D C R™ and 7 a smooth path in D
with initial point po € D and terminal point p; € D. Find the integral of the form
w =df over 7.

3. a) Find the integral of the form w = dy Adz + dz A dz over the boundary of the
standard unit cube in R® oriented by an outward-pointing normal.
b) Exhibit a velocity field for which the form w in a) is the flux form.

4. a) Let z,y, z be Cartesian coordinates in R™. Exhibit a velocity field for which
the flux form is

_zdyAdz+ydzAdr+zdz Ady
- (xz + yz + 22)3/2 :

b) Find the integral of the form w in a) over the sphere z? + y? + 22 = R
oriented by the outward normal.

c¢) Show that the flux of the field % across the sphere (z —2)? 49> +

2

2% =1 is zero.

d) Verify that the flux of the field in c) across the torus whose parametric
equations are given in Example 4 of Sect. 12.1 is also zero.
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5. It is known that the pressure P, volume V, and temperature T of a given
quantity of a substance are connected by an equation f(P,V,T) = 0, called the
equation of state in thermodynamics. For example, for one mole of an ideal gas
the equation of state is given by Clapeyron’s formula P—TY — R =0, where R is the
universal gas constant.

Since P, V,T are connected by the equation of state, knowing any pair of them,
one can theoretically determine the remaining one. Hence the state of any system
can be characterized, for example, by points (V, P) of the plane R? with coordinates
V, P. Then the evolution of the state of the system as a function of time will
correspond to some path « in this plane.

Suppose the gas is located in a cylinder in which a frictionless piston can move.
By changing the position of the piston, we can change the state of the gas enclosed
by the piston and the cylinder walls at the cost of doing mechanical work. Con-
versely, by changing the state of the gas (heating it, for example) we can force the
gas to do mechanical work (lifting a weight by expanding, for example). In this
problem and in Problems 6, 7, and 8 below, all processes are assumed to take place
so slowly that the temperature and pressure are able to average out at each partic-
ular instant of time; thus at each instant of time the system satisfies the equation
of state. These are the so-called quasi-static processes.

a) Let v be a path in the V P-plane corresponding to a quasi-static transition
of the gas enclosed by the piston and the cylinder walls from state Vy, Py to Vi, Pi.
Show that the quantity A of mechanical work performed on this path is defined by
the line integral A = [ PdV.

Y

b) Find the mechanical work performed by one mole of an ideal gas in passing
from the state Vo, Py to state Vi, P; along each of the following paths (Fig. 13.3):
YoLr, consisting of the isobar OL (P = P,) followed by the isochore LI (V = Vi);
Yok I, consisting of the isochore OK (V = V}) followed by the isobar KI (P = Py);
~Yor, consisting of the isotherm T = const (assuming that PoVo = P1V4).

P
Bl @ L
P1 K I
| 1
Vo nwv
Fig. 13.3.

c) Show that the formula obtained in a) for the mechanical work performed by
the gas enclosed by the piston and the cylinder walls is actually general, that is, it
remains valid for the work of a gas enclosed in any deformable container.

6. The quantity of heat acquired by a system in some process of varying its states,
like the mechanical work performed by the system (see Problem 5), depends not
only on the initial and final states of the system, but also on the transition path. An
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important characteristic of a substance and the thermodynamic process performed
by (or on) it is its heat capacity, the ratio of the heat acquired by the substance to
the change in its temperature. A precise definition of heat capacity can be given as
follows. Let x be a point in the plane of states F' (with coordinates V, P or V,T or
P,T) and e € TF;, a vector indicating the direction of displacement from the point
Xx. Let t be a small parameter. Let us consider the displacment from the state x
to the state x + te along the closed interval in the plane F' whose endpoints are
these states. Let AQ(x,te) be the heat acquired by the substance in this process
and AT (x,te) the change in the temperature of the substance.

The heat capacity C = C(x,e) of the substance (or system) corresponding to
the state x and the direction e of displacement from that state is

C(x,te) = lim % '

In particular, if the system is thermally insulated, its evolution takes place with-
out any exchange of heat with the surrounding medium. This is a so-called adiabatic
process. The curve in the plane of states F' corresponding to such a process is called
an adiabatic. Hence, zero heat capacity of the system corresponds to displacement
from a given state x along an adiabatic.

Infinite heat capacity corresponds to displacement along an isotherm 7' = const.

The heat capacities at constant volume Cv = C(x, ev) and at constant pressure
Cp = C(x,ep), which correspond respectively to displacement along an isochore
V = const and an isobar P = const, are used particularly often. Experiment shows
that in a rather wide range of states of a given mass of substance, each of the
quantities Cy and Cp can be considered practically constant. The heat capacity
corresponding to one mole of a given substance is customarily called the molecular
heat capacity and is denoted (in contrast to the others) by upper case letters rather
than lower case. We shall assume that we are dealing with one mole of a substance.

Between the quantity AQ of heat acquired by the substance in the process, the
change AU in its internal energy, and the mechanical work AA it performs, the law
of conservation of energy provides the connection AQ = AU + AA. Thus, under
a small displacement te from state x € F' the heat acquired can be found as the
value of the form §Q := dU + PdV at the point x on the vector te € TF, (for
the formula PdV for the work see Problem 5c)). Hence if T and V are regarded as
the coordinates of the state and the displacement parameter (in a nonisothermal
direction) is taken as T, then we can write

AQ OU U dV  _dv
C=lmir=artav ar " Far-

The derivative dV determines the direction of displacment from the statex € F

in the plane of states with coordinates T and V. In particular, lf = 0 then

the displacement is in the direction of the isochore V = const, and we find that

Cv = a—U .If P = const, then §% = (%—;/: . (In the general case V = V (P, T)
P=cons

is the equation of state f(P,V,T) = 0 solved for V.) Hence

o= (50),+ ((5%),+7) (37,
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where the subscripts P, V, and T on the right-hand side indicate the parameter
of state that is fixed when the partial derivative is taken. Comparing the resulting
expressions for Cy and Cp, we see that

ou oV
oo ((8), 7)),
( ov ), T ) p
By experiments on gases (the Joule'~Thomson experiments) it was established
and then postulated in the model of an ideal gas that its internal energy depends

only on the temperature, that is, (g—‘L,')T = 0. Thus for an ideal gas Cp — Cy =

8T
we obtain the relation Cp — Cy = R from this, known as Mayer’s equation® in
thermodynamics.

The fact that the internal energy of a mole of gas depends only on temperature
makes it possible to write the form 6@ as

6Q=g—ng+PdV=CvdT+PdV.

P(BV)P. Taking account of the equation PV = RT for one mole of an ideal gas,

To compute the quantity of heat acquired by a mole of gas when its state varies
over the path v one must consequently find the integral of the form Cv dT + P dV
over «. It is sometimes convenient to have this form in terms of the variables V' and
P. If we use the equation of state PV = RT and the relation Cp — Cy = R, we
obtain

P 1%
5Q=Cp§dV+CV§dP.

a) Write the formula for the quantity Q of heat acquired by a mole of gas as its
state varies along the path ~ in the plane of states F.

b) Assuming the quantities Cp and Cv are constant, find the quantity @ cor-
responding to the paths yorr, Yok, and yor in Problem 5b).

c) Find (following Poisson) the equation of the adiabatic passing through the
point (Vo, Po) in the plane of states F' with coordinates V and P. (Poisson found
that PVCP/CV = const on an adiabatic. The quantity Cp/Cv is the adiabatic
constant of the gas. For air Cp/Cy = 1.4.) Now compute the work one must do in
order to confine a thermally isolated mole of air in the state (Vo, Po) to the volume
Vi =3 V.

7. We recall that a Carnot cycle® of variation in the state of the working body of
a heat engine (for example, the gas under the piston in a cylinder) consists of the
following (Fig. 13.4). There are two energy-storing bodies, a heater and a cooler (for

! G.P. Joule (1818-1889) — British physicist who discovered the law of thermal
action of a current and also determined, independently of Mayer, the mechanical
equivalent of heat.

2 J.P. Mayer (1814-1878) —~ German scholar, a physician by training; he stated
the law of conservation and transformation of energy and found the mechanical
equivalent of heat.

3 N.L.S. Carnot (1796-1832) - French engineer, one of the founders of thermody-
namics.
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P, 1
T
4 2
15 3
Vv
Fig. 13.4.

example, a steam boiler and the atmosphere) maintained at constant temperatures
Ty and T: respectively (T1 > T»). The working body (gas) of this heat engine,
having temperature T3 in State 1, is brought into contact with the heater, and by
decreasing the external pressure along an isotherm, expands quasi-statically and
moves to State 2. In the process the engine borrows a quantity of heat @1 from the
heater and performs mechanical work A, against the external pressure. In State 2
the gas is thermally insulated and forced to expand quasi-statically to state 3, until
its temperature reaches T», the temperature of the cooler. In this process the engine
also performs a certain quantity of work A23 against the external pressure. In State
3 the gas is brought into contact with the cooler and compressed isothermically
to State 4 by increasing the pressure. In this process work is done on the gas (the
gas itself performs negative work Ass), and the gas gives up a certain quantity of
heat @2 to the cooler. State 4 is chosen so that it is possible to return from it to
State 1 by a quasi-static compression along an adiabatic. Thus the gas is returned
to State 1. In the process it is necessary to perform some work on the gas (and the
gas itself performs negative work A4;). As a result of this cyclic process (a Carnot
cycle) the internal energy of the gas (the working body of the engine) obviously
does not change (after all, we have returned to the initial state). Therefore the work
performed by the engine is A = Aj2 + A23 + Aza + A = Q1 — Q2.

The heat Q1 acquired from the heater went only partly to perform the work A.
It is natural to call the quantity n = EQAT = Q%QZ the efficiency of the heat engine
under consideration.

a) Using the results obtained in a) and c¢) of Problem 6, show that the equality

Q — Q
T} = Tzz holds for a Carnot cycle.

b) Now prove the following theorem, the first of Carnot’s two famous theorems.
The efficiency of a heat engine working along a Carnot cycle depends only on the
temperatures T1 and T2 of t