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PREFACE 

The late Professor Harry Bateman of the California Institute of 
Technology was one of those rare scientists who, responding to the 
interplay between mathematical analysis and physical understanding, 
made outstanding contributions to American applied mathematics. His 
contributions to aero- and fluid mechanics, to electro-magnetic theory, 
to thermodynamics, to geophysics, and to a host of other fields in which 
his adroit mathematical skills were applied, resulted in significant 
advances in these fields. During his last years he had embarked upon a 
project whose successful completion, he believed, would prove of great 
value to scientists in all fields. He planned an extensive compilation 
of "special functions" - solutions of a wide class of mathematically 
and physically relevant functional equations. He intended to investigate 
and to tabulate properties of such functions, inter-relations between such 
functions, their representations in various forms, their macro- and micro­
scopic behavior, and to construct tables of important definite integrals 
involving such functions. 

It is true that much ofthis material was already in existence. However, 
anyone who has been faced with the task of handling and discussing and 
understanding in detail the solution to an applied problem which is 
described by a differential equation is painfully familiar with the dispro­
portionately large amount of scattered research on special functions one 
must wade through in the hope of extracting the desired information. 
Professor Bateman was eminently qualified to embark on such a com­
pilation, for he was unusually familiar -- and systematically so - with 
existing mathematical literature on the subject; he was exceptionally 
adept in mathematical analysis; and he was ever conscious of the needs 
of the scientist who must so often use these functions. When his death 
cut short his work, the California Institute of Technology, in recognition 
of one of its great scientists, and the Office of Naval Research, in 
recognition of the extremely useful service such a compilation could 
render to both basic and applied science, pooled their efforts to continue 
the task initiated by Professor Bateman. 
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In 1948 arrangements were completed between the California Institute 
of Technology and the Office of Naval Research to employ at the Calif­
ornia Institute of Technology four mathematical analysts of international 
reputation to complete Professor Bateman's work: Professors Arthur 
Erdelyi of the University of Edinburgh; Wilhelm Magnus of the University 
of Gottingen ; Fritz Oberhettinger of the University of Mainz; and 
Francesco Tricomi of the University of Torino • .It was not long after 
this team began work that it became apparent that not only would Pro­
fessor Bateman's original project find its completion in their unusually 
competent hands, but that the activities of such a group would lead to 
significant mathematical investigations and advances in the general 
field of mathematical analysis, as well as in the more particular field 
of special functions. The present compendia bear undeniable witness 
to the success of the undertaking. 

The Office of Naval Research is proud of its collaboration with the 
California Institute of Technology, not only for erecting this lasting 
memorial to Professor Bateman, but also for producing what it considers 
a significant contribution to general science. These compendia, which 
have taken their roots in Professor Bateman's "shoe boxes" (his repos­
itory for card files) have been nurtured into mathematical maturity under 
the deft minds and penetrating work of the members of the international 
team of Erdelyi, Magnus, Oberhettinger, and Tricomi. In addition, we 
are pleased to have been able to render support to several young Amer­
ican mathematicians who have not only contributed to these compendia 
but were able to avail themselves of the opportunity to work and study 
under the direction of distinguished scientists in a field that is sorely 
in need of young recruits. We feel that special thanks should be extended 
to both Dean E. C. Watson of the California Institute of Technology and 
to Professor Erdelyi; to the former, for his extremely helpful and untiring 
interest in seeing to the establishment and completion of this task; to 
the latter, for assuming, in addition to scientific participation, both the 
scientific administrative duties of the project and the general editorial 
responsibilites for the publication of these compe ndia. 

MINA REES, 
Director Mathematical Sciences Division 

Office of Naval Research 



FOREWORD 

The late Professor Harry Bateman was one of the greatest authorities 
in that part of mathematics now usually described as classical analysis. 
His knowledge of the literature was encyclopedic and probably unsur­
passed and his ability to utilize this know ledge for specific problems 
was extraordinary. Research workers in difficulties would often write to 
him and receive, by return mail, detailed answers to their questions 
together with a list of references which in many cases amounted to a 
complete bibliography. 

It was natural for Bateman to want to make accessible in a system­
atic form the tremendous amount of material which he had collected in 
the course of the years. His book on Partial Differential Equations (1932) 
was an attempt to carry out this task in a restricted field. Although the 
book was received with enthusiasm, and, after twenty years, is still one 
of the most important books on its subject, Bateman was not satisfied 
with this method of providing information. For a number of years he made 
plan after plan to organize and prepare for publication his material, a 
task made extremely difficult by the very breadth of the field which he 
intended to cover. 

At the time of Bateman's death (1946) his notes amounted to a veri­
table mountain of paper. His card-catalogue alone filled several dozen 
cardboard boxes (the famous "shoe-boxes"). His family, his friends, 
and his colleagues at the California Institute of Technology very natu­
rally wished to have some of this material prepared for posthumous 
publication, thereby erecting a monument to one of the most distin­
guished and most versatile members of the faculty of the Institute. 
Professor A. D. Michal, for many years a friend and colleague of the 
deceased, undertook the sifting of Bateman's notes. He spent several 
months in this herculean task, sorted out those notes which might be 
considered for publication and made recommendations for proceeding 
further with the matter. Dr.A.Erdelyi, then of the University of Edinburgh 
in Scotland, was invited to prepare a detailed report and proposals, and 
spent the academic year 1947-48 in Pasadena for this purpose. 
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It turned out that Bateman's notes ranged over a wider field than even 
his friends had suspected and also that no single section of this wide 
field was in a state sufficiently advanced for immediate publication, 
Indeed the field was so wide that it appeared imperative to narrow it 
down if anything useful was to be accomplished. Notes for books on 
functional equations, integrals in potential theory, binomial coefficients 
and factorials, and many other matters had to be laid aside entirely. Of 
the remaining material the most important part was a projected trilogy 
on the higher transcendental functions, on definite integrals (especially 
those containing higher functions), and on numerical tables offunctions 
occurring in applied mathematics, Since the appearance of the Index of 
Mathematical Tables by Fletcher, Miller, and Rosenhead, adequate 
information has been available on numerical tables, and so it was de­
cided to concentrate on the first two par.ts, and these came to be called 
the handbook and the integral tables. 

The Office of Naval Research recognized the great importance of such 
a work by giving generous financial support to it. Thus originated what 
at the California Institute came to be called the Bateman Manuscript 
Project. The Institute was fortunate indeed, not only in being able to 
persuade Professor Erde1yi to remain as its Director and as Editor of the 
forthcoming publications, but also in securing the services of Professor 
Wilhelm Magnus of the University of Gottingen (now of New York Uni­
versity), of Dr. Fritz Oberhettinger of the University of Mainz · (now 
Professor at the American University, Washington, D, C ,) and of Professor 
Francesco G. Tricomi of the University of Turin, These distinguished 
and internationally known scholars were assisted by a staff of younger 
mathematicians, The technical preparation of the vari- typescript suit­
able for reproduction by a photo-offset process was in the capable hands 
of Miss Rosemarie Stampfel. 

The present volume is the first of three projected volumes on the 
higher transcendental functions. These three volumes will be followed by 
two volumes of integral tables, 

The California Institute of Technology wishes to express its thanks 
both to the family of the late Professor Bateman for the gift of his notes 
and of his library, and to the Office of Naval Research and especially 
to Dr. Mina Rees, the Director of its Mathematical Sciences Division, 
for the generous support they have given to this work and for the under­
standing they have constantly shown for the difficulties encountered. 
The Institute also wishes to record its appreciation and thanks to the 
following persons and organizations: to Professor Michal for his pre­
liminary survey of Bateman's notes; to the University of Edinburgh for 
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granting leave of absence to Dr. Erde'lyi; to the Rockefeller Foundation 
for defraying travelling expenses for Dr. and Mrs. Erde'lyi on their visit 
in 1947-48; to the University of Turin for granting leave of absence to 
Professor Tricomi; to Professors T. M. Apostol of the California Institute, 
R. C. Archibald of Brown University, E. D. Rainville of the University 
of Michigan, Mr. S. 0. Rice of the Bell Telephone Laboratories, and 
Professor C. A. Truesdell of Indiana University for information or con­
sultations in connection with the work; and to the McGraw-Hill Company 
for technical advice and publication. Last but not least, acknowledgments 
should be expressed to Dr. Erdelyi and the staff of the Bateman Manu­
script Project for the faithful and highly competent performance of a 
difficult task. 

E . C. WATSON 

Dean of &he Faculty 
California Institute of Technology 



INTRODUCTION 

The work of which this book is the first volume might be described 
as an up-to-date version of Part II. The Transcendental Functions of 
Whittaker and Watson's celebrated "Modern Analysis". Bateman (who 
was a pupil of E. T. Whittaker) planned his "Guide to the Functions" 
on a gigantic scale. In addition to a detailed account of the properties 
of the most important functions, the work was to include the historic 
origin and definition of, the basic formulas relating to, and a bibli­
ography for all special functions ever invented or investigated. These 
functions were to be catalogued and classified under twelve different 
headings according to their definition by power series, generating func­
tions, infinite products, repeated differentiations, indefinite integrals, 
definite integrals, differential equations, difference equations, functional 
equations, trigonometric series, series of orthogonal functionr., or integral 
equations. Tables of definite integrals representing each function and 
numerical tables of a few new functions were to form part ofthe "Guide". 
An extensive table of definite integrals and a Guide to numerical tables 
of special functions were planned as companion works. 

The great importance of such a work hardly needs emphasis. Bateman's 
unparalleled knowledge of the mathematical literature, past and present, 
and his equally exceptional diligence, would have made the book an 
authoritative account of its vast subject, and in many respects a defin­
itive account; a Greater Oxford Dictionary of special functions. 

A realistic appraisal of our abilities and of the time at our disposal 
led to a drastic revision of Bateman's plans. Only Bateman himself had 
the erudition to give a reliable and accurate history of special functions, 
and the manpower available to us was insufficient for the inclusion of 
all functions. Thus we restricted ourselves to an account (probably far 
less detailed than that planned by Bateman) of the principal properties 
of those special functions which we considered the most important ones. 
The loss thus caused to mathematical scholarship is great, regrettable, 
and final but we venture to hope that it will be counterbalanced in some 
measure by the considerable reduction in size of the book, and by the 
gain in the clarity of its organization. We can only hope that although 
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NOTATION, REFERENCES 

The notation presents peculiar difficulties. There are special func­
tions, for instance Bessel functions of the first kind, for which there 
is a generally accepted standard notation. There are others, like con­
fluent hypergeometric functions, for which there are several essentially 
different and independent notations. The most awkward problems present 
themselves with those functions for which more or less the same symbol 
is used with several different meanings. Hermite polynomials are usually 
denoted by H n (x) or Hen (x), but this symbol sometimes refers to the 
polynomials derived by repeated differentiation of exp (-x 2 ), and some­
times to those derived from exp (- ~x 2 ). Moreover, some authors include, 
others exclude a factor, n!. We attempted to use the same notations 
throughout our book. The most significant deviation from this principle 
is in the case of the confluent hypergeometric series for which the 
symbol 

1
F

1 
is used mostly, except in Chapter VI (and some of the la.ter 

chapters) where the symbol <ll is used for the same series (and \{1 for a 
second solution of the confluent hypergeometric equation). 

Wherever possible we followed standard notations. In the case of 
Bessel functions we adopted the notations used by G. N. Watson in his 
monumental work, in the case of orthogonal polynomials we used Szego's 
notation (with the exception of using c;: for ultraspherical polynomials). 
With Legendre functions, we followed Jahnke-Emde, Magnus-Oberhettinger 
and some other authors in making a distinction between the definition 
of Legendre functions appropriate for the interval (-1, l) and the defi­
nition appropriate for the complex plane outside of this interval. In 
cases of doubt we usually dec ide d upon that notation for which more 
convenient or more extensive numerical tables were available. We adhered 
to definitions used in numerical tables even in cases in which we thought 
that a different definition would be preferable from the mathematical 
point of view. All notations are explained where they occur for the first 
time. There is at the end of this volume an Index of notations which 
will help the reader to find the meaning of any notation used in the book, 
and a Subje ct index which gives the notation for any function which 
occurs in the text. 

Many of our chapters may be read independently of the others, yet 
there are many cross refere·nces. Equations within the same section 
are referred to simply by number, equations in other sections are indi­
cated by the section number followed by the number of the equation. 
Thus (3) means equation (3) in the section in which the refere nce occurs, 
2.1 (3) means e quation (3) in section 2.1. References to the literature 



INTRODUCTION xix 

have the name of the author followed by the year of publication. They 
invariably refer to the list of references at the end of the chapter. 

The size and complexity of our compilation make it vain to hope 
that errors of judgment, or mistakes have been avoided. The undersigned 
will be glad to receive corrections or suggestions for the improvement 
of the work should a second edition bec ome desirable. 

In conclusion I should like to express the thanks of the entire project 
staff to the California Institute of Technology, and especially to Dean 
E. C. Watson, for initiating this work and for the great understanding 
they have shown for the numerous problems we encountered. I should 
also like to thank my colleagues without whose assistance the present 
work could not have been carried out. 

A. ERDELYI 
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CHAPTER I 

THE GAMMA FUNCTION 

1.1. Definition of the gamma function 

The function f'(z) can be defined by one of the following expressions: 

(1) f'(z) = ]
0

00 

e-ttz- 1 dt = J: (log 1/ t)•-1 dt Re z > 0, 

n! n• n• 
(2) f'(z) = lim lim 

z (z + l) • • · (z + n) n-> oo z (l+z)(l+~ z) • • • (l+z/ n) 

= z- 1 IT [(l + l/n)• (l + z/n)- 1], 
n=1 

(3) l/f'(z) = ze'Y. n [(l + z/n) e-z;n], 
n= 1 

where 

• 
(4) y = lim ( l: 1/ n- log m) = 0.5772156649 • • • 

a~oo n:::::t 

denotes Euler's or Mascheroni's constant. The de finition (l) was used by 
Euler, (2)(in a slightly different notation)byGauss, and(3)by Weierstrass. 

Replacing t by st in (1) (s real and positive) we get 

Re .z > 0. 

It can be shown [cf. 1.5 (34)] that this formula holds for complex 
values of s and for a path of integration along the straight line from the 
origin to ooe io. Thus we have 

io 
ooe 

(6) f'(z)=s•J e -•tt•- 1 dt 
0 

- (~ rr + 8) < arg s < ~ rr- 8, Re z > 0. 

This equation holds for arg s + 8 = ± ~ TT provided 0 < Re z < l . 

1 



2 SPECIAL FUNCTIONS Ll 

From (2) and (3) it is seen that the gamma function is an analytic func­
tion of z whose only finite singularities are z = 0, -1, -2, ..•. From ( l) 
it follows that 

(7) f'( z)= ~~ e-tt'- 1 dt+ J. e- tt'- 1 dt=P(z)+Q(z), 

Q (z) being an integral function. Expanding e- tin a power series and inte­
grating term by term: 

(8) P (z) = ~ (-l)"' [n! (z + n)]- 1
• 

n= 0 

Hence it follows that (-l)" I n ! is the residue of f' (z ) at the simple pole 
z =- n, (n = 0, l, 2, ... ) [cf. l.l7(ll)]. 

It will be shown that the expressions ( l), (2), (3) represent the same 
function. 

For a positive integer n and Re z > 0 repeated integration by parts yields 

n!n• J n ( l - tl n )" t z-
1 dt = --:---..,-..,...--.,..-----

o z(z + l) (z + 2) • • • (z + n) ' 

so that by Tannery's theorem 

n!n• 
lim J"(l-t/ n)"t'-1 dt= Jooe-ttz-tdt= lim . 

n - oo 0 0 n - oo z ( z + l) • • • ( z + n) 

Thus (l) is equivalent to (2). Equation (3) can be deduced from (2) as 
follows. I3y (2) we have 

l!r(z)= lim zO+zHl+ ~z) ••• O+ zln)e-zl<lfn 
n- oo 

or 

l/f'(z) = lim[z (l+ z) e-• (l + ~~z) e-~. ••• (l + zln)e-•ln 

X e z (t + ~+ • • • +ti n -l<lf nl], 

and finally 

l/f'(z) = zeY• IT [(l+ z/n) e- zln] , 
n= I 

If the real part of z is negative , and n + l > R e(- z) > n, (n = 0 , l, 2, . . . ), 
r (z) can be represented by an integral due to Cauchy and Saalschiitz 
(Whittaker-Watson, 1927, p . 243) : 

- (n + l) < Re z < - n. 
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L2. Functional equations satisfied by f'(z). 

Integrating l.l( l) by parts, 

f'(z)=(l/z) _le-t t•dt=(l/z)f'(l+z), 
0 

or 

(1) f'(l + z) = z f'(z), 

and hence if n is a positive integer, 

(2) f'(z+n)=z(z+ l)(z+2) "' (z + n-l)f'(z), 

whence follows 

(3) f'(z)/f'(z- n) = (z- l)(z- 2) 

= <-on rc-z + n +l)/ 1(-z + l), 

(z - n) 

(4) 1(-z + n)/ f'(-z) = (-l)n z (z- l) • • • (z- n + l) 

= (-lf f'(z + 1)/ f'(z- n + I). 

Since 

r (l) = foo e- t dt = l, 
0 

we have 

r (n + l) = l . 2 • 3 • • • n = n ! . 

From the expression 1.1(3), 

f'(z)f'(-z) =-z-2 ll (l-z 2/n 2
) -

1 

n= 1 

and since 

sin(rrz) = rrz IT ( 1- z 21n 2) 

n= 1 

(llromwich, 1947, p. 294), we have 

(5) 1(z) 1(-z) = - rrz- 1 csc(rrz) 

so that 

(6) l ' (z) r (l- z) = 1T esc (rrz), 

or 

(7) re2 + z) ro~- z) = 1T sec(rrz). 

3 
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From (5) and (2) 

(8) 
r (n + z) r (n - z) 

[ (n- l) !F 

From (7), (2), and (3) 

r (n + ~ + z) r· (n + ~~ - z) 
(9) 

n 

l n 
[ l , (n + ~) F cos (7Tz) a = I 

From (6) and ( l) with z = ~. it follows that 
2 

(10} r (~) = 2 .["" e- v dv = ..; 7T. 
0 

1.2 

n = 1, 2, 3, .• . . 

n = l, 2, 3, ••.. 

We shall next prove the multiplication formula of Gauss and l. egendre: 

• -1 
(ll) II r(z + rlm) = (2rr) ~ <.-t>m~ -azr(mz) m = 2, 3, 4, ..•• 

r= 0 

From 1.1(2), 

.-1 
(12) H(z) = II r(z +ri m)= lim naz+~ <.-t>(n !)• N""" 1

, 

r = 0 n -oo 

where 

N = mz (mz + l) • • • (m z + mn) (mz + mn + 1) • • • (mz + mn + m - l) m -. (n+ I)• 

Since 

r (mz) = lim (mn)•z (mn) ! [mz (mz + l) ••• (mz + mn)] _ ,' 

we have 

(13) m-•z r(mz)/ H(z) =lim n~ <a+l >(mn- l)! (n !)-• m-an= 1/K, say. 

It is evident that K is independent of z and can be evaluated by putting , 
for instance, z = l/m in ( 13). Thus 

r(l)Ki m = fl(I/m)=r(l/m)r( 2/m) ... f' [ (m-l) / m] r(l) 

or 

Ki m = l , (l_ 1/m) r(l- 2/ m) .. · r[ l- (m- l)/ml. 

Multiplying the l ast two equations and using (6), 
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so that 

(14) K2 = m (2rr)" - 1
• 

Since K, as defined by ( 13), is certainly positive, ( 12), ( 13), and ( 14) 
prove (ll). 

The case m = 2 of (ll) is Legendre's duplication formula 

(15) f'(2z) = 2 2z- 1 rr-~ f'(z) f'(z + ~). 

1.3. Expressions for some infinite products in terms of the gamma function 

From 1.1(2) 

2 ['(~) 

z f'(~ z) f'(~ - ~ z) 

( 1 - z) IT I [ 1 + 1/n] ~ [ 1 + -} l/n 1-1 l 
n= 1 

IT [ 1 + lin 1 ~ [ 1 + -} l/n 1- 1 [ l + -} zln] - 1 [ 1- z/(2n + l)-11 ' 
·n= 1 

and since f' (~) = y TT, 

(I) 
zf'(~z) f'(~- ~ z) 

00 1 
=0-z) II [1+-fz/nH1-z/(2n+ 01=0-z)(1+z/2)(l-z / 3)•••. 

n= 1 

From 1.1(3) 

(2) f'(u)/ f'(u + v) = (l + vl u) e 'Y v IT [ l + v / (u + n)]a - v/ n 
n= 1 

=e'Yv IT [l+v/ (u+n)].e-v / (n+1), 
n= 0 

and hence 

(3) f'(x+iy)/ I'(x)=e-fYYx(x+iy)- 1 n e iy/ n 

l + iy/(n + x) n= 1 

From (2), 

n [ l + z/(z1 +n)][ 1- z3/(z2 + n)]. 
n= 0 
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Mellin's formula 

(5) e.r.P<x>r(x)/ r(x+y)= IT [1+y/(n+x)).e-y/ (n+xl 
n=O 

can easily be proved as follows. From l. 7(3) 

eyt/;(x) = e -yy- y/x IT exy/[n (n+ xl] , 
n = 1 

and by means of (2) the required result (5) follows. 
We now take z = 2- 1 v, 2- 2v, ... , 2-"v, respectively in Legendre's 

duplication formul8 1.2( 15) and multiply then relations so obtained. Afts­
canceling some factors, 

r<v> = 22v<,-z -">-"r<2-"v) rr [7T- ~ r<~ + 2- .. v>l, 
•= 1 

or what is equivalent to this by L 2( l), 

r(1+v)=iv(!-z-">r(l+2-"v) fr [rr- ~ r(~+2-•v)]. 
a= 1 

On making n ... oo, Knar' s formula 

(6) ro + v> = 2 2
v rr [rr-~ r·<~ + 2-. v)l 
•= 1 

is obtained. 
The relation 

m = 2, 3, 4, ... 
n = 1 r= 1 

is a generalization of the well-known formula 1.2(4) and can easily be 
verified by introducing the expression 1.1(3) for each gamma function on 
the right-hand side and by taking into account the relations 

t e2rrir/ • = 0 and IT e2rrir/ .. = (-l)• -1, 
r= 1 r= 1 

Finally we consider the expression 
00 

P = n (n -a1)(n-a2) (n-a•) 

n = l (n -b1)(n -b2) ••• (n-b•) 

00 

n ( 1- a,ln) 

n= 1 (1-b,ln) 

b1 , b2, b
3

, •• • 1 bk not positive integers. 

A necessary condi tion for the absolute convergence of this infinite pro­
duct is a 1 + a 2 + ... + ak- b 1 - b 2 - ... - bk = 0. This condition 
i s a lso sufficient, and if it is satisfied, 



14 GAMMA FUNCTION 

a/n a In 
(8) p n (1-a/n)e ···(1-aln)elt 

bIn b In 
n= I ( 1 - b/ n) e 1 • • • (l - bt In) e k rr ~~{l-b.) 
a= I r ( 1- a,.) 

by virtue of 1.1 (3)and 1.2( l). 

1.4. Some infinite swns connected with the gamma function 

Dougall's formula 

(
.1) s = '(< r (a + n) r (b + n) £. -=:-:----:::--:---- = 11 2 cs c ( 11a) cs c (11b) 

n=-oor(c + n) r(d + n) 

r (c + d - a - b - l) 
X ------------------r (c - a) r(d - a) r (c - b) r (d - b) 

Re (a+ b - c -d) <- 1, a, b, not integers 

can be proved as follows. 
The series S is obviously the sum of the residues of the function 

f(z) = 11 ctn(77Z) r(a + z) r(b + z)/(['(c + z) r(d + z)] 

7 

at the poles z = 0, ± 1, ± 2, .•• of ctn (77z). For large lz l, 1.18(4) and 
1.2(5) show that 

r(a + z) r(b + z)/[r(c + z) r(d + z)] 

is represented asymptotically by z a+ b- c- d if -11 < arg z < 11, and by 

(-z)a+b-c-d sin[77(z +c)] sin[17(z +d)] 

sin[ 11(z + a)] sin[ 11(z +b)] 

if ~11 < arg(-z) < 11. 
We can describe in the z-plane a circle of ra dius r as large as we please 

avoiding all zeros of sin[17(z +a)] or sin[11(z +b)) or sin(77z). On this 

circle 

sin (11z + 11c) sin (11z + 11d) esc (11z + 11a) esc (1Tz + 11b) c tn (11z) 

is bounded, the bound being independent of r. Also the integral 

Re (a + b - c - d) < - 1 

taken along the circle will tend to zero as r increases. In this case the 
sum of all the residues of f( z ) is zero, and thus S = - sum of the residues 
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at the polesoff'(z +a) and f'(z +b). The residue of f(z) at the pole 
z = - (a + m) (m = 0, l, 2,) is 

r (b-a-m) 
-rr(-l)•(m!)- 1 ctn(rra) • , 

r (c-a-m) r (d-a-m) 

and the sum of the residues at the polesoff'(z +a) is 

l' (b -a) 
-rr ctn (rra) • 

2
F

1 
(a - c + I, a - d + l; a - b + l; 1) 

f'(c- a) ['(d- a) 

rr 2 ctn(rra) f'(c +d-a-b -1) 

sin[rr(a- b)] f'(c- a) f'(d- a) f'(c- b) f'(d- b) 

by Gauss' formula 2. 1( 14). 
For the sum of the residues at the poles of r (b + z) we have only to 

interchange a and b, and the sum of these two expressions is (l). 
The formula 

00 (y- 1\ 
(2) n!'o (-l)n n } (x + n)- 1 

= r(x) f'(y)/f' (x + y) = I3 (x, y) 

can easily be verified by expanding the integrand of 1.5( 1) in a power 
series and integrating term by term. 

Furthermore, we have the following formulas (formulas to be proved in 
Chapter 2.4): 

(3) ~ {(a) (b) /[(1-b+a) n!ll[(~a+n-z) - 1 +(~a+n+z)- 1 ) 
n = O n n n 

(4) 

re~a- z) ['(~~a+ z) ['(l .... b +a) f'{l- b) 

r (l - b + ~~a - z) f'(l - b + ~a + z) r(a) 

l~ (~a + z) I' (~a- z) 

r (c- )~a + z) [' (l - b + ~a- z) 

r(a) \" (a) (b) 
- ~ n n • (~a + n - Z) -1 
- f'(c) f'(l- b) n=o (c) n! 

n 

f'(a) 
+ ~------~~---

f'(l+a-b)f'(c -a) n = 0 

(a)n ( 1 - c + a)n 

( 1- b +a) n! 
n 

He b < 1, 

O~a +n+z)- 1 

R e (a + b - c) < l. 
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1.5. The beta fiDlctioo 

The beta function is defined by the integral 

(l) B(x,y) =fa' t"'- 1 (1- t)y- 1 dt Re x > 0, Re y > 0, 

Substituting t = v/O+v), the relation 

(2) B(x, y) = Joo v"- 1 (1 + v)-z-y dv 
0 

is obtained, and from this 

(3) B(x, y) =fa' (v"'- 1 + vy- 1)(1 + v)-x-y dv 

can be deduced. It follows that 

(4) B (x, y) = B (y, x). 

If 

Joo e-(t+vltt.x+y-t dt = 1(x+y) 
o ( 1 + v) z+ Y 

Re x > 0, Re y > 0 

Re x > 0, Re y > 0. 

[cf. 1.1(4)] is multiplied by v"'- 1
, integrated with respect to v between 

0 and oo, and if the order of integration is inverted, we have 

J:' dt J:' e-t(v+t) tz+y-t v"'- 1 dv = 1(x + y) loo v"'- 1 (1 + v)-x-y dv 
0 0 0 

or 

1(x) r{y) 
(5) B(x, y) = 1(x + y) , 

the expression for the beta function in terms of the gamma function. 
The following functional equations for the beta function can be deduced 

easily from (4) and (5). (See Section 1.2): 

(6) B (x, y + 1)= (y/ x) B (x + 1, y)= [y! (x + y)] B (x, y), 

(7) B(x, y) B(x + y, z) = B(y, z) B(y + z, x) = B(z, x) B(x + z, y), 

1(x) i(y) i(z) 1(u) 
(8) B(x, y) B(x + y, z) B(x + y + z, u) = , 

1(x + y + z + u) 

(g) _1 = m ( n + m - 1 \ = n ( n + m - 1 ) 
B (n, m) n- l } m- 1 

n, m, positive integers. 

1.5.1. Definite integrals expressible in tenns of the beta function 

By means of suitable substitutions, a number of definite integrals, 
such as the following, are reducible to the beta function: 
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( 10) B (x, y) = 2 1
- ..- Y fo1 

, [ ( 1 + t) x- 1 
( 1- t}Y- 1 + (l + t) y- 1 

( 1 - t) x-1 
] dt 

Rex> 0, Re y > 0, 

(ll) r t"'- 1 (1-t)Y- 1 (l+bt)-x-ydt= (1+b)-"'ll(x,y) 
0 

b > - l, Re x > 0, R e y > 0, 

b > 0, Rex > 0, Re y > 0, 

(13) Ja(t-b)"'- 1 (a-t)Y- 1 dt = (a-b)x+y- 1 B(x,y) 
b 

Re x > 0, Re y > 0, b < a, 

f
a (t- b)"'- 1 (a- t)Y- 1 (a- b)"+y- 1 

( 14) b dt = B (x, y) 
(t - c)" Y (a - c)" (b - c )Y 

Re x > 0, Re y > 0, c < b < a, 

f a (t- b)"-1 (a- t)Y- 1 (a- b)x+y- 1 

(IS) b (c-t)x+y dt=(c-af(c- b)Y B(x,y) 

Rex > 0, Re y > 0, b < a< c, 

(16) r (1 + bt ·)-Y t"' dt = z- 1 b-(x+ 1l/z B[ (x + 1)/z, y- (x + l)/z] 
0 

z > 0, b > 0, 0 < Re [ (x + l)/ z] < Re y, 

(17) j 1 
t"- 1 {l- t•)Y- 1 dt = z - 1 B(xz-\ y) 

· 0 

z > 0, Re y > 0, Re x > 0, 

Re x > 0, Re y > 0. 

Substituting trigonometric and hyperbolic functions, we obtain a number 
of integrals involving trigonometric and hyperbolic functions: 

(19) J..~7T (sin t) 2
"-

1 (cos t)2
Y-

1 dt = ~ B(x, y) 
0 

Rex > 0, fie y > 0, 

f
~7T (sin t)2"- 1 (cos tlY- 1 

(20) dt = ~ (l +b)-., B(x, y) 
(l + b sin 2 t)x+y 

0 

Re x> O, Rey > O, b > -1, 
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(2l) 

Re x > 0, Re y > 0, b > 0, 

(22) J;,co cosht(sinht)Z"- 1 (1+b sinh 2 t)-x-Ydt= ~b-"B(x,y) 

Re x > 0, Re y > 0, b > 0, 

(23) foco (sinh t)a (cosh t)-13 dt = ~ B(~a + ~. ~{3- ~a) 

Re a > - 1, Re (a - {3) < 0, 

(24) J;,oo e-xt(l- e-tz)y- 1 dt = z - 1 B(xlz, y) 

Re x! z > 0, Re z > 0, Re y > 0, 

(25) J; e-at[ sinh ({3t)J'Y dt = {3- 1 2- 1-'Y B( f ~ - -} y, 1 + y) 

Re y > -1, Re {3 > 0, Re(a/{3) > Re y, 

(26) i "" cosh (2at) 
13

_
1 

_
1 · dt = 4 p B ({3 + a! p , {3 - a! p) 

0 
[cosh (pt)]2f3 

(27) _["' cos (2zt) sech (77t) dt = ~ sech z 
0 

(28) Joo cosh (2zt) sech (7Tt) dt = ~ sec z 
0 

Formula (27) is known as Ramanujan's formul a. 

Re(/3 ±a/p) > O, p > O, 

lim zl <~ tr, 

IRezl <~IT. 

Formulas ( 12), ( 13), ( 17), ( 19) originate from ( l); ( ll) from (2); ( 10) 
and (26) from (3); ( 14), ( 15), (20), and (21) from ( ll); ( 16) and (22) from 
( 12); (18) from ( 16); (24) from ( 17); (23) from (22); (25) from (24); (27) and 
(28) from (26); a ll are obtained by easily recognizable substitutions or 
specializations of parameters. Evidently the range of validity of the 
formulas (ll), (20), and (12), (16), (21), (22) with respect to b can be 
extended to any values of b in the complex b-plane supposed cut along 
the real axis from - 1 to - oo and from 0 to - co respectively. 

By complex integration it is possible to express some further trig­
onometric integrals in terms of the gamma function. Consider 

J ( z - 1 - z) a zl3- 1 dz 
c 

where C is a contour consisting of the upper semi-circle lzl = 1 and its 
diameter. The contour is indented at z = 0, ± 1, and the radius of each 
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indentation is f . On letting f approach zero, one obtains ( cf. Nielsen, 
1906, p. 158) the following result: 

J'" .13 rr rO+a) · ~ 13 (29) a (sin t)ae 
1 

t dt = 2a r(l + ~) f ' (l + ~) e 
1 

7T 

2 2 

Rea > - l. 

If C is a contour consis ting of the semi-circle I zl = l in the right-hal£ 
pl a ne and the straight line joining the points z = ± i, with indentations 
at z = 0, ± i, and if the radii of indenta tion are made to approach 0, the 
evaluation of 

fc (z-1 + z) az/3 -1 dz 

gives 

l 
~ 7T 1T r (l + a) 

(30) a (cos t)acos({3t) dt = 2a+1 r(l + #) r(l+ a;/3) 

Rea > -1. 
For other similar integrals see 2.4(6) to 2.4(10). 

Next consider 

fc za-1 e-cz dz c > 0, 

where the con tour C consists of the real axis from + f to + R, the arc of 
the circle z = R ei<P £rom ¢ = 0 to ¢={3(-'hrr ~ {3 ~ 'h rr), the straight line 
from z = R e i/3 to £ e i/3, and the arc of the circle z = £ e i¢ from ¢ = {3 to 
¢ = 0. Since the value. of the contour i ntegral is zero, on making £ -+ 0 
and R -+ oo it follows that 

(31) 100 
t a- l e - ct cos/3-ictsin /3 dt = r(a) c - ae- ia/3 

a 

- 'h rr <f3 < 'h rr, Rea > O, or {3= ± 'h rr, O < Rea < l. 

\\ith p = c cos {3, q = c sin /3 
(32) I: ta - l e-pt- iqtdt = r<a> (p2 + q2>- ~a. e-iattan-1(p/q) 

P > 0, Rea > 0, or p = 0, ' 0 < Rea < l. . 

Withp + iq = s, t an- 1 (q/ p) = args 

(33) J; ta.-! e -•fdt = r(a) s-a 

Re a > 0, Re s > 0 or Re s = 0, 0 < Rea < 1, 

and hence more g enerally 
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Re a > 0, - (~rr + 8) < arg s < ~rr - o. 
From (32) one obtains 

(35) Joo ta- 1 e-ctcos /3 cos(ct sin {3) dt = f'(a) c-a cos(a{3) 
0 

c > 0, R e a > 0, - ~rr < f3 < ~rr, 

(36) fooo ta- 1 e-ct cos !3 sin(ct sin {3) dt = ['(a) c-asin (af3) 

c > 0, Re a >- 1, - ~rr < {3 < ~rr. 

If A approaches %rr and c is greater than zero, then 

(37) 

(38) 

Joo ta- 1 cos (ct) dt = c - a[' (a) cos(~ rra) 
0 

r ta- 1 sin(ct) dt = c-ar(a) sin(%rra) 
0 

Furthermore, one obtains 

(39) .J:"' cos(atP) dt = (pa 11P)- 1 ['(1/p) cos(rr(2p)- 1) 

(40) J;' sin(atP) dt = (pa 11P)- 1 ['(1/p) sin [rr(2p)-1] 

0 < Rea < 1, 

-1 <Rea< l. 

a > 0, p > 1, 

1.6. Tbe gamma and beta functions expressed as contour integrals 

We use the notation Jt+l f(t) dt for an integral taken along a contour 

C which starts at a point (, encircles the origin once counter- clockwise 
and returns to its shirting point, it being understood that all singularities 
of the integrand except t = 0 are outside C. 

Consider 1~+l e tt-z dt, the initial and final values of arg t being -rr 
and +rr respectively. Taking C to consist of the lower edge of the cut from 
- oo to - p, the circle t = peicp (-rr :5 <P :5 rr), and the upper edge of the 
cut from- p to - oo , we find that 

J<O+) e t t-z dt = 2i sin(rrz) Joo e - v v-z dv +I, 
-oo p 

where I denotes the integral along the circle ltl = p. Since I tends to 
zero with p, provided that Re z < l, we have, in view of l.l( l), 

<n Lc:+let t-· dt = 2i sin(rrz) r(l- z) 

or, by means of 1.2(6), Hankel's representation 

(2) l/ I ' (z) = l/(2rri) 1<: +l et t - z dt jarg tl .<:; rr. 

Since both sides of this equation represent entire functions of z, the 
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equation is valid for all values of z. 
If we replace z by 1 - z in ( l) we obtain 

(3) 2i sin(7Tz) f'(z) = J(o+) et t z-1 dt 
-oo I arg tl 5 "· 

Equation (3) may be written as 

(4) 2i sin(7Tz) f'(z) =- J(O+)(-t)z- 1 e-tdt 
00 

I arg(-t)l 5 "· 

In the same manner, a more general expression can be obtained by the 
aid of 1.5 (34) if we consider the contour integral 

J. (O+) s-1 -t~d 
ooexp iS t e t. 

The initial and final values of arg t are now taken to be o and 277 + o. 
This leads to 

(5) f'(s)=(s(e27Tis_1)-1_[(o+> . t•-1e-t~dt 
oo exp t8 

-(~IT+ o) < arg ' < ~:/. 7T- 0, 0 5 arg t 5 27T + O, Sf 0, ± 1, ± 2, • • • , 

or, by replacing s by 1- s and using 1.2(6), we have 

(6) 

- ( ~ 7T + o) < arg ' < ~ 7T - o, 8 s arg t 5 2 7T + o, 
which is valid for all values of s. 

Finally, consider 

J t..,- 1 (l-t)r 1 dt=f f(t)dt 
c c 

taken around a closed contour which starts from a point A on the real 
t-axis between 0 and 1, and con·sists of a loop around t = 1 in the positive 
sense, a loop around t = 0 in the positive sense, a loop around t = 1 in 
the negative sense, and a loop around t = 0 in the negative sense, so 
that f(t) returns to A with its initial value, which is positive r e al and 
taken with argument zero. Take the loop around 1 to consist of the line 
from A to 1- p, the small circle It- 11 = p and the line from 1- p to A, 
and similarly with the other loops. On making p .... 0, 

J (•1 + • o + • 1- • o- l t ..,-, (l - t) y-1 dt = ( l - e 27T i.>:) (l - e 27T iy) B (x, y) 

Rex > 0, Re y > 0. 

Hence 

f 
(I + , 0 +, 1-, 0-) 

- e- i 7T (.>:+ yl 
(7) B(x, y) = t..,-, 0- t):r- 1 dt, 

4 sin(7Tx) sin(rry) 
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and by the theory of analytic continuation this formula, derived in the 
first instance for Re x > 0, Re y > 0, x, y, not integers, holds for all 
values of x andy except integers. It is due to Pochhammer. 

In a similar manner B(x, y) can be represented as a single loop 
integral 

(8) B(x, y) = ~ csch("iy) j~(I+J t"'- 1 (t -1)y-1 dt 

Rex>O, larg(t-1)IS"• y~O,±l, ± 2, ••• , 

(9) B(x, y) =-~ csch("fX) J/o+) (-t)"'-1 (l-t)Y-1 dt 

Rey>O, larg(-t)l~"• x~O,±l,±2, •.•• 

1.'7. Tbe ifr function 

( l) 

{2) 

The function ifr(z) is the logarithmic derivative of the- gamllja function: 

·'·(z) -- d logf'(z) -- r' (z) 
'I' or logf'(z) =J

1 
zljl(z) dz. 

dz r (z) 

From equations 1.1 (2) and 1.1(3) we obtain the representations 

ifr(z) = lim [log n- __:__ -
1
- - -

1
- - •• •- ~], 

n-> oo z z+1 z+2 z+n 

(3) ifr(z) =- y ~ (1/ z) + ~ z/[n (z + n)] 
n= 1 

=- y + (z - 1) ~ 1/ [(n + 1) (z + n)], 
n=O 

The ljJ function is meromorphic with simple poles at z = 0, -1, -2, .•• 
Clearly 

{4) ifr(l) =-y. 

From equation 1.3 (2) with u = z, v = 1 we have 

(5) 
r (l + z) 00 1 

log =logz=-y+ l: Hn+1)- -log[l+l/(n+.;:)]l. 
f'(~ n=O 

From equations (3) and (5) 

(6) ifr(z) =log z- ~ l(n + z)- 1 -log[1 + l/(n + z)]l. 
n=o 

From equation (6) and 1.1 ( 1) 

(7) y =- ifr(l) = ~ [n- 1 - log(1 + n- 1)] ·=- Joo e- t log t dt. 
n= 1 0 
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1. 7.1. Functional equations for t/J(z) 

From equations l.2 ( l), 1.2 (2), 1.2 (6) and 1.2 ( ll) we have 

(8) t/J(z) = t/J (1 + z)- 1/z, 

(9) 
1 1 1 

t/J(1 + n) = 1 +- + - + .. • +-- y, 
2 3 n 

1 1 1 

1. 7.1 

( 10) t/1 (z + n) = - + -- + • · · + + t/J (z) 
z z+1 z+n-1 

n = 1, 2, 3, ••• , 

(11) tf;(z) - t/J(1- z) = -TT ctn(TTz), 

t/J(z)- t/J(-z) = -TT ctn(TTz) - 1/z, 

t/J(1 + z)- t/J(1- z) = z- 1 
-TT ctn (TTz), 

t/J(lf,_ + z)- t/J(lf,_- z) = TT tan(TTz), 

.. -1 
(12) t/J(mz) = m- 1 ::£ t/J(z + r/m) +log m. 

r= O 

1. 7. 2. Integral representations for t/J ( z) 

The formula 

(13) t/J(z)=-y+J.
1 

(1-tz- 1)(1-t)- 1 dt 
0 

Re z > 0, 

is easily verified by expanding (1 - t)- 1 into a series, integrating term 
by term, and using (3). 

The substitution t = e-x gives 

(14) t/J(z) =- y + J;,00
(e_t_ e -t•)(1- e-t)- 1 dt Re z > 0. 

Hence we have 

t/J [ f + f (a+ .B )/b] - tf;[ f + f (a- .B )/b] 

= 2b .(' e - at sinh (,Bt) [ sinh (bt)] - 1 dt Re(a +b ±/3)>0. 

From (ll) we obtain a formula for t/J(z) valid for Re z < 1, 

(lS) t/J(z)=-y-77 ctn(TTz)+J.' (1-t-')(1-t)- 1 dt 
0 

or 

Gauss' integral formula, 

(17) t/J(z) = J;,oo [t- 1 e-t_ (1- e -t)- 1 e-tz) dt 

Re z < l 

Re z < l. 

Re z > 0, 
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can be proved as follows. Integrating 

X- 1 = Joo e- zt dt 
0 

with respect to x from l to n we have 

( 18) log n = J:' (e -t_ e -nt) t- 1 dt. 

Introducing this and l/(z + m) = J:"' e-<,.+z)tdt in {2) we have 
0 

I. !J""[ -1 -t {l -t)-1 -tz] d = 1m t e - - e e t 
n -oo 0 

17 

The first integral is independent of n, and the second tends to zero as 
n -> oo. This proves ( 17). 

Taking z = l in 07) an integral formula for Euler's constant isob­
tained: 

With t = log{l + x) and 8 = log(l + Ll) we have from 07) 

t/J(z)= lim J. 00[t- 1 e-t-{l-e-t)- 1 e-•t]dt 
8-0 8 

8 
lim J.e - 1t- 1 e-tdt+ lim _[""[e-z-(1+x)-•]x- 1 dx. 
8-o 8 6-o 6 

Since the first limit is zero, Dirichlet's formula, 

follows. Also we have 

= - f oo [ cos t - ( I + t 2 
) -

1 
] t- 1 dt. 

0 

He z > 0, 

The first integra l follows from equation (2D), and the second can be obtained 
by integrating t- 1 e-t - t- 1 (l + t)- 1 around a quadrant of a circle in­
den ted at the origin, the origin being the centre of the circle. 

From equations (20) and (21) we obtain 

Re z > 0. 
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llinet's expressions, 

(22) 1/i(z) =log z+J;'[t- 1 -(1-e-t)- 1 ]e- 1•dt Re z > 0, 

(23) t/J(z) = logz- ~z- 1 - _r [(l- e - 1)-
1 -t- 1 -~] e-tzdt 

0 

Re z > 0, 

(24) t/J(z) = log z + Jo [(1- e 1)- 1 + t- 1
- 1] e-tz dt Re z > 0, 

(25) 1/i (z) = log z - ~ z- 1 
- J:' [(e t- 1)-1 

- t- 1 + ~] e- tz dt Re z > 0, 

can easily be obtained from ( 17) and ( 18). 
The more general expression 

i/3 
(26) 1/i(z) =log z- ~z- 1 - f ooe [( e t - l)- 1

- t- 1 + ~] e-tz dt 
0 

- ~77 < (3 < ~"• -(~rr+f3)<argz< (~11-{3) 

can be deduced from (25) by integrating 

[(et- l)-1- t-1 + ~] e-tz 

around a sector indented at the origin, as in the derivation of 1.5(31). 
From 1.9 (9) we obtain 

(27) 1/i (z) = d log r(z) 
dz 

whi ch is likewise due to llinet. Hence we have 

(28) y =- 1/i(l) = ~ + 2J:' (t 2 + l) - 1 (e2rrt_ 1)- 1 t dt. 

1. 7. 3. The theorem of Gauss 

Re z > 0, 

Taking z = pi q in ( 13), 0 < p < q, p and q integers, and putting t = v q 
we obtain 

1/J(plq) =-y+f R(v)dv, R(v)=q(tl'- 1 -vq- 1)(vq-1)- 1• 
0 

Since 

q- 1 

v q- 1 = (v- l) IT [ v- exp (27Ti nl q)] 1 
n = 1 

we can decomposeR (v ) into partial fractions: 

R (ti) = qi1 
[ exp (2rrip nl q) - l] (v - exp (27Ti nl q)]- 1

• 
n= 1 
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Introducing R(v) and integrating it can be shown (Bohmer 1939, p. 77) 
tha t 

(29) 1/1 (p/ q) =- y - log q - ~ TT ctn (rrp/ q) 
-:;_ I{ q 

+ .l' cos(2TTpn/q) log[2- 2 cos(2TTn/q)]. 
n= 1 

The prime indicates that in case of an even q only one-half of the last 
term shall be taken in the sum. Thus for a positive proper fraction z the 
value of 1/J(z) can be expressed as a finite combination of elementary 
functions. By means of ( lO) this result may be extended to every rational 
value of z. This is Gauss' theorem. 

1. 7.<1. some infinite series connected with the .;, function 

If we define 

tl.f(z) = f(z + 1)- f(z), tl. "f(z) =. ~ 
0 

( :)f(z + n- m) (-1) •, 

it follows from l. 7 (8) that 

6.1/J(a + z) = 1/ (a + z), 

so that we have 

6.2 .p(a + z) = 6.[1/(a + z)] ;= -1/ [(a + z) (a+ z + 1)] 

and 

tl." 1/J(a + z) = tl. n- 1 [1/(a + z)] 

= (-1)"-1 (n -1) ! / [(a+ z) (a+ z + 1) "• (a+ z + n -1)]. 

Hence the development of 1/J(a + z) in a factorial series is convergent for 
Re(a + z) > 0, a not a negative integer, and is of the form (Norlund 1924, 
p. 261) 

z 1 z ( z - 1) 1 z ( z - 1) ( z - 2) 
(30) 1/J(a + z ) = 1/J(a) +- -- +- _ ... 

a 2 a(a + 1) 3 a(a + 1) (a+ 2) 

The functional e quation 1.7(10) is useful for summing some series. 
We have for instance: 

(31) '£ (a+mb)- 1 =b-1 '£ (m+a/b)- 1 =b-1 [1/J(n+l+a/b)-1/J(a/b)], 
• =0 • =0 

l 1 
(32)----+ 

a+ b a+ 2b 

1 1 ! (a-b ) -
1 (a )-1 

-a + 2nb = 4 b • = 
1 
\2b + m 2b + m 

= ~b- 1 [.;,(.::..._ + n + l\_.;, c~ + ~\-1/1 c~ + n + 0 +.P ( ~ + 1'\l 
2b 2J 2b 2) 2b L) \2b )j' 
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and, if n .... oo, 

1.8. The function G (z) 

The function G (z) is defined by 

(I) G(z)=r#(~+Yzz)-1/J(~z). 

From l. 7(l3)and l. 7 ( 14) we have 

(2) 

(3) 

G (z) = 2 _f t z- 1 
( 1 + t) - 1 dt 

G(z) = 2f 00

e-'1 0+e1)-
1 dt 

0 

17.4 

He z > 0, 

Re z > 0. 

A consideration of J e- zt ( l + e- 1)-
1 dt extended over the contour used 

c 

in deriving 1.5(31) yields the more general representation 
i /3 

(4) G(z) = 2 Jooe e-zt (1 + e- 1)- 1 dt 
0 

- ~~IT < {3 < ~~ IT, - (~IT + {3) < arg Z < ~IT - {3, 

or 
i/3 

(5) G(z) = z- 1 + J'"'e tanh (~t) e -zt dt 
0 

- %IT < {3 < ~IT, - (~IT + {3) < arg Z < ~IT - {3. 

If we expand ( 1 + t) - 1 in (2), and integrate term by term, we obtain 

(6) G(z)=2 ~ (-l)n(z+n)- 1 =2z- 1
2
F,(1,z; 1+z;-1). 

n=O 

The functional equations 

(7) G(1+z)=2z- 1 - G(z), 

(8) G {1- z) = 2rr esc (ITz) - G (z), 

(9) 
• -1 

G(mz) = - (2/ m) ~ (-1t 1/J(z + r/ m) 
r=O 

.. - 1 
(lO) G (mz) = (l/m) ~ (-l)r G(z +rim) 

r=O 

follow from ( l) in conjun ction with 1.7 (l). 

1.9 . . Expressions for tbe fUnction log r(z) 

From l. 7 ( 17) we obtain Malmstlm' s formula 

m even, 

m odd, 
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( l) f oo [ 1 -(z-1lt] 
logr(z) = J/ !f;(z) dz = 

0 

(z- l)- - ~ _ e- t 

and from 1. 7 (25) 

(2) log r(z) = (z - ~) log z - z + 1 

+ fo""[(e t_ n-1 ·- t-1 + ~ l ~e- tz- e- t) t-1 dt 

Since (Whittaker-Watson, 1927, p. 249) 

(3) J""[ ~ - t-1 + (e t_ l)-1] t-1 e- tdt = 1- ~ log( 2rr) , 
0 

we have Binet's first expression of log r(z), 

(4) log r(z) = (z- ~) log z- z + ~ log(21T) 

+..[""[(et-n-1 -t-1 +~].t-1 e -tzdt 
0 

or, more generally [ cf. 1.5(1) and also 1.7(25), 1.7(26)], 

(5) logr(z) = (z- ~) log z- z + ~ log(2rr) 
¥3 

+fo""e [(et-l)-1-t-1 + ~ ].t-1 e-t:dt 

21 

dt 
t 

R ez> O 

Re z > 0. 

Re z > 0, 

-~IT < B < ~IT, -(~IT+ (3) < arg z <~.IT- (3. 

From 1.2(6) one obtains 

log r(z) =log IT- log(sinrrz) -log r(1- z) 

a nd hence 

(6) logr(z) =log IT- log(sin rrz) 

- fo""[(e•t-1) 0-e-t)-1 - z],t - 1 e-tdt 

Adding ( l) and (6) we have 

(7) log r(z) = ~ log 11 - ~ log( sin rrz) 

Re z < l. 

+ ~ J"" lsinh[(~ -z)t] csch(t/ 2)- 0- 2z) e- tl.t-1 dt 
0 

Since 

I [~ - t- 1 + (e t_ n-1 ] t- 1 I ~ K for 0 ~ t < ""• 

it is easily seen from llinet's first expression (4) that 

(8) I log r(z)- (z- ~ ) logz + z- ~log 2rrl < Kl x 

0 < Re z < L 

Z =X+ iy. 
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Finally , we derive Binet's s econd expression for log ['(z) 

(9) 
[ 

tan- 1 (t / z) 
logf'(z) = (z-~)logz-z+~log(2Jr)+2 2rr dt 

e t- 1 

Re z > 0. 

From l. 7 (3) we have 

(lO)r/J'(z) = d2logf'(z) ~ l/(z+n)2. 
dz 2 n= o 

Now we make use of a summation formula due to Plana (Lindelof, 1906, 
P· 6l), 

( ll) ;: f(n) = Yz f(O) + J"" f( r) dr + i ,J"" [ f(it) - f(-it)He'"t- l) -I dt, 
n=O o o 

valid if 

l) f(() .is regular for Re i; '.2: 0, i; = T + it, 

2) lim e-?Jrltl f(r +it)= 0 uni formly for 0 5 r < ""• 

3) lim J"" e-2rr I til f(r +it) I dt = 0. 
T-oo -oo 

Taking f(i;) = l/(z + i;)2(Re z > 0) in (ll) we find that 

(12) ~ t/(z + n)2 = r/f '(z) = ~ z- 2 + z- 1 

n = O 

Integrating twice from l to z we obtain 

(13) log ['(z) = (z- ~~)log z + z(A- l) + B 

+ 2 fo"" (e2rrt_ u-l tan- 1 (t / z) dt, 

A and B being integration constants. To determine these, we note that 
0 5 tan- 1 x 5 x for x ;:: 0 so that 

I log f'(z)- (z- ~)log z -(A - l) z- B I < (2/z) .f" (e2
7Tt- n-l t dt 

0 

for z real and positive. The right-hand side vanishes as z -> oo through 
positive re al values, and by comparison with (8) we at once have A = 0, 
B = ~~ log(21r). This proves (9). 
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L9.L Kummer's series for log f'(z) 

The function logf'(.~), 0 < x < 1, can be expanded in a Fourier series. 
We shall use the known Fourier expansions (Bromwich, 1947, pp. 356, 393, 
and 370 respectively): 

00 

log(sin17x) =-log 2- l: 0/n) cos(2tmx), 
n= I 

csch(Y:it) sinh(Y:i- x)t = 817 l: [n sin(217'nx)]/{t 2 + 477 2 n 2), 
n= I 

1T (1- 2x) = 2 l: 0/n) sin (217nx). 
n= I 

If these are substituted in (7) with z = x, we have to evaluate the 
integral 

roo ( 277n e-
1 

) dt l .rooc l 'l1r) dt 
jo t2 + 4772 n2 - 2rrn -t-= ~Jo 1:72- e- nt -t-

1 [foo( 1 ) . dt leo e-t_e-21Tnt Ioo dtj 
=-- ----cost-+ dt+ (cost-e- 1

)-
2tTn 0 l + t 2 t 0 t t 

and by means of 1.7(21) and 1.7(18) this is (277n)- 1[y + log(277n}l since 
we have for the third integral: 

lim J. 00

(cost-e- 1)t- 1 dt= lim [Ei(-8)-Ci(B)]=O. 
8-o 8 8-o 

Thus we have 

04) log ['(x) = 7:; log(277) 

+ l: [ (2n)- 1 cos(2rrnx) + (y +log 2rrn) (77n)- 1 sin(277nx)], 
n=1 

log f'(x) = (7:; - x) (y + log 2) + ( 1- x) log 1T- 7:; log (sin 77x) 

+ l: (rrn)- 1 lognsin(277nx) 
n= I 

which is Kummer's series. 

0 <X< 1, 

A similar representation for .P (x) is due to Lerch (Nielsen, 1906, P• 204), 

(15) .P(x) sin(77x) = - ~277 cos(17x)- (y +log 277) sin 1TX 

+ l: log (-n-) sin (2n + l) 1TX 
n= I n + l 

0 <X < 1. 
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From ( 14) we obtain the integral formulas: 

y + log(27Tn) 
{l6) r log f'(x) sin(2rrnx) dx = ----=-------

0 2rrn 

I
I 1 

(17) logf'{x) cos(21Tnx) dx=-
o 4n 

( 18) I 1 
log I'(x) dx = 7:; log(27T). 

0 

Furthermore, we have 

( 19) J x+l log I'(t) dt = x log x- x + 7:; log(27T). 
X 

This formula can be proved in the following way. 
From the multiplication formula l. 2 ( ll) we have 

L9.1 

n = l, 2, 3, ••• , 

n = l, 2, 3, ••• , 

I • -J 
m- 1 log[f'(mx){21T)" 12 -~m~-""] = ~ m- 1 logi'(x+rlm). 

r= 0 

If we now let m -+ oo, replace r (mx) by its asymptotic expression l. 18 (l), 
and observe that 

•-
1 

1 I 1 J x+ 1 ( lim ~ m- log f'(x + rim) = log I'(x + y) dy = log r t) dt, 
a -oo r= 0 0 x 

we obtain ( 19). 
Replacing x by x + l, x + 2, x + 3, ..• , x + n - !,respectively, in ( 19) 

and adding the equations, we have more generally 

{20) J x+nlog I'(x) dx = x log x + (x + l) log(x + l) + • • • 
X 

+(x+n-1) log(x+n-1)-nx-JI:;n(n-0+ Jl:;nlog(2rr) 
n = l, 2, 3, • , •• 

1.10. Tbe generalized zeta function 

The generalized zeta function is defined for Re s > 0 by the equation 

(l) ((s,v)= f (v+n)-• v.;, 0, - l,- 2, .... 
n=O 

It satisfies the functional equation 

(2) 

__ , 
y(s,v)=y(s,m+v)+ ~ (n+v)-• m = l, 2, 3, •••• 

n = 0 

Since for Res > 0 and Rev > 0 we have from l,l (5) 

(v+n)-•C(s) =roo e-<v+nltt.- 1 dt 
Jo ' 
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it follows that 

He s > 1, Re v > 0 . 

Considering J.. t ·- 1 e- vt ( 1 - e- t) - 1 dt taken around the complete bound­
ary of a sector of a circle, indented at the origin [ cf. 1.5 (l) ], we have the 
more general representation 

ooei/3 
(4) r(s)~(s,v)=J t.- 1 e- vto-e-t)- 1 dt 

0 

He s > 1, - ~17 < f3 < ~ 11, - (~17 + {3) < arg v < ~ TT- {3 . 

With the notation of section 1.6 equation (3) can be converted into a 
contour integral, 

(5) 217i ~(s, v) = - r( l- s) J~o+l (-t) s- 1 e-vt(l- e- t)- 1 dt 

He v > 0, I arg(-t) I ~ 11. 

This integral gives a representation of ~(s, v) valid over the wholes-plane 
with the exception of the points s = l, 2, 3, .... From it Hurwitz' series 
representation of ~(s, v) can be obtained. Consider 

J (-t)'- 1 e-vt (1- e -t)- 1 dt 
c 

taken around a closed contour C starting at the point t 

817i 

K 

-8 TTi t- plane 

( 2N + 1)17 and 

consisting of a circle K and a loop L as indicated in the above figure. 
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The radius of the circle is (2N + 1)17 (N an integer), and the loop L does 
not contain any of the points t = ± 21Ti, ± 417i, ± 611i, •••• In the region 
bounded by C the integrand of (5) is analytic and one valued except at the 
simple poles ± 21Ti, ± 41Ti, ••• , ± 2N1Ti. By the theorem of residues 

where Rn and Rn' are the residues of the integrand respectively at 2n1Ti 

and- 2n1Ti, 

R = ( 2 n17)s-1 e-i~?T(s-1) e-2n?Tvi R, = (2n1T)•-I e i l{?T ( s-1) e 2n?Tvi 
n ' n • 

Letting N -+ oo we find that the integral over K tends to zero provi ded 
Res < 0 and 0 < v ~ l. By means of (5) we thus obtain Hurwitz' formula 

(6) ({s, v) = 2 (277)5 - I r (l ~ s) ~ n s-l sin ( 2rrnv + ~ 7TS) 

n= I 

Re s < 0, 0 < v :::; l. 

Finally, we shall take f(y) = (y + v)-• in Plana's summation formula 
1.9 ( ll) to find 

dt 
(7) ((s,v) = _1_+~+ 2 I 00

sin[s tan-
1 

(t!v)] 
2v• s-l {v 2 +t 2 )l{• 

0 
e 27Tt_ l 

Rev > 0, 

which is Hermite's representation of ({s, v). 
From (7) it can be s een that ((s, v) has only one singularity (a simple 

pole with residue l) in the finite part of the s-plane. Furthermore we have 
[ cf. 1.7 (27)] 

(8) ((0, v) =~ -v, 

(9) lim [ ({s, v) - -
1 J 

s-1 s-l 

=- t/J(v) 

Differentiating (7) with respe c t to s, then putting s 
1.9 (9) we obtain 

{lO) [d (( s, v)J = log r< v)- ~ log (277). 
ds •=o 

dt 

e 27Tt - l 

Rev > 0. 

0, and using 
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In the special case when s = -m (m = 0, l, 2, ... ), we have 

B + 1 (v) 
(11)((.-m,v) = - • , 

m + l 

where B r (v) denotes the Bernoulli polynomial [ cf. 1.13 (3)]. To prove this, 
we note that if s is an integer, the integrand of {5) is a one-valued function 
of t, and we may apply Cauchy's theorem. If s = - m (m = 0, I, 2, , •• ), 
we have [ cf. 1.13(2)) 

-ut 
(-t)-.-1 _e __ 

1- e- t 

tn-a-2 

:;; (-1)•-l ~ (- 1Y' B (v) • 
n n! n= 0 

B. +I (v) 
Thus the residue of the integrand at t = 0 is , and this proves 
(ll). (m+ l)! 

00 

1.11. The funcUon ~(z, s, v) = ~ (v + n)-• ~ 
n=o 

The function 

(l) ~(z,s, v)= ~ (v+n)-$zn lzl < 1, v ~ 0,- l,- 2, ... 
n = O 

satisfies the equation 

(2) 
• -I 

y (z, s, v) = z• y(z, s, m + v) + I. (v + n)-$ zn 
n= 0 

m = I. 2, 3, ... , v ~ 0, - 1, - 2, .•.. 

Sinc e 

(v + n)- • zn = [ l/f'(s) ] {o e -ut t s-l (ze- t)n dt 

From 1,1 (5), we have the integral formula 

1 loo t• - 1 e-vt 1 
(3) <l> (z, s, v) = ['( ) _ dt = ~( ) 

s 0 l- ze t r s 

Re v > 0, Res > 0, 

t•-1 e-(v-l)t 

e t_ z 
dt 

Rev > 0 and either I zl .5 l, z ~ I. Re s > 0 or z = l, He s > l. 

If a cut is made from l to oo along the positive real z-axis, ~ is an 
analytic function of z in the cut z-plane provided that Re s > 0 and 
lle v > 0. 

Another representation by a definite integral can be obtained from the 
definition (l) and Plana's summation formula 1.9 ( ll) 
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(4) 

Rev > 0. 

For z = l we have again Hermite's formula l. lO (7). 
Lipschitz's formula 

0 < () < 2rr, Re s > 0, Rev > -1 

results from (3) by taking z = e iB. 

<I> can be represented as a contour integral 

(5) 2rri <l>(z, s,v)=-['( 1- s) J(O+l (-t) •- 1 e-vt(l- ze-t)- 1 dt 
"" 

Rev > 0, \arg(-t)\ <;; rr 

assuming, as in the analogous work of 1.6, that the contour does not 
enclose any of the points t = log z ± 2nrri(n = 0, l, 2, ••• ), which are 
poles of the integrand of (5). Equation (5), for every fixed s which is not 
a positive integer, defines <I> as an analytic function of z regular in the 
cut plane, and for every fixed z in the cut plane,<l> as an analytic func­
tion of s regular, except possibly at the points s = l, 2, 3, .•. (it being 
understood that He v > 0). 

As in the preceding section our function can be represented by a 
series. In order to do so, consider 

over the contour C consisting of a circle K of radius (2N + l)rr (N a posi­
tive integer) and a loop L round the origin. The center of the circle in 
this case is the point t = log z (z f 1), and all points t = log z ± 2nrri 
(n = 0, l, 2, ... ) are to be outside the loop. Letting N-+ ""• it is found 
that the integral over K tends to zero provided P e s < 0 and 0 < v 5 l. 
Therefore 

where R 
n 

- ( v-Ot 
= z- 1(-t).- 1 e n is the residue of the integrand at the 

pole t = tn = log z + 2nrri . Thus we have 

(6) <l>(z, s, v) = z-v I'{l- s) ~ ( 
1 2 n'TT iv 

- log z + 2nrri) ·- e 
n= -oo 

O < v5 l, Res < O, \arg(-logz+2nrri)\ S rr. 
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Writing 

~ (-logz + 2n77i).- 1 e 2n7Tiv= ~ e-2n7T iv(-.logz-2n77i) s- 1 
n=-oo n= 0 

+I; e2n7Tiv(-logz+2n77i)s-1 
n= 1 

and comp acing with ( l) we obtain a t once Lerch's transformation formula 
for the function <P(z, s, v); 

(7) <P(z, s, v) = iz-,(277).-- 1 rc 1- s) I e-i7Ts/2 <I»[e-21Tiv, 1- s, (log z)/(2m) 1 

- e i7T (s /2+2w <l»[e27Tiv, 1- s, 1 - (log z)/ (277i)Jl. 

If in (6) we use the binomial expansions 

(- log z + 2n77i)•- 1 

= -(2n77)•- 1 iei 71 s/ 2 ~ (-lY [(log z) / (2n77)Ve- i7T r/ 2, 
r=o 

(-log z - 2nm)•- 1 

(
s- 1) · = (2 n17)s-1 ie- i'TTs/2 I; 

r=O 
r [(log z)/(2n77)Y e- t 7Tr/ 2, 

we find 

zvcp(z,s,v)/r(1-s)=[log(l/z)]•- 1 +2 ~ ~ (2rrn)•- 1 
n= 1 r= 0 

X{<- 1t ( s ;r 
1

) sin(~~ 17S + 2n77v) [(log z)/ (2n77) ] 2r 

+ (-1Y (s-
1 

) cos(~77S + 2n77v)[ (log z)/ (2rrn)Yr+ 1\ 
2r + 1 'J 

Summing with respect to n by means of Hurwitz' formula 1. 10(6) we 
have 

rCl- s) 
1 

oo Clog zY 
(8) <l»(z, s, v) = (log 1/z)• - + z-v I. ((s -r, v) 

zv r = o r! 

Jlog zJ < 277, sf, I. 2, 3, ... , v f, 0,- 1,- 2, •••• 
If s is a positive integers = m, we first puts = m + £ and we have 

from 1. 17 ( 11) and l. 10 (9) 

(log l/z)"= 1+£ log(log l/z) + 0(£ 2), 

c- n· 
r(1-s)=r(l-m-£)= [£- 1 - t/J(m)]+O(£),. 

(m- l)! 

(( l +c, v) =c- 1 - t/J(v) +O(c). 
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Making f -> 0, we then obtain from (8) 

{ 

oo Oog z)n 
(9) ell(z,m,v)=z- 11 n~~ ((m-n,v) n! 

Oog z)•-
1 

} 
+ (m _ l)! [ 1/J(m)- 1/J(v) -log(log 1/z)] 

m = 2, 3, 4, • •• , \log zl < 2tr, v f 0, - 1, -2, .. • . 

The prime indicates that the tenn with n = m - 1 is to be omitted. 
In the case where s = 1 we have simply 

( 
00 ~ -1 

(lO) ell z, 1, v) = ~ --= v 
2 

F1 ( l, v; 1 + v; z) I zl < l. 
n = O n + v 

From 1.8(6) we see that 

G (v) = 2 ell(- 1, l, v). 

If s is a negative integer,s = -m(m = 1, 2, 3, ... ·), we can use 
L 10( ll) in order to express ell, as given by (8), in tenns of Bernoulli's 
polynomials: 

( ) 
""'( ) m ! ( _., _1 1 ~ 

ll 'V z -m v =- log l/ z) ---;- ~ 
' ' z" z r = o 

Ba+r+- 1 (v)(log zY 
r ! (m + r+ l) 

llog zl < 21T. 

Finally from (8) and (lO) we deduce 

(l2) lim {l- z)1- $ cll(z, s, v) = r(l-s) Res < l, 
%- 1 

( 13) lim ell (z, 1, tiY[-log (l - z)] = l. 
%-1 

The properties of the function 

(14) F(z, s) = ~ (zn/ ns) = z ell(z, s, l) 
n= 1 

can easily be deduced from the equations (l) to (13). If s = -m(m 1, 
2, 3, .. , ), we find from ( 1 I) and l. 13 (7) that 

( 15) F(z, -m) = m! Oog l/z)-·- 1
- ! 

r= 0 

B. +r+-1 
-----=---'--:-:---.,:- (I 0 g z t 
(m + r + l) r! 

\log zl < 2tr, 

where B. +r+ 1 denotes the Bernoulli number. 
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From Lerch's transformation 1.11(7) we obtain J onc quiere's relation 

(16) F(z,s)+eis7T F(I/z,s)= (2rr)• ei7Ts/~( (1-s, logz)· 
l(s) 2 rri 

Furthermore we have 

(17) F(z,-m) =(-1)•+ 1 F( I/z, - m) m = l, 2, 3, • •• , 

(18) F (z, m) + (-l)• F (lf z, m) =- (2 rri) B (log z) 
m! • \ 2TTi 

m = 2, 3, 4, •••. 

These equations furnish the analytical continuation of the series ( 14) 
beyond its circle of convergence lz l = l. 

If F0 (z) denotes the principal branch of F (z) in the cut z-plane 
[0 < arg(z - I) < 2rr], the cut being imposed from 1 to oo along the real 
axis, the difference of the values of F0 (z) betwe en a point on the upper 
edge of the cut and a point on the lower edge of the cut is seen from (16) 
to be 

( ) ( 
2 i7T 2 TTi , )•- 1 

l9 F0 (x, s)- F0 xe , s) = f'(s) tlog x • 

Hence, if we cross the cut, from the upper half-plane to the lower half­
plane, we obtain for the continuation F 1 (z) of F

0 
(z) 

(20) F
1 

(z) = F
0

(z) + 2TTi(log z)s- 1/f'(s). 

The analogous formula for the inverse process of continuation is 

(For further discussions of the function F (z, s) see Truesdell, 1945, 
p. 144.) 

1.11.1. Euler's dilogarithm 

Euler's dilogarithm i s defined by 

(22) L
2

(z) = ~ (zn/n 2)=-Jzz- 1 log(1-z)dz= F(z,2), 
n=1 ° 

which is a special case of (14). 
From ( 18) we get the equation 

(23) L
2 

(z) =- L
2 

( I/z)- ~(log z) 2 + rri log z + rr 2/ 3. 

If we denote the principal branch of L 2 (z) by Li (z) [0 < arg (z - l) 
< 2TT], (19) and (20) show that for any branch 

L
2 

(z) = L
2
*\z) + 2nrri log z + 4mTT 2 

n, m = 0, ± l, ± 2, •••. 
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(For a detailed discussion, see 0. Holder, 1928, p. 312. For other special 
cases of fonnula ( 14) see Ramanujan, 1927, p. 40, 336; Rogers, 1905; 
and Sandharn, 1949.) 

1. 12. The zeta function of Riemann 

Putting v = lin l.lO(l) we obtain Riemann's zeta-function 

(l) t;;'(s)=((s,l) =<l>( 1, s ,l) = I (l/n5
) Res > l. 

n= t 

Hence, we have 

(2) I [(-l)n-t/n5 ]=(1-2 1- 5)((s)=<l>(-1,s,l) Res > 0, 
n= t 

He s > l. 
n=O 

We therefore have the following integral expressions for t;;'(s) [ cf. 1.10 (3) 
and 1.11(3) ]. 

(4) f'(s) t;;'(s) = fooo ts-t (e t_ n-t dt = 2.-t fooo e-tts-t csch t dt 

Res > I. 

(6) 

= 2.- 1 Joo e- t ts-l secht dt 
0 

2 f'(s) ( 1- 2- 5
) ((s) = .["' t s- l csch t dt 

0 

He s > O, 

Res > 1. 

From 1.11(1) and l.ll(3) we have 

(7) ({s) = <l>
2
(l, S + 1, 0) = ( 2 5

-
1/ f'(s + l)) fooo t 5 (csch t) 2 dt 

Re s > l, 

(8) (1- 2 1 
-·) ( (s) =<I> (-1, s + I. 0) = [2.- 1/f'(s + I)] root •(sechd dt 

z Jo 

Res > - 1. 

The following representations of ({s) by means of contour integrals 

(9) 21Ti ((s) =- 1(1- s) L(O+)(-t)s-t (et- n - t dt 

(10) 277i(l- 2 1
-

5
) ((s) =-1{1-s) f~o+ ) (-t)s-t (e t+ 1)-t dt 

(ll) 4TTi{l - 2-s) ((s) =- 1(1- s) J (O+ ) (-t)s-t Csch t dt 
00 
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with 
sf. 1, 2, 3, ... , jarg(-t)j $; rr 

follow from 1.10(5) and 1.11(5) by means of (1), (2), and (3). The con­
tour in (9) and ( 11) contains none of the points t = ±2nni and in ( 10) 
non e of the points t = (2n - l)rri. 

From ( 1) and 1.10 (7) we obt ain 

(12) ((s) = ~ + 1/(s- 1) + 2J:"(1+ t 2f 512(e'Cr 1 - 1)- 1 sin(s tan- 1 t) dt. 
0 

Furthermore (Lindel~f, 1905, p. 103) we have 

2s-l 
(13) ((s) =--- 2 5 J:'(1+ t 2)-512(e27Tt+l)- 1 sin(s tan- 1 t) dt, 

s - 1 ° 

(14) ((s) = TT 2s-z f oo (l + t2)l4(1-s l cos [ (s- 1) tan -I t] dt, 

s - 1 
0 

[cosh (~ rrt) F 

(15) ?'( ) - 2.-r loo( z)-s/2cos(stan-lt) 
S S - I 1 + t dt. 

1-2 - . 
0 

cosh(~rrt) 

These formulas are due to Jensen. The integrals in (12) to ( 15) define 
an analytic function for all values of s. 

Other integral representations are (Bruijn, 1937) 

((s) = (s- l)- 1 +- 77-l sin (rrs) .f" [ lo g(l + x)- t{l ( l + x)] x-· dx, 
0 

(( l + s)=(rrs) -r sin (rrs )_[
00 

t{l ' ( l + x) x - s dx 
0 

= TT -I sin (rrs) _[oo [ t{l ( l + x) + y] x- I- s dx, 
0 

l(s) sin (rrs) 1·00 

( (m + s) = (- l) m -I t{l l.ml ( l + x) x- s dx 
rri"' (m+s) 

0 

m = l , 2, 3, •••• 

These formulas are valid for 0 < Res < land t(llml is defined in 1.16(1). 
Furthermore 

sin(rrs) I oo , _1 1-
((s)= (s-l)-1 + [t(l(l+x)-(L+x) ] .x •dx 

rr(s - l) 
0 

0 < Re s < 2, s f. l. 

Finally we prove Riemann's representation of ((s), 

1 i oo ( 16) rr-s/zr(s/2) ((s) = + (t)4(T-s) + t 512 ) t- 1 w(t) dt 
s (s - l) , 
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where 
00 2 

Ct>(t)= ~ e-" 71 t=~[tl3 (0,it)-1], 
n= 1 

0
3 

being the elliptic theta function. The integral in ( 16) represents an 
analytic function of s for all values of s. 

From 1..1 (5) we have 

Res > 0. 

Hence we obtain 

17-s/ 2 f'(s / 2) ((s) = fooo Ct>(t) f 1
2-1 dt 

= r Ct>(t) t 12
- 1 dt+ f 00Ct>(t) ts/2- 1 dt. 

0 1 

But by means of Jacobi's imaginary transformation of the theta functions 
(Whittaker and Watson, 1927, § 21.51) we have 

(t) (t) =- ~ + ~ t-Y, + t-Y, (t) 0 / t). 

Introducing this expression into the integral, we obtain 

TT- ~12 ['(s / 2) ((s) 

=- ( l/s) + l/(s- l) + r Ct>(l/t) t•/2 - 312 dt + (""' (t) (t) {
1
2-

1 dt 
0 j1 ' 

and substituting1/ t=t'in the first integral, we obtain (16). For further 
integral representations see Ramanuj an, 1927, p. 72; Hardy, 1949, pp. 
333' 337. 

A power series expansion of ((s) is (Hardy, 1912, p. 215; Kluyver, 
1927, p. 185) 

(17) ((s) = (s- n- 1 + y + ~ y,(s- l)" 
n= 1 

where 

Putting v = l in 1.10 (8) to 1.10 ( ll) we obtain 

(18) ((0) = - ~. ('(0) = - ~ log(2TT); 

(19) lim [ ((s)- l/(s- l)] = - t/J(l) = y, 
s- 1 

and [ cf. 1. 13 (7)] 

B +1 
(20) ((-m) =- • m = l, 2, 3, ... , 

m + l 
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or 

(21) ((-2m) = 0, ( (2m)= (-l)" +1 (2rr)2• Bz. 
2(2m)! 

m = 1, 2, 3, .•• , 

(22) ([-(2m - l)] = - Bz., . 
2m 

Putting v = l in Hurwitz' e quation, we obtain Riemann's functional 
equation for ((s) 

(23) ((s) = 
21

(
1
-s) sin(rrs / 2) (0-s) 

( 2rr) 1-s 

or in view of 1.2(6) 

(24) ( (1-s) =(2rr)-• 2['(s) cos(rrs/2) ((s). 

Introducing a new function defined by 

(25) ~(s) = s(s- l) f'(s / 2) iT-s/z((s) 
2 

we have 

(26) ~( 1- s ) = ~(s). 

This function is known as Riemann' s ~ function. For asymptotic repre­
sentations of the zeta function see Hutchinson, 1925; Titchmarsh, 1935, 
1936; for numerous other results, Titchmarsh, 1930. 

If we consider the function 

(27) L (s) = I 
m = 0 

(- l)• 

(2m + l)• 
Res > 0, 

which is similar to the (function, we have by means of 1.11( l) and 
1.11(3) 

(28) L (s) = 2-• «1>(-1, s, ~) = -
1
-(- Ioo ~ dt Res > 0. 

2 [' s) 0 cosh t 

Putting z = - 1, v = ~~ in Lerch's transformation 1.11(7), the fol­
lowing functional equation forL (s) is found: 

(29) L ( 1- s) =(: Y ['(s) sin (rrs/2) L (s ). 

(For further discussions see L ich tenbaum, 1931, p. 641.) 

1.13. Bernoulli's numbers and polynomials 

The Bernoulli numbers Bn are defined by the equation 

(l) z(e'-l)- 1 = ~ Bn ~/n! 
n= o 

z < 2rr, 
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and the Bernoulli polynomials Bn (x) by means of 

(2) 
1 00 

zen (e'- n- = ~ B (x) z"l n! 
n= 0 n 

I zl < 277. 

Since th e left-hand side of (2) is 

{r~o Br zrl r! }· { .~o [(xz)• ! m!]}, 

Cauchy's rule for multiplying power series gives 

(3) Bn (x) = x" + ( : ) B 1 x"-
1 

+ · • • + ( n: l) Bn- 1 x + (:) Bn 

n 

~ 
r = 0 

B
0 

(x) = l, B 1 (x) = x - ~. B 
2 

(x) = x 2 
- x + l/6, 

8 3 (x) = x 3
- 3/2x2 + ~x, 

Clearly we have 

B (x) = x 4
- 2x 3 + x 2

- l/30, .... 
4 

(4) B"(O)=Bn. 

Differentiating (2) with respect to x and comparing coefficients we 
obtain 

(5) B ~ (x) = n Bn_ 1 (x). 

From (2) it follows that 

oo z" 
~ [B (x + l)- B (x)]- = zexz = 

n= o n n n! ! 
n = 1 (n- l)! 

Hence we have 

and in general 

(6) B (x + l)- B (x) = nx"- 1 
, 

n n n = 2, 3, 4, .•• , 

from which it follows that 

(7) B ( l) = B (0) = B • 
n n n 

n ~ 2 

Since we have 

5: 
n= 0 

ze zx e z 

e •- l 
~ 

r= 0 

zr 
B (x)-

r r ! 

Cauchy's rul e for multiplying power series gives a recurrence formula 
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for the Bernoulli polynomial: 

(8) r~ 
0 

( ~) B/x) = Bn(x + l), or 
n-1 

~ 
r= 0 

n = 2, 3, 4, ••• 

From (5) and (6) we obtain 

(9) r B (t) dt = Bn+t (y)- Bn+t (x) 
x n n+l ' 

x+t 

l B (t) dt = X n. x n 

Hence it follows that 

( 10) 
" - 1 • - t r+ t B (m) B 
~ r"= ~ J B(t)dt=J"B(t)dt= n+t - n+t 

r=o r=o r n o n n + l 

n = 2, 3, 4, ..•. 

From (6) we can obtain the multiplication theorem and the symmetry 
property of B n (x) (Fort pp. 32, 34) 

• -1 
(ll) B (mx)=mn-t ~ B (x+r/ rn), 

n r = 0 n 

The Bernoulli polynomials are expressible m trigonometric series. 
For B 

1 
(x) we have from (3) 

(13) B (x) = x - ~ =- ~ (m) - 1 sin(2rrrx) 
1 r= T 

O< x < l. 

The Fourier series of Bk (x) fork > l can easily be obtained by the 
calculus of residues. Consider fc f(z) dz with f(z) = z - k ex• (e ' -1)- 1 

(k an integer > l), the con tou r C being a (large) circle with radius 
(2N + l)rr (Nan integer), center at the origin. The poles of the integrand 
are z = 2rrir, (r = 0, ±l, ± 2, ••• ). The residues of the function f(z) 
for r: ±l, ±2, •.• are easily found to be (2rrir) - k e2rrirx, and from (2) 
the residue at z = 0 i s seen to be Bk(x) / k !.The integralaroundthe circle 
C tends to zero as N -> oo provided 0 ~ x ~ l, and by the theorem of 
residues we have 

Bk(x) / k! = - }2 1 (2rrir)-k e2rrirx . 
r = -oo 

The prime indicates that the term corresponding to r = 0 must be omit­
ted. This gives the expansions (n = l, 2, 3, ••• ; 0 ~ x ~ l) 

(14) B (x) = 2(-l)n+t (2n)! }2 (2rrr)-2n cos(2rrrx), 
2n r= 1 
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(15) B
2
n+ 1 (x) = 2(-1)"+ 1 (2n + l)! ~ (2rrr)- 2

"-
1 sin(2rrrx). 

r= 1 

Putting x = 0 we get the following expressions for the Bernoulli 
numbers (cf. also Schwatt, 1932, p. 143) : 

( 16) B
2
n = 2(-l) n+ 1 (2n)! ~ (2rrr)- 2" 

r= 1 
n = l, 2, 3, ... , 

(17) B2n+ 1 = 0 n = l, 2, 3, •••• 

Equations (4) and (8) give a recurrence formula for the Bernoulli num­
bers n-1 

(18) rfo (~)Br=O n = 2,3,4, .... 

From ( 18) and (3) we have 

(19) 8 0 = 1, B1 =- ~. B2 = l/6, B~ =- 1/ 30, B
8 

= l/42-\- .. , 

Numerical values of the 8
2

n up to 8
40 

and recurrence relations can be 
found in Ramanujan, 1927, p.1. 

By using (14), (15), and 1.11(4), the following integral representa­
tions for the Bernoulli polynomials are obtained: 

(20) B (x) - (- l)"+ 1 (2n) t 2
"-

1 dt l
oo cos(2rrx)- e-271 t 

2" -
0 

cosh(2rrt)-cos(2rrx) 

0 < He x < 1, n = l, 2, 3, ••• , 

t 2" dt (21) B2n+1 (x) = (-l)n+1 (2n + l) I 
00 sin (2rrx) 

cosh(2rrt)- cos(2rrx) 

0 < Re x < 1, n = 0, 1, 2, •••• 

In terms of Riemann's zeta-function 1.120) we have 

(22) 8
2

n = (-1)"+1 (2rr)-2n 2(2n)! ((2n) 

(23) B2n =- 2n ( [-(2n - 1)] 

as is seen from (16) and 1.12(22). 

n = 0, 1, 2, .•. , 

n = l, 2, 3, , .• , 

From 1.12( 4) to 1.12(8) we find integral representations for the 8 2 n 

(n = 1, 2, 3, •.• ) : 

(24) B = (-1)"+ 1 ·in J oo t 2"- 1 (e2Trt_ l)- 1 dt 
2n 0 
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(26) B =(-l)"+ 1 2n(2 2"-l)- 1 _f'tzn-t csch(rrt)dt 
2n 0 ' 

(27) B
2
n =(-l)"+ 1 rr J; t 2"[csch(rrt)]Z dt, 

(28) B =(-l)"+ 1 rr0-2 1
-

2"t·' .["'t 2"[sech(rrt)]Zdt. 
b 0 

(For other results cf. Nielsen, 1923, and Ramanujan, 1927, p.l.) 

1.13. 1. The Bernoulli polynomials of higher order 

The Dernoulli numbers and polynomials of order m are defined respec­
tively by 

(29) a ··· a z" [(ea,z -1) •·· (ea,.z- l)]- 1 
1 Ill 

= I: s<">(a ••• a ) z"/n ! lzl < 217 \a li-'' 
n= 0 n 1 m. 

(30) 
a 1 z a z 

a
1 

•• • a., z"[(e - l) • • • ( e m ~ l)]- 1 exz 

= I; B (") (x \a 
1 

• • • a ) z "/ n 1 
n = 0 n • 

Here m is a positive integer, a
1 

, ... ' a,. are arbitrary parameters, and 

(3l) j a 11= max[ja, j, .•. , \a,.IJ. 

For m = l and a 
1 

= l, (29) and (30) reduce to (l) and (2) respectively. 
Clearly we have 

(32) 8 1") (0 Ia • •• a ) = s<m) (a ... a,.), 
n 1 a n 1 

(33) 8~1 l(xja 1) = a7 Bn(x/ a 1) . 

From (29) and (30) 

(34) B~">(xja 1 ""a) = ! (~) x 1 B~~l1 (a 1 "' a,.). 
l = 0 

We denote 

( 35) g = ~ (a 1 + "· +a.,) 

and 

(36) D <•> = 2" s<•> ( g ja • .. a ). 
n n 1 • 
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It can be shown that 

(37) v<m) = 0 
2n+ 1 

We thus get from (30) 
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n = 0, 1, 2, •••• 

(38) (a, ···a.)z"[sinh(a,z) · · ·sinh(a z)]- 1 = I: v<·>z 2n/ (2n)! 
• n= 0 2n 

I zl < 1T Ia 11-
1

• 

The Bernoulli numbers and polynomials of order -m (m = 1, 2, 3, , , , ) 
are defined respectively by 

(39) (ea,z -1) ... (ea.,z -l)(a ... a )- 1 z-• 
1 • 

= ~ 8(-,t) (a • • • a ) z n/ n! 
n=O n 1 a ' 

= ~ 8(-,.)(xla • • ·a ) zn/ n! · 
n 1 • ' n= 0 

both expansions converge in the whole z-plane . 
From (35) and (40) for x = -~we have 

(41) sinh(a z) • .. sinh(a z) (a • ··a )- 1 z-• = ~ D2n(-a) z2n/ (2n)!, 
t a 1 a n= 0 

where 

(42) D~- 11 ) = 2n 8~- .. ) (-~Ia, "• a.). 

Again we have 

(43) D2~+",> = 0 n = 0, 1, 2, •••• 

For an exhaustive treatise of the Bernoulli numbers and polynomials 
of higher order see Norlund, 1922 and 1924, Ch . VI. 

The case a 1 = a 2 = • • • = a,. = 1 is thoroughly discussed in Milne­
Thomson, 1933, Ch. VI. 

1.14. Euler numbers and polynomials 

Euler numbers En and Euler polynomials En (x) are defined by the equa­
tions: 

(l) se ch z = 2 e • ( e 22 + l)- 1 = ~ E z n / n ! 
n = 0 n 

lzl < ~1T, 

(2) 2e"'2 (e• + l)- 1 = I: 
n = 0 

En (x) zn/n! lzl < 17• 
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Differentiating (2) with respect to x and equating coefficients of z n 

we obtain 

(3) E~(x) = n En-! (x). 

If the left-hand side of (2) is written in the fonn 

2ez/2(ez+l)-le2(x-l0= ~ E z'(r!2')-! ~ (x-~·O"z"/m!, 
r=O r 11.=0 

Cauchy's rule for multiplying power series gives 

(4) En(x) = rto ( ~ )2-r E, (x- ~)n-r' 
hence taking x = ~. 

(5) En= 2n En 0~). 

From ( 2) we have 

n~o [En(x + l) + En(x)] ,zn/n! = 2e"z = 2 n~O xn zn/n!, 

and therefore 

Writing 

ze n/2 (e z/2 + l)- 1 = ze (x+ I) z/2 (e z - l) _, - ze xz/ 2 (e z- l)- ', 

we obtain from (2) and l.l3 (2) 

(7) En-! (x) = n- 1 2n I B)~(x + l)] ~ Bn(~x)l = n- 1 2[Bn(x)- 2" Bn(~x)]. 

Hence from l . l3 ( ll), l.l3 ( 12) the following relations are obtained 

(8) 
• -! 

E (mx) = mn ~ (-1}' E (x +rim) 
n r = O n 

m odd, 

(9) 
a-! 

E(mx) = -2mn(n + l)-l k (-lYBn+l(x+rlm) 
n r= 0 

m even, 

From 

2e(x+1)z(ez+l)-1= ~ 
r=O 

E,(x) z'lr! ~ 
• = 0 

~ 
n= 0 

E (x + 1) z n; n ! 
n 

we obtain a recurrence fonnula 

(ll) 
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In a manner similar as in 1.13 a representation of Euler's polynomials 
by means of Fourier series can be obtained. Here one considers the in­
tegral 2 J z -k- 1 e xz (e z + l) - 1 dz taken along a circle, center at the 

c 

origin, radius 2Nrr (N an integer). From (2) the residue of the integrand 
at z = 0 is easily seen to be Ek (x)/k ! • The result is 

(12) E2n(x)=(-l)"4(2n)! ~ [(2r+l)rr]- 2"- 1 sin[(2r+1)rrx] 
r= o 

n = 1, 2, 3, ... , 0 ~ x ~ l, 

(13) E
2
n+

1
(x) = (-1)"+ 1 4(2n + l)! ~ [(2r + l)rrr 2"-2 cos[(2r + l)rrx] 

r= 0 

n = 0, 1, 2, •.. , 0 ~ x ~ l. 

From (5), ( 12), and ( 13) we have 

(14) E =(-l)" 2(2n)! (2/17)2"+ 1 ~ (-l)r/(2r+ 1) 2"+ 1 
b r=O 

n = 0, 1, 2, . , , , 

(15) £2n+1 = 0, 

or, with the notation of 1.12 (27) 

(16) E
2

n = (-l) n 2(2n)! (2/rr) 2"+ 1 L (2n + l) n = 0, 1, 2, . , •. 

The equation 

(l/cosh z) coshz = l = ~ E
2
n z 2n/ (2n)! ~ z 2" / (2m)!, 

n=O 11=0 

and the application of Cauchy's multiplication rule gives the recurrence 
formula for Euler's numbers : 

(17) E =0 2r n > 0. 

Using ( 14) we have 

E0 = l, E2 =- 1, £ 4 = 5, E
6 

=- 61, £
8 

= 1385, .... 

An integral expression for E2 n can be obtained by replacing L (2n + l) 
in (16) by the expression 1.12(28), 

(18) £2 = (-l)"(2/rr)2"+ 1 r t 2
" sech tdt 

n 0 

= (- l)" 2 2n + 1 .["' t 2n sech (rrt) dt 
0 

n = 0, 1, 2, .... 

The Fourier expansions ( 12) and ( 13) can be replaced by integral ex­
pressions. The result is: 



1.15 GAMMA FUNCTION 43 

(19) £
2 

(x) = (-l}n 4 dt I oo t 2n sin(rrx) cosh(rrt) 

n 
0 

cosh(2rrt)- cos(2rrx) 

n = 0, 1, 2, •.. , 0 < R e x < l , 

1
00 t 2n+t cos(rrx) sinh(rrt) 

(20) E (x) = (-l)n+ 1 4 
2n+t 

0 
cosh(2rrt)- cos(2rrx) 

dt 

n = 0, 1, 2, •.. , 0 < R e x < l. 
(For other results cf. Nielsen, 1923.) 

1.14.1. The Euler polynomials of higher order 

Euler's numbers and polynomials are de fined respective ly by 
z(a + ... + a ) 2a z 2a z 

(2l)2"e 1 "[(e 1 +l)···(e "+l)]- 1 

= [cosh(a z) ••• cosh(a z)]- 1 = ~ E(">(a ···a ) znl n! 
1 • n= 0 n 1 ,. ' 

a z a z oo 
(22) 2" e xz[(e 1 + l) ••• (e " + l))- 1 = ~ E <•>(xia ···a ) zn/ n! . 

n= 0 n 1 11 

The series in formula (21) is convergent for lz l < ~ rrla 1 i-l, and the series 
in (22) is convergent for lzl < rrla 11-t whereia

1
!is defined in 1.13(31). 

Again in (21) and (22) m is a positive integer, and a 1 , • •• , a,. are arbit­
rary parameters. The special case m = 1, a 

1 
= 1 reduces to that discussed 

in 1.14. 
Clea rly from (21), (22), and 1.13 (35) w e have 

(23) E<">(a · ··a ) = 2n E("l( .fia ··· a ). 
n 1 a n 1 "' 

The Euler numbers and polynomials of order -m (m 1, 2, 3, ••• ) are 
defined respectively as follows: 

- z( a + . .. + a ) 2a z 2a z 
(24) 2-" e 1 

" [ ( e 1 + l) • · · ( e " + l)] 

cosh(a z) •• · cosh(a z) = ~ E<-•>(a • • • a ) zn/ n! 
1 a n = O n 1 m ' 

a z a z oo 
(25) 2-" ezz (e 1 + l) •• • (e " + l) = L £<-•>(xia •• • a ) zn/n! · 

n = 0 n 1 a ' 

both expansions are convergent in the whole z-plane. For more detai ls see 
Norlund, 1922 and 1924, Ch . VI. The case a 1 = a 2 = • • ·= a., = l is thor­
oughly discussed in 1\lilne-Thomson, 1933, Ch. VI. 

1.15. Some integral formulas connected with the Bernoulli and Euler 
polynomials 

Some integral relations can he deduced from the two preceding sections. 
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First, 1.13( l) can be written in the form 

(1) (ez-l)- 1
- z- 1 + ~ = ~ 8

2
n z2n- 1/(2n)! lzl < 277. 

n= 1 

If the B 2n are replaced by 1.13 (24) and 1.13 ( 27) we find 

(2) (e z- l)- 1 = z - 1 - ~ + 2 Joo (e27Tt_ l)- 1 sin(tz) dt Im z I < 277, 
0 

If in 1.13 (2) the B r (x) are replaced by the expressions 1.13 (20) and 
l.13(2l)andinl.l4(2)theEr(x) by the expressions 1.14(19) and 1.14(2:>),~ 
find 

(4) -- =- + sin (tz) dt 
e:r:z l 100 

cos(277x)-e-2TTt 

ez-1 z 
0 

cosh(277t)-cos(277x) 

cos (tz) dt 1 
00 sin(277x) 

0 
cosh(277t)- cos(277x) 

O ~ x<l, \1m z \ < 277, 

(5) -- = 2 cos (tz) dt 
e :r:z Ioo sin (77x) cosh (77t) 

e'+l 
0 

cosh(277t)-cos(277x) 

- 2 sin (t z) dt l oo cos (77x) sinh (77t) 

0 
cosh ( 2 77t) - cos (2 77x) 

0 ~ X < l, lim z l < 11. 

1.16. Polygamma functions 

We define 

( l) 1/J(n)(z) = 
d"+ 1 logi(z) d" 1/J(z) ifJ (o) (z) = ifJ (z) 

dzn+1 dz n 

d n G (z) 
n = l, 2, 3, ••• , 

(2) c<nl(z) = c <ol (z) = G(z) n = 1, 2, 3, •..• 
dz" 

The following functional equations are consequences of the results of 
1.7 .• 1 and 1.8: 

(3) 

(4) 

(5) 

1/J ( nl ( Z) - 1/J ( n)( 1 + z) = ( -l} n + 1 n ! / z n + 1 

d" 
ifJ ( n l ( z) - (- l)" ifJ ( nl ( l - z) = - 11 - [ ctn ( 77 z)] 

dz" 
.. -1 . 

1/J<nl(mz) = m-"- 1 ~ f'" 1(z + rim) 
r = 0 

m = l, 2, 3,, ,, , 
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(6) 

(7) 

(8) 
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2n c<nl (z) = l[;(nl(~ z + ~)- l[;!nl(~ z), 

ccnl (1 + z) + c(n) (z) = 2(-l)nn !/ zn+l' 

dn 
G !nl(z) + (-1)n G !nl(1- z) = 2rr -- [esc (rrz)]. 

dz n 

We have also the expressions: 
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(9) l[;!nl(z)=(-l}n+ln! ~ (z +r)-n- 1 =(-1)n+ 1 n! ((n + 1, z), 
r = O 

(lO) c 1n1(z)=2(-1)nn! ~ (-1)r(z+r)-n- 1 =2(-1)nn!<I>(-1,n + L z). 
r=O 

Hence, we may express if; !nl (z) and G !nl (z) a s de finit e integrals if we 
replace the functions ( and <I> by their integral representations. 

1.17. Some expansioos for log ['(l + z), 1/J(l + z), G(l + z), and f'(z) 

The Taylor expansion of log 1 ( 1 + z) i s 

( 1) 
~ [ d• log 1(

11

1 + z)] 
log['( 1 + z) = L. 

,. =" dz ·z = O 

z" 

m! 

z if;{l) + ~ 
• = 2 

or 

(2) logf'O+z) = -yz+ ~ (-1)• ((m) z " / m lzl < 1, 
.. = 2 

[ cf. 1. 16 (9) and 1.12 ( l) ] . 
Taking z = 1 we obtain the expre ssion 

(3) y = ~ ( - 1)" ({m)/ m 
• = 2 

for Euler's consta nt. 
If in 

(4) if;{l + z) = -y + ~ 
n= 1 ( 

1 ·1 ) 
n z + n 

[ cf. l. 7 (3)] we expand 
1 l z z 2 z 3 

----=---+~-··· 

n z + n n 2 n 3 n 4 
lz l < 1 , 

we obtain 

(5) 1[;(1+z)= - y + ~ (-l)n((n) z n-1 lzl < l. 
n = 2 
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Similarly, from 1.8(6) we have 

(6) G(1+z)=2 f (-l)"- 1 a(n)z"- 1 
n= 1 

= 2a(l) + 2 ~ (-1)"-1 (1- 21-n) ((n) zn-1 
n= 2 

whereJzJ<1, a(1)=log2, and a(n)= ~ (-1)'- 1/r"=(1-2 1-")((n) 
fern> 1 r= 1 

If we form the expressionstjl(l + z) + tjl(1- z) and G (1 + z) + G(1- z) 
by means of (5) and (6), and take into account 1.8(7), 1.8(8), 1.7(10), and 
l. 7 ( 11) we obtain 

(7) t/J(l + z) = (2z)- 1 - y- (rr/2) ctn(rrz)- f ((2n + 1) z 2" JzJ < 1, 
n = 1 

(8) G(1 + z) = z- 1 - 7T csc(rrz) + 2u(l) + 2 f 
n=1 

Using 1. 7 ( l) we have from (7) 

(9) log r( 1 + z) =- ~ log ( si:z17Z) - n~ 1 

((2n + 1) 

2n + 1 

or, using the series 

2n + l' 

we obtain 

(lO) log 1(1 + z) = ~{log[~] 
sm(17z) 

1 - (( 2n + 1) 2n + 1 ( 
z + 1- y) z. 

2 'n + 1 

Formulas (9) and ( 10) are valid if J zl < l. 

lzJ < l. 

z2n+l - yz, 

Finally we give an expression of I'(z) and t!J(z) near z = - m (m = 0, 
l, 2, ... ). From 1.2 (6) we have 

I'(z) = 11 (- l)• /1 f'(1- z) sin [ rr(z + m)]}. 

Expanding l/f'(l- z) in a Taylor series near z =-m and using 1.13(36) 
we obtain 

on r < z) = [ < -1)" / m ! H < z + m)- 1 + t/1 (m + 1) 

+ ~(z + m)[(rr3/3) + t/J 2 (m + l)- t/J'(m + 1)] + O[(z + m) 2 ]l. 
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Similarly from 1. 7 ( ll), 1. 13 (31), and 1.16 (9) we have 

(12) tj;(z) =- (z + m)- 1 + tj;(m + 1) + }; [ (-1)n ({n) + f ,-n] (z + m)n-l. 
n = 2 r= I 

L 18. Asymptotic expansions 

In 1.9(5) we replace the expression within the parentheses under the 
integral sign by the right-hand side of 1.15 (l). Since the conditions of 
Watson's lemma are satisfied, we may integrate t e rm by t erm and obtain 
the following asymptotic expansion (Stirling series) 

(l) log f'(z) = (z- ~)log z- z + ~ log(277) 

+ f B
2
n/[(2n-1)(2n)z 2n- 1]+0(z-2•-1) 

n = 1 \ a rg z\ < 77. 
This is equivalent to 

(2) ['(z) -- e -z e<z- ~)logz (217)~ 
[ 

z- 1 z- 2 139 z-3 J 
1 + -+ -- - O(z-4) 

12 288 51840 

I arg z\ < 17. 

[Formula (2) can be obtained directly from the loop integral 1.6(2) using 
the method of steepest descent. For this and for the remainder in ( l} and 
(2) cf. Watson, 1920, p. l.] 

From ( l) and (2) a number of asymptotic formulas can be derived, such 
as 

(3) log f'(z + a) = (z +a -~)logz-z +~ log(277) + O(z- 1 
), 

(4) f'(z +a) /f'(z + {3) = za.-,8 [ 1 + ~ z - 1 (a- {3)(a + {3- 1) + O(z- 2
)], 

(5) lim e-a. log z [' ( z + a) I f' ( z) = l. , 
I z I'"'""+ oo 

In connection with formul a (3) see also ( 12), and in connection with (4) 
see (13). In (3), (4), and (5) a and {3 are fixed arbitrary complex numbers 
anc!. -rr < arg z < 77 . We also have 

(6) lim \f'(x + iy)\ e~7T i y l \y\ ~-z = (277) y, x , y real. 
lyl-+ 00 

From (l) we obtain the asymptotic expansion for tf;(z) , 

(7) tf; (z) = logz - (2z)- 1 - f B
2
nz- 2n/ (2n)+O(z- 2 

.. -
2
). 

n = 1 

The integrand of 1.10 (4) can be written as [ cf. 1.15 ( l)] 

(8) t•- 1 e-vt/(1-e-t) = ts- 1 e-vt[t- 1 +~+}; B
2
nt2n- 1/ (2n) !]. 

n= -1 
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Hence, from 1.10(3) we obtain the following asymptotic expansion of 
((s, v) for large values of \v\ with \ arg v\ < 77: 

(9) ((s, v) = [l / f'(s)Jiv 1-s ['(s- l) + ~ v- • f'(s) 

+ f B
2
n f'(s + 2n -l) / [(2n) !v2n+s- 1 ] + O(v- 2•-•- 1 )} 

n = 1 
Res > 1. 

Putting s = (n + l) we obtain an asymptotic expansion for .p!nl(z) as 
given in 1.16(9). 

Finally we derive an asymptotic expression of log [' (z) due to Binet. 
In Binet's first expression 1.9 (4) we write the integrand in the form 

~ e- tz t- 2 ( e t- l)- 1 [ e t ( t - 2) + t + 2] 

=~ ~ nt"e-tz/[(n+2)!(et-l)]~ 
n = 1 

replacing e t in the numerator on the left-hand side by its power series. 
Since, according to 1.10(3) 

.["' t" e-tz (e t_ l)-1 dt = ['(n + 1) ((n + l, z + l), 
0 

we obtain 

(10) log f'(z) = (z- ~) .log z - z + ~ log(217) 

"" n 
+ ~ \;' ((n + l, z + l) . 

n f. 1 (n + l) (n + 2) 

This is Binet's formula. 
A simila r expression converging faster is Burnside's formula (Wilton, 

1922, p. 90) 

(ll) log ['(z) = (z- ~)log (z- ~)- z- ~ +~log (217) 

- ~ ((2n, z) / [22n 2n (2n + l)] Re z .:2: -~. 
n= 1 

From the left-hand side of (3) and (4) complete asymptotic expansions 
can be given. These are 

(12) log f'(z +a) = (z +a - ~) log z - z + ~ log(217) 

B
2
(a) z- 1 (-1)"+ 1 B (a) z-n 

+ ----:--- ••• + n+1 + O(z-n-1) 
1 • 2 n (n + l) 

I arg z\ < 17, n = l, 2, 3, •••• 
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(l3) ['(z +a,) r(z + a2)/[['(z + {3,) r(z + {3 2)] 

a 1 + a 2 - {31 - {32 [ c 1 :--- c...;:2;__ _ _ + ••• J = z 1 +--+ 
z + l (z + l) (z + 2) 

I arg zl < rr. 

These expansions are due to Barnes, 1899, p. 64, and Van Engen, 1938, 
respectively. 

1.19. Mellin-Barnes integrals 

Of all the integrals which contain gamma functions in their integrands 
the most important ones are the so-called Mellin-13arnes integrals. Such 
integrals were first introduced by S. Pincherle, in 1888; their theory has 
been developed by H. Mellin ( 1910, where there are references to earlier 
work), and they were used for a c omplete integration of the hypergeometric 
differential equation by E. W. Barnes ( 1908). See also section 2.1.3. 

The integral 

( 
1 [ + i oor(a 1 + A, s) • • • r(a + A s ) 

(1) f z) = - • • 
2rri . l'(c 1 + C1s) · • • r (c + C s) y- 100 p p 

r(b - B s) .. • ['(b - B s) 
X 1 1 n n Z s ds 

r(d -Ds) ... r(d -D s) 
1 1 q q 

is a typical Mellin-Darnes integral. It will be assumed that y is real, all 
the A ., B ., C ., D . are positive, a nd that the path of integration is a 
s traiglit lin~ paial!ei to the imaginary axis with indentations, if necessary, 
to avoid the poles of the integrand. The discussion given here is based on 
Dixon and Ferrar ( 1936) . 

The following notations will he used: 
p q 

~ 
n B.- ~ C. - ~ (2) a = A. + ~ D . 

j = 1 1 j = l 
) 

j= 1 ) 
j= 1 ) 

• n p q 

(3) {3 = ~ A . - ~ B ~ C. + ~ D . 
j= 1 ) j= 1 ) j = 1 ) j= 1 ) 

t n 
p q 

(4) A= He ( a - X m + ~ b .- Xn- ~ c . +Xp- ~ d + X q) 
j = 1 ) j= 1 ) 

j= 1 
) j=l ) 

II A. n 
(B )-B i 

p -c. q D . 
(5) p = n (A .) ) n n (Ci) ) n (D) ) 

j = l ) j = l ) j = l j= 1 

The convergence of ( 1) can be investigated by means of the asymptotic 
representation of the gamrna function 1.18(6). With 

s =a+ it (a, t real), z = R e i<l> (R > 0, <I> real) 
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the absolute value of the integrr.md is comparable with 

(6) e-~ arr ltllti ,By + A.R-'Y e<))tp'Y 

when ltl is large. There are four types of convergent integrals (1). 
First type: a > 0. The integral converges absolutely for \<PI < a11/ 2 

and defines a function analytic in the sector \arg zl < min(11, a17/ 2). (The 
point z = 0 is tacitly excluded. ) 

Second type: a= 0, {3 I= 0. The integral (l) does not converge for 
complex z. For z > 0 it converges absolutely if y is so chosen that 

(7) - (3 y > l + A; 

and there exists an analytic function of z, defined over \arg z! < 11, 

whose values for positive z are given by ( l). 
Third type: a = (3 = 0, A < -l. Here (7) is satisfied for arbitrary y. 

The integral converges absolutely for all positive z (but not for complex z) 
and represents a continuous function of z (0 < z < oo ). There are now two 
analytic functions, one regular in any domain contained in \arg z! < 11, 

I zl > p whose values for z > p are represented by ( 1), and another regular 
in any domain contained in \arg zl < 11, 0 < lzl < p whose values for 
0 < z < p are represented by ( l). The two functions are in general distinct. 

Fourth type: a = (3 = 0,- l S. A < 0. The integral converges (although 
not absolutely) for 0 < z < p a nd for z > p. There are two analytic func­
tions of the same nature as in the preceding case. There is a discontinuity 
at z = p and the integral does not exist there, though it may have a prin­
cipal value. The nature of the discontinuity, and the principal value, are 
discussed in the paper by Dixon and Ferrar. 

~lultiple integrals of a similar structure occur occasionally. 
An example for an integral of. the Mellin-Dames type is the following 

one (Whittaker-Watson, 1927, p. 289) 

(8) l ioof'(a + s) 1((3 + s) I ' (y- s) !'(8- s) ds 
tOO 

. f'(a + y) I"Ca + 8) 1' ({3 + y) I'( B + 8) 
=2m . 

l ' (a + {3 + y + o) 

The path of integration is indented so that the poles of 1 (y - s) 1 (8 - s) 
lie to the right and the poles ofi' (a + s) 1((3 + s) to the left of it, and itis 
supposed that a, f3, y, 8 are such that no pole of the first set coincides 
with any pole of the second set. (For further examples cf. 2.1(15) and 
section 7.3.6 and Hamanujan, 1927, p. 216.) 

1. 20. Power series of some trigonometric functions 

From 1.13 ( 1) a number of trigonometric expansions can be deduced 
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(cf. also similar expansions obtained by Schwatt, 1932) such as 

2 ~ (-l)n+l '(2n) rr-2n z 2n lzl < rr, 
n = 0 

(2) tanh z = 2 coth( 2z)- coth z = ~ 2 2n (2 2n -1) B
2
n z 2n- 1/ (2n)! 

n = t 

= 2 ~ (- 1) n+l (22n _ 1) '(2n) 7T-2n z2n-1 
n= 1 

lz l < rr/ 2, 

(3) z ctn z = ~ (-1)n 2 2n B
2

n z 2
n / (2n)! 

n= 0 

= - 2 ~ '(2n) rr-2n z 2n 
n = O 

lz I < rr, 

(4) tan z = ~ (-1)n+1 22n(22n_l) B2n z2n-1/(2n)! 
n=l 

= 2 ~ (22n- 1) ' (2n) rr-2n z 2n-l 
n= 1 

lz l < rr/ 2, 

(5) z/ sin z = z [ ctn (~ z)- ctn z] = 2 ~ (-l)n ( 1- 2 2n- 1) B
2
n z 2n / (2n)! 

n = 0 

lzl < TT, 

(6) log cos z =- .J: tan z dz = ~ (- 1)n(2 2n- l) ~n- 1 B
2 

z 2n/ [n(2n)!] 
0 n = 1 n 

lzl < rr/ 2. 

We write 

(7) tanz = ~ (-l)n+ 1 C z2n+ 1/ (2n+l)! 
n=O 2n+1 

lzl < rr/ 2, 

(8) lzl < TT. 

Then a comparison with (4) and (5) gives 

(9) C 2n_ 1 = 22n (1 - 2 2n) B2n/ (2n), 

(10) D = 2(1- 2 2
n-

1
) B • 

2n 2n 
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lntegralexpressions for C zn- 1 and D2n can be obtained from 1.13 (24) to 
1.13(28). 

More general expansions than those listed before can be obtained from 
the results in sections 1.13.1 and 1.14.1 (Norlund, 1922, p. 196). Two ex­
amples are 

(ll) cos(mt) (t / sint)• = ~ (- 1)" (2t) 2"B~:) / (2n)!, 
n=o 

(12) sin(mt)(t/ sint)" = ~ 
n= 0 

(-1) n+l (2t)2n+1 s<•l /(2n + 1)' 2n+ 1 · 

Doth expansions converge for \t l < 11. With the notation used in 1.13 (1) we 
have 

(13) s<•l=s<•l(a ••• a) 
l l I 11 

a 1 = • • • =a .. = 1. 

1.21. Some other notations and symbols 

Alternative notations for the gamma function and some related symbols 
are (cf. 1.2) : 

(1) (Factorial function) II (z) = z! = r(z + 1); 

(2) y = Euler's constant 1.1 (4); 

(3) (Hankel's symbol) 

(v,n) = 2-2"1 (4v 2 -1)(4v 2 - 3 2) •• • [4v 2 - (2 n -1) 2]1/n! 

= r C~ + v + n) I [n ! r (~ + v - n)] 

(4) (Kramp's symbol) 

n = 1, 2, 3, ••• ; 

c a/b = c (c + b)(c + 2b) • .. [ c +(a- 1) b] 

= ba-l r(a + c/b)/r(clb) a = 2, 3, 4, ••• ; 

(5) (Pochhammer's symbol) 

(a\= a(a + 1)(a + 2) •.. (a+ n- 1) = r(a + n)/ r(a) 

n = l, 2, 3, •• , ; 

(6) (Binomial coefficient) 

( :) = (-1)• r(m- a)/ [m! r(-a)] = r(l + a)/ [m! ru +a-m)]. 

The Bernoulli numbers Bn are often defined by the expansion 

(7) 
1 00 

)/:;z+z(ez- 1)- = Xz coth()/:;z) = 1- k (-1)"8 z 2"/ (2n)! 
n = t n 

It follows from 1.13 ( 1) and 1.13 ( 16) for the B n thus defined 

(8) B =2(2n)!(2TT)-2" ~ r-2n 
n r=t 



1.21 GAMMA FUNCTION 53 

and hence 

(9) 8 1 = l/6, 8 2 = l / 30, 8 3 = l/ 42, 8 4 = l/30, .... 

The Bernoulli polynomials are often denoted by <l>n (x) and defined by 

( 10) z (e %z - l) / (e z - l) = ~ <I> (x) z n / n ! • 
n= 1 n 

With our notation 1. t3 (2) we have 

(ll) <l>n(x) = 8n(x)- 8n(O) 

and he nce with 1.13 (3) 

02) <I>,(x)=x, <1> 2 (x)=x 2 -x, <l>
3

(x)=x 3 -tx 2 + fx . 

If the Euler numbers En are defined by 

(13) sech z = ~ (-l)n E z Zn / (2n)!, 
n= 0 n 

then it is obvious from 1.14 ( 1) and 1.14 (14) tha t 

(14) E =2(2n)!(2/ rr} 2n+l ~ (-lY(2r+l)-2n - l 
n r=O 
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CHAPTER II 

THE HYPERGEOMETRIC FUNCTION 

FffiST PART: THEORY 

2.1. The hypergeometric series 

2.1.1. The hypergeometric equation 

If a homogeneous linear differential equation of the second order has 
at most three singularities we may assume that these are at 0, oo, 1. If all 
of these singularities are "regular" (cf. Poole, 1936), then the equation 
can he reduced to the form (cf. Poole, 1936) 

( 1) 
d 2 u du 

z(1-z)--+[c-(a+b+1)z] --abu=O 
dz 2 dz 

where a, b, c, are independent of z. This is the hypergeometric equa­
tion. We shall call a, b, c the parameters of the equation; they are 
arbitrary complex numbers. 

We define 

(a)n = r(a + n)/['(a), 

i.e., 

(a)
0

=1, (a) n = a (a + 1) • • • (a+ n - 1) n = 1, 2, 3, ••.. 

If c /:. 0, - 1, - 2, •.• , then 

(2) u
1 

= ~ (a) (b) z"/ [(c) n !] = 
2

F
1 

(a, b; c; z) = F(a, b; c; z) 
n=O n n n 

is a solution of (1) which is regular at z = 0. 

(3) 

If c =- n, where n = 0, l, 2, ••• , then 

u =zn+l ~ (a+n+1) (b+n+1) z" / [(n+2) m!] 
I .. = 0 " " II 

=Zn+t 
2

F
1
(a+n+1, b+n+l;n+2;z) 

56 
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is such a solution. The function 
2 

F
1 

(a, b; c; z) is called the hypergeo­
metric series of variable z with parameters a, b, c. The subscripts in 2F 1 

.are usually omitted if there do not occur any other types of generalized 
hypergeometric series (cf. Chapters 4, 5) in the investigation. 

We shall supplement the definition of the hypergeometric series in the 
case c = -m, (m = 0, 1, 2, , , , ,), when (2) becomes meaningless. 

If a = -n or b = -n where n = 0, 1, 2, • , , , and if c = -m where 
m = n, n + 1, n + 2, ... , then we define 

(4) 
{ 

F(-n,b; -m; z) = l: (-n) (b) zr/[(-m) r !] 
r= 0 r r r 

F(a,-n;-m; z)= l: (a) (-n) zr/[(-m) m!] 
r=O r r r 

Since (3) and (4) are solutions of ( l), we see that the hypergeometric 
equation has a solution which is a polynomial of z whenever -a or-b is a 
non-negative integer. (If a = -m or b = -m and c = --n, where n = 0, 
1, 2, •• , , and m = n + 1, n + 2, ... , the series in (3) terminates.) 

If a and b are different from 0, - 1, -2, , , , , then the hypergeometric 
series (2) [or (3), in the case c = -n] converges absolutely for all values 
of lzl < 1. Since an application of 1.18(4) shows that 

(a)n (b)n f'(a + n) f'(b + n) f'(c) ['(1) 
(5) 

(c\ n! f'(a) f'(b) f'(c + n) f'(n + 1) 

f'(c) f'(1) 
na+b-c-1 [1+0(n-1)], 

f'(a) f'(b) 

we see by Raabe's test (see e.g. Bromwich 1947, pp. 39, 241) that for 

lzl = 1 we have: 

absolute convergence for lz I = 1 if Re (a + b - c) < 0, 
conditional convergence for lzl = 1, z I= 1 if 0 s Re(a + b- c)< 1, 
divergence if lzl = 1 and 1 .s:; Re (a+ b- c). 

2.1. 2. Elementary relations 

From the definition (2) we have 

F(a,b; c; z)=F(b,a; c; z). 

The six functions 

F(a±1,b;c;z), F(a,b±l;c;z), F(a,b;c±l;z) 

are called contiguous to F (a, b; c; z). Between F (a, b; c; z) and any two 
functions contiguous to it there exists a linear relation with coefficients 
which are linear functions of z. There are 15 relations of this type which 
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have been found by Gauss. For a complete list see 2.8(31) to 2.8(45). 
One of these relations is 

(6) c F (a, b - 1; c; z) +(a- b) z F (a, b; c + 1; z) 

= c F (a- 1, b; c ; z). 

To verify (6) we expand both sides in a power series. Then the coefficient 
of z n on the left-hand side of (6) is 

(a) (b- 1) (a)n_1 (b)n_ 1 c n n +(a- b) 
(c)n n ! (c + 1\_

1 
(n -1)! 

(a)11 _ 1 (b)n- 1 [a- b + (b- 1) (a+ n -1) / n] 
(c + 1)n_ 1 (n - 1) ! 

c (a)n-1 (b)n-1 (a- 1)(b + n- 1) = c (a- 1\ (b\ 
(c )n n ! (c )n n ! 

which proves (6). 
If l, m, n, are integers, then 

F (a+ l, b + m; c + n ; z) 

can be expressed by repeated applications of these relations as a linear 
combination of F (.a, b; c ; z) and one of its contiguous functions with coe­
fficients which are rational functions of a, b, c, z. 

Of course we must assume that c and c + n are different from 0, -1, 
-2, •••• F(a,b; c; z) and F(a + l, b + m; c + n; z) are called associ­
ated series. It can be shown that any three associated series are connected 
by a linear homogeneous relation with polynomial coefficients provided 
that the values of the third parameter are different from 0, -1, -2, ... 
(cf. Poole, 1936, p. 91 ff). 

We also have 

dn 
(_7) -- F (a b · c · z) = (a) (b) [(c) r 1 F (a + n, b + n ·, c + n ·, z ), 

dz n ' ' ' n n n 

(8) 

(9) 

dn 
(a) za- 1 F(a+n b·c·z)=--[za+n- 1 F(ab · c·z)] 

n ' ' ' dz n ' ' ' ' 

(c)nzc- 1 (1-z)a+b-c F(a,b; c; z) 

dn 
= -- [zn+c- 1 (1- z)n+a+b-c F(a + n b + n · c + n · z)] . 

dzn ' ' ' 

Relation (9) is due to Jacobi ( 1859). For a complete list of such relations 
see 2.8(20) to 2.8(27). To prove (8) and (9) we introduce the operators 
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d d 
8 = z- D = -. 

dz' dz 

We have 

a F (a + 1, b; c; z) = (8 +a) F (a, b; c ; z) 

and since 

(8 +a)(()+ a+ 1) •• • (8 + a+ n -1) f(z) = z 1 -a D"[za+n- 1 f(z)] 

59 

for every analytic function f(z) (cf. Poole, 1936, p. 93), this proves (8). 
To obtain (9), we write (l) in the form 

D [z (1- z) MD u] = abMu 

where M = zc-1 (1- z) a+b- c. According to (7), D"- 1 F(a,b; c; z) satis­
fies the hypergeometric e quation with a + n - 1, b + n - l , c + n - 1 
instead of a, b, c and from that we obtain the recurrence relation 

D[z"(l- z)" MD"F] =(a+ n- 1)(b + n- 1) [z(1- z)]n-! MD"- 1 F 

and therefore 

Using (7) again and assuming tha t F is not a polynomial of degree less 
than n, i. e., (a)n (b)n f. 0, we finally obtain (9). 

The general theory of Riemann's equation (cf. section 2.6.1, and Poole, 
1936) indicates that in general there must exist 24 solutions of (1) which 
a re of the type 

z P(1- z)o- F(a~ b'; c;' z') 

where p, a, a', b ', c' are linear functions of a, b, c and where z and z' are 
connected by a homographic transformation. For a list of these 24 solutions 
(which are due to Kummer) see Goursat(188l),and 2.9(1) t o 2.9(24). Any 
three of these solutions are connected by a linear relation with constant 
coefficients; for these see Goursa t ( 1881) and 2. 9 (25) to 2.9 (44). These 
relations can be used for the analytic continuation of the hypergeometric 
series, for a proof see 2.1.4. 

2.1. 3. The fundamental integral representations 

If Re c > Re b > 0, we have Euler's formula 

(lO) F(a,b; c; z) = f'(c) [f'(b) f'(c -b)]- 1 f
0

1 
tb- 1 (1-ty-&- 1(1-tzradt. 

Here the right-hand side is a one-valued analytic function of z within the 
domain jarg (l- z) I < rr; therefore (10) gives a lso the analytic contin­
uation of F(a,b; c; z). To prove (10) for lz l < 1 we expand (1- tz)-a in a 
binomial series and integrate term by term; this leads to beta -integrals 
which can be evaluated by 1.5 ( 1) to 1.5 (5). 
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From the identity 

{ az a ~ (ll) z (l- z) - + [ c -(a+ b + 1)z] -- ab· az 2 az 
a 

X [tb-l (1- t)c-b-l (1- tz)- 0 ] =-a- [tb (1- t)c-b (1- tz)-a-l] 
. at 

it follows that the right-hand side in (10) satisfies (l), and with s = -t 
that 

is a solution of (1) if Re b > 0, Re(a + 1- c) > 0, and jarg z l < rr. With 
s = r/ ( 1 - r) this becomes 

J
1 

rb-l (1-r)0 - c[1-r(1-z)r 0 dt 
0 ' 

and therefore 

(12) F(a,b;a+b+1-c;1-z)=r(a+b+1-c)[r(b)r(a+1- c)]- 1 

X Joo S b-1 (1 + s)c-b-1 (l + sz)-a ds 
0 

is also a solution of the hypergeometric equation. Moreover, any integral 

J tb-1 (1-t)c-b-1 (1-tz)-adt 
c 

is a solution of ( 1) if C is either closed on the Riemann surface of the 
integrand or terminates at zeros of tb (l- t)c-b {1- tz)-a-l Expanding 
(l- tz)-a in . a binomial series and using the contour integrals 1.6(6) to 
1.6 (8) for the beta-function we find 

ir(c) exp[irr(b - c)] 
F(a,b; c; z)= ~~~--~~~--.-~~ 

r(b) r(c- b) 2 sin rr(c- b) 

X J(!+) tb-l (1- t)c-b- l {1- tz)-a dt 
0 

Reb > O, jarg(l-z)j < rr, c-bl= 1, 2, 3, ••• , 

-i r(c) exp (-i rrb) 
F (a, b ; c ; z) = -=-~-=-:--.,...,-------,... 

r(b) r(c- b) 2 sin rrb 

X J(o+) tb-1 {l-t)c-b-1 (1- tz)-a dt 
1 

Rec > Reb, jarg(-z)j < rr, b-!=1,2,3, ••• , 

(13) F(a,b;c;z)= -r(c)exp(-i rrc) 
r(b) r(c ~b) 4 sin rrb sin rr(c- b) 

X J-<l+,o+,J-, o -) tb-1 (1- t)c-b-1 (1- tz)-a dt 

larg(-z)j < rr, b, 1- c, c-bl= 1, 2, 3, •••• 
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In each case we assume that the path of integration starts at a point of the 
Riemann surface of tb-l (1- t)c-b-l (1- tz)-a where tis real, 0 ~ t ~ 1 
and t b, (l - t) c-b denote the principal values of these functions, and where 
(1- tz)-a is defined in such a way that (1- tz)-a-+ 1 if z-+ 0. 

If we put z = 1, the right-ha nd side of (10) becomes a beta-integral and 
we obtain form 1.5 ( 1) ani 1.5 (5) 

(14) F (a, b; c; 1) = r(c) r(c- a- b) [r(c- a) r(c- b)]- 1 

Re c > Reb> 0, Re(c- a- b) > 0. 
We can show directly that (14) is valid only if c -;, 0, -1, -2, ... , and 
Re (c -a- b) > 0. From the recurrence relation 

(c -a)(c -b)z F(a,b; c + 1; z) 

= c [(2 c- a - b - 1) z - c + 1] F (a, b ; c ; z) 

+ c (c- 1)(1- z) F (a, b; c - 1; z) 

and from the remarks after (5) of section 2.1.1 we find that, for m = 1, 2, 
3, •••• 

(c - a)(c - b) 
F (a, b ; c ; 1) = F (a, b ; c + l; 1) 

c (c -a- b) 

provided that 

(c -a). (c -b). 
F (a, b ; c + m ; l) 

(c)A (c -a- b). 

lim (1-z)F(a,b ;c;z) = O 
z-+ I Re (c -a- b) > 0. 

If this is true ( as we will show presently), then we have for m -+ oo 

lim F (a, b; c + m; l) = 1, 
a-oo 

(c-a).(c- b). r(c)r(c-a-b) 
lim 

.-oo (c),.(c-a-b),. r(c-a)r<c-b) 

r(c- a+ m) r(c- b + m) 
X lim 

• -oo r (c + m) r (c - a - b + m) ' 

and this together with 1.18 (4) proves ( 14). Now 

(1-z)F(a,b ;c -1;z) = 1+ ~ (vn-vn_ 1 )zn -+ O for Z-+ 1, 
n= I 

if 

r (a+ n) r (b + n) r (c - 1) 
v = -+ 0 for n -+ oo, 

n r<c + n- 1) r(n + 1) r(a) r(b) 
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This is true according to (5) if Re (c -a- b) > 0. 
A second type of integral representations for the hypergeometric series 

is due to E. W. Barnes, (1908), who based the whole theory of the hyper­
geometric function on the representation 

(15) 
r(a) r(b) 

F (a, b; c; z) 
r(c) 

= ~ I+ioo r(a + s) ~r:'(b + s) r(-s) 

2m -ioo I(c+s) 
(-z)' ds, 

where jarg (-zj < 1T and where the path of integration is indented if n ec­
essary in such a manner as to separate the poles at s = 0, 1, 2, ... , from 
the poles at s = - a - n, s = -b - n (n = 0, 1, 2, ... , ) of the integrand. 
It is always possible to find such a pa th o f integration provided that both 
a and b are different from 0 , -1, -2, .... If we define 

F(a,b; c; z)/r(c) 

to be equa l to 

(16) (a)n+l (b)n+l zn+! F(a + n + l, b + n + l ; n + 2; z) / (n + l)! 

when c = - n (n = 0, 1, 2, ••• , ), then ( 15) remains valid also for these 
values of c. 

To prove (15) we observe that in the case jz j < 1 the integral on the 
right-hand side can be evaluated by the calculus of residues as the sum 
of the res idues of the integrand at the poles s = 0, 1, 2 , • • , (cf. 1.18 for 
the asymptotic formulas which describe the behavior of the integrand at 
infinity). 

2.1.4 . Analytic continuation of the hypergeometric series 

The integrals in (10), (13), (15) defin e analytic functions of z which 

are one-valued in the domain jarg (-z)j < rr, that is, in the whole z plane 
with the exception of the points on the positive rea l axis, and may serve 
for effe cting the a nalytic continuation o f F(a,b; c; z) to the domain 
I arg (- z)j < rr. We shall denote this analytic continuation of F (a, b; c; z) 
again by F (a, b; c; z) which then means a branch (the principal branch) 
of the analytic fun ction generated by the hypergeometri c series. 

We exclude the polynomial case when a orb is equal to 0, -1, - 2 , ..• , 
and define F(a,b; c; z )/ r(c) by (16) if c = 0, -1, -2, .... Evaluating the 
integra l on the right-hand s ide of (15) by the calculus of residues as the 
sum of the residues of the integrand at the poles s = -a - l, s = -b- k, 
where k, l = 0 , l, 2, ••• , we first assume tha t a - b is not an integer so 
tha t these poles are simple poles and obtain 
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(17) F(a,b;c ;z)/r(c) 

= r(b- a)[r(b) r(c- a)r1 (-z)-a F(a, 1- c +a; 1- b +a; z - 1) 

+ r(a- b)[r(a) r(c- b)r 1 (-z)-b F(b, 1- c + b; 1- a+ b; z- 1) 

where a- b is not an integer a nd where larg (-z)l < rr . 

If b = a + m where m = 0, 1, 2, ••. , then the integrand in (15) has sim­
ple poles at s = -a - lc (/c = 0, 1, ••• , m - 1) (and no simple poles a t a ll 
if m = 0); at s = -a - m - l (l = 0, 1, 2, , , , , ) there are poles of the sec­
o nd order, and we have 

r(a + m) 
(18) F(a,a + m; c; z) 

r(c) 

and 

~ n=O 

(a) n+. (1 - c + a)n+m 
z -n [ log(-z) + hn] 

n! (n + m) 

• -1 

'\' (a\ r(m- n) z-n + (~z)-a '-' 
n=o r(c-a-n)n! 

af, 0, -1, -2, ... , m = 0, 1, 2, ... , larg(-z)l < rr, 

hn = 1/1 ( 1 + m + n) + 1/1 (l + n) - 1/1 (a + m + n) ~ 1/J (c - a - m - n) 

= I/J(1 + m + n) + I/J(1 + n)- t/J(a + m + n)- 1/J(l - c +a+ m + n) 
+ 1T ctn rr(c - a) . 

.. -1 

The summation ~ in (18) means zero if m = 0. If c =a+ m + l where 
n= 0 

l = 0, 1, 2, , , , , then (18) remains valid only after a passage to the l imit 
the result of which is: 

r(a + m) 
( 19) ----- F (a, a + m ; a + m + l ; z) 

r (a+ m + l) 
~ (a)nh (n -l}! 

= (-1)"+ 1 (-z)-a-,. L 
n = 1 (n + m) ! n ! 

1- 1 
(-z)-a-., 

+ 
(l + m- 1)! 

'\' (a)n+• (1-m-l)n+• L.. z -n[log(-z) +h'n ] 
n= o n ! (n + m) ! 

1- 1 .. -1 
Here ~ , ~ 

n = O n= O 

.. -1 
(m-n-l)!(a)n 

(m + l - n - 1) ! n ! 
-n 

z 

a + m -f 0, - l, - 2, . • . , 

denote zero if l = 0 or m = 0, and 

I arg(- z) < rr. 
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h'n = tji(1+m+n)+tji(1+n)-t/J(a+m+n)-tji(l-n). 

If c - a or c - b is a negative integer, then F (a, b; c; z) becomes an ele­
mentary function of z. In particular we have 

(20) F(a,a+m; a+m-l; z)=(1-z)-a-Z F(m-l, -l; a+m-l; z) 

where the hypergeometric series on the right-hand side is a polynomial if 
l = 0, 1, 2, •••• To prove (20) we observe that Euler's integral (10) or (12) 
transforms into an integral of the same type if we put 

(21) s = 1~t, (1-t)/ (1-tz), t / (1-z +tz). 

From this we obtain 

(22) F (a, b ; c ; z) = (1 - z)- a F[ a, c - b; c ; z l (z - l)] , 

= ( 1 - z) - b F [ c - a, b ; c ; zl ( z - 1) ] , 

and 

(23) F(a,b;c;z)=(1~z)c-a-bF(c-a, c-b;c;z). 

Relation (22) holds if both I z I < 1 and lzl (z - 1) I < l. Since the right­
hand side of (22) is defined for Re z < ~. this can be used to obtain an 
analytic continuation of F (a, b; c; z) into the half plane Re z < ~. Of 
course (23) is valid only if lzl < l, unless a, b, c -a or c- b is a non­
positive integer. 

From (17) to (23) and from combinations of these f('lnnulas (cf. sections 
2.9 and 2.10) we can obtain the complete analytic continuation ofF (a, b; 
c; z) into the domain larg(1- z) I < l. As a result, at any point z = z

0
, 

F (a, b; c; z) may be computed from a series which converges like a geo­
metric series, unless z

0 
= exp (± i rr / 3). In this case it may happen that all 

of the series in (17) to (23) converge only conditionally or like a series 
of the type L z n n- k where k is a constant > l. 

2.1.5. Quadratic and cubic transformations 

We may consider ( 17) to (23) as linear transformations of F (a, b; c; z ). 
If a, b, c are unrestricted then there exists no transformation of a higher 
order (i.e., a transformation in which the variables are· connected by a 
non-linear relation). 

If and only if the numbers 

±(1-c), ±(a-b), ±(a+b-c) 

have the property that one of them equals ~ or that two of them are equal, 
then there exists a so-called quadratic transformation. The fundamental 
formulas are those of Gauss and Kummer : 

(24) F [a, b ; 2 b ; 4 z I ( l + z) 2 
] = ( l + z )2a F (a, a + ~ - b ; b + ~ ; z 2

), 

(25) F (a, b; 1 +a - b; z) 

= (l - z) -a F [ ~ a, ~ a + ~ - b ; 1 - a + b; - 4 z I ( 1 - z )2 
] , 
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(26) F (a, a+ ~; b; z) = 22 a [l + (l- z)l{] - 2a 

X F{ 2a, 2a- b + l; b; [l- (l- z)~ ]/ [l + (l- z)~], 

(27) F[a, b; a+ b + ~; 4z(l- z)] = F(2a, 2b; a+ b + ~; z). 

In (26), (l - z)~ is defined in such a way that it becomes positive if 
z is real and z < l. A consequence of (27) and 2.10 ( 1) is 

(28) F(2a, 2b; a+ b + ~; ~z + ~) 

r(a + b+~)r(~) 
2 

r(a+~)r(b+~) F(a,b;~;z) 

r (a + b + ~) r (-~) 2 

z r(a) r(b) F(a + ~. b + ~; 3/ 2; z ). 

The series on both sides of (24) to (28) converge in a certain neigh­
borhood of z =0, and the formulas are valid in the largest connected domain 
which is such that it contains the point z = 0 and that the series in the 
formula under consideration are convergent within this domain. For in­
stance, (27) holds if jzj < (2~ - l)/ 2 but is not valid if z is real and 
~ < z < l, although both sides of (27) make sense in this case. Apart from 
these restrictions, (24) to (28) can also be used for the analytic continu­
ation of one of the series involved, in particular if they are combined with 
the linear transformations. 

For a complete list of quadratic transformations see E. Goursat, 1881, 
and 2.11 ( l) to 2.11 (36). 

The quadratic transformations are consequences of the general theory 
of Riemann's P-equation [cf. Poole, (1936) and 2.6(2)]. We could verify 
(24) to (28) by showing that both sides satisfy the hyper geometric equation. 
For instance, it is easy to show that F[a, b; a+ b + ~~ ; 4z(l- z)] satis­
fies (1) if we take 2a, 2b and a+ b + ~ as the values of the parameters. 
Next we see that at z = 0 both sides of (27) have the same values and the 
same first derivative. Since we ca n deduce from 2.2 (2) and 2.3 ( 1) that ( l) 
has only one solution which is one-valued and regular at z = 0 unless 
c = 0, -1, -2, ... , both sides of (27) must be equal, with the possible 
exception of the case where a + b + ~ = 0, - 1, -2, .... 

By applying the linear transformations to (27) we can obtain the re­
maining formulas (24) to (28). There exist also direct proofs for these 
transformations. To prove, e.g., (25) we can proceed as follows (cf. Bailey 
1935). We write (23) in the form 

(29) (l- z)a+b-c F (a, b; c; z) = F(c- a, c- b; c; z), 

expand both side s in a series of powers of z, and compare the coeffic­
ients of z n. This gives 
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(c- a- b\-r 

(n- r)! 

(c -a\ (c - b)n 

(c) n! 
n 

2.1.5 

and hence 

(30) 
r= 0 (c)r (l +a+ b- c - n\ r! 

(c - a)n (c - b)n 

(c) (c -a- b) 
n n 

This is Saalschiitz' s formula. Now the righ~ hand side of (25) is 

(~a)r (~a+~- b)r 
(- 4 Z) r ( l - Z)- a-2r' ~ 

r= o r!(l+a-b)r 

and here the coefficient of z n is 

I (~a)r (~a+~- b\ (-4)r (a+ 2r\-r 

r = 
0 

(l + a - b) r r ! (n - r) ! 

Because of the relations 

4r(~a) (72 a+~) = (a)
2

, (-lt(-n)r(n-r)!=n!, 
(3 l) r r r 

(a+ 2 r) n-r = (a+ n\ (a\ / (a)2r, 

and because of Saalschiitz's formula (30), this is equal to 

(a}n ~ O~a + ~- b)r (a+ n\ (-n)r (a\ (b\ 

n! ~ (l+a-b) (~a+~) r! n!(l+a-b) 
r= 0 r r n 

This completes the proof of (25). 
Applying (22) to the right-hand side of (25) we obtain 

( l + z) -a F [~a, ~a + ~; l + a~ b; 4 z/( l + z)2
] = F (a, b; l + a - b; z ), 

and if we introduce 4 z / ( l + z) 2 instead of z as a new variable, a relation 
equivalent to (26) is obtained. 

To prove (24), we show first that 

(32) F(a, b; 2b; 4z/ (l + z) 2
] 

= (l + z)2a (l + z 2)-a Fl ~a, ~a+~; b + ~~; [2z/ (l + z 2)]21, 

which is equivalent to 

(33) F(a, b; 2b; z)=(l- Xz)-aFIY:;a, ~a+Y:;; b+~;[z/(2-z)FI, 

as may be seen by introducing 4 z / (1 + z) 2 as a new variabl e instead of z. 
From (26) it follows that the right-hand side in (32) is equal to 

( l + z )2a F (a, a - b + ~ ; b + Y:;; z 2
), 

and therefore (24) follows from (26) and (32). To prove (32), we use (lO) 
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which gives : 

(34) F [a, b; 2b; 4z/(1 + z)2] = r(2b) [ r(b)] -z (l + z)2a 

x fo1
[t(1-t)]b-l [1+2z(1-2t)+z 2radt. 

Since the integral on the right-hand side remains unchanged if we write 
- z ins tead of z and 1 - t instead of t, it is an even function of z, and by 
introducing 1 - 2t = cos () we s e e that the right-hand side in (34) is equal 
to 

2-zb+ l (1 + z)2a (1 + z 2)-a r(2b) [r(b) ]-2 

x J; (sin 8) 2b-l [ 1 + 2z cos 8 / (1 + z 2 )ra d(). 

Expanding the brackets [ ] in a series of powers of cos () and evaluating the 
resulting beta-integrals according to 1.5 ( 19), we obtain 

2-2b+1 (1 + z)2a (l + z2)-a r(2b) [r(b)r2 

X ~ r(b) r(n + ~) (a)2n c~) 2n 

/;f.o r(b + n + ~)(2n)! 1 + z 2 ' 

and because of 

(a)2 = 2 2n (~a) (~a+~) , (2n)! = 2 2n n! (~) , 
n n n n 

we find that this is 

[
(l+ z)2 Ja 

1 + z 2 

X I 
n= 0 

r<~> r(2b) 

(~ a)n (~a+ ~\ 

(b + ~\ n! ( 

2z ) 2n 

1:+"?" 
Applying the multiplication theore m of the gamma-function to the factor in 
front of the sum, we find that this is the right-hand side of (32). 

If two of the parameters are unrestricted, there are only linear and 
quadratic transformations. 

A cubic transformation of the hypergeometric equation exists if and 
only if either 

1 - c = ±(a - b) = ± (c -a- b) 

or if two of the numbers 

± (1-c), ± (a - b), ±(c -a-b) 

are equal to one-third. For a proof of the main results, which are given 
in section 2.11, see E. Goursat (1881) and G. N. Watson (1909). 

There exist transformations of the fourth a nd sixth degrees where one 
of the three parameters is unrestricted (cf. Goursat, 1.881, and section 
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2.11). Transformations of other degrees can exist only if a, b, c are certain 
rational numbers; in these cases the solutions of the hypergeometric 
equation are algebraic functions ·(cf. section 2.7.2 and Goursat, 1938). 

2.1.6. F(a,b; c ; z) as function of the parameters 

In many cases it is convenient to prove a rela t ion (e.g., a linear trans­
formation) for the hypergeometric series under certain restrictions (e.g., 
inequalities) for the parameters; for instance, it is easier to deduce (22) 
from (lO) with the restriction Re c > Re b > 0 than to use (13) for the 
proof of (22) without a ny restriction for the parameters. In this connection 
the method of analytic continuation (with respect to the parameters) is 
useful. 

It is trivial that F(a,b; c; z
0

)/f'(c) is an entire analytic function of 
a, b, c, if Z0 is fixed and lz

0 
I < 1 since the hypergeometric series then 

converges uniformly in every finite domain of the (complex) a, b, c space. 
From (22) it follows that the same is true for all z

0 
for which Re z

0 
< ~ . 

Typical examples are: 

F (2 a, 1 - 2a; 2 c; ~)/ f' (2 c) = 2 1 -zc f' (~)/ [f' (a + c) f' (c - a + ~) ], 

F(l,2a; 2a + 1; --l)/f'(2a + 1) = 2[ t/J(a + ~)- t/J(a)] / f'(2a) 

for other formulas see 2.8 (46) to 2.8 (56). Most of the results of this type 
can be deduced from the formulas for the transformation of the hypergeo­
metric series, from a direct evaluation of the integral representations, or 
from an expansion by partial fractions. There are a few other cases known 
where a more elaborate proof is necessary, e .g., 

F(2a,2b ; a+ b + 1; ~) = 77~ (b -a)- 1 f'(a+ b + 1) 

xI [f'(b) f'(a + ~H·1-[f'(a) f'(b + ~)] - 1 l. 
For this and for more general results see Mitra (1943). 

2. 2. The degenerate case of the hypergeometric equation 

2. 2.1. A particular solution 

In general, the points z = 0, oo, l, are branch points of the solutions 
of the hypergeometric equation 2.1 (l). If we start with an expansion in a 
series of powers of z - z

0 
f~r a certain solution u1 (z) of 2. 1 ( l) and if we 

continue u1 analytically along a closed curve L which encircles at least 
one of the branch points 0, 1 and returns to z

0
, then we shall obtain a 

solution u = A 
1
. u

1 
+ A

2 
u

2
, where ,\

1 
and A

2 
are constants and where u 1 

and u
2 

are linearly independent solutions of 2.1 ( 1). In general, .\ 2 will be 
F 0, and this means that all solutions of 2.1 ( 1) can be obtained from a 
single one and its analytic continuations. But it may happen that A2 = 0 
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for any L. If this happens we speak of a degenerate case and call the solu­
tion u

1 
involved in this process a degenerate solution. 

If the effect upon u
1 

of a simple loop L
0
(+l or L,'+l (which goes around 

z = 0 or z = 1 _ in the J>OSitive sense) amounts to the multiplication of u 
1 

by a factor e'bT.P or e'bT •a-respective ly then 

z - P(1 -z)- o- u
1

(z) = u*(z) 

is a one-valued fun ction of z which is regular for all finite z with the . 
possible exception of z = 0 and z = 1 where u* may have poles. According 
to the general theory of Fuchsian e quations (cf. Poole 1936), u

1 
and there­

fore u* cannot have an essential singularity at z = oo, Therefore u* must 
be a rational fun c tion which can have poles only at z = 0, oo, 1, and there­
fore we have that, in the degenerate case, u1 is of the type 

(l) u
1 
(z) = zA(l ~ z)J.L Pn (z) 

where p n (z) denotes a polynomial of degree n, such that p n (0) f 0 and 

Pn(1) f. O. 
From the general theory of Riemann's P -equation it follows (cf. Winston 

1895 and section 2.7.1) that 2.1(l) has a solution of type (1) if and only 
if at least one of the numbers 

(2) a, b, c -a, c - b 

is an integer. This is equivalent t o the condition that at least one of the 
eight numbers ± (c - 1) ±(a- b) ± (a+ b - c) is an odd integer. 

If precisely one of the four nunbers (2) is an integer a nd c I= 0, ± 1, 
± 2, .. , , then one of th e two fun ctions 

t1 
= F(a,b; c; z) = (1- z)c-a-b F(c- a, c- b; c; z) 

(3) =z '-c(l-.z)c-a-bF(l-a, 1-b;2-c;z) 
5 

=z '-cF(a+ 1-c, b+ 1- c; 2-c; z ) 

is of type (1), since one of the four series in (3) terminates. 

2 .2.2. The full solution in the degenerate case 

We shall now give two linearly independent solutions of the hypergeo­
metric equation in the degenerate case. This can be done by referring t o 
the 24 series of Kummer [cf. 2.9(l) to 2. 9 (24) ] .. In order to obtain also 
the analytic continuation of th ese solutions throughout the domain 
I arg (- z) I < rr we shall use the formula 

(4) F (n + l, n + m + 1 ; n + m + l + 2 ; z) 

(n + m + i + 1)! (- 1)• d n+. [ d 1 

(l '-' .z)• + 1 --
l! n! (n + m)! (m + l)! dz n + • dz 1 

F (1, 1; 2; z)] 
l, m, n = 0, 1, 2, • , • 
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where F(1, 1; 2; z) = -z- 1 log(l- z). It is also useful to observe that 

(5) (1- z)-b J z-a (l- z)b- 1 dz 

is a solution of 2.1 ( 1) if c = a, and that this becomes 

(6) t c-1r (
l+m) z"+ 1-r(l-z)-<•+1+ 1 ) 

r=o r m+l-r 

(
l + m) + (-1)"+ 1 (l- z)-<•+!+1) log z 
m+l 

• + l 
+ ~ 

r= a +2 
(

l + m ) z " + 1 - r (l - .z) - ( • + l+ 1 ) 
(-lY 

r m+l-r 

b = l + m + l, c = a = m, l, m = 0, 1, 2, •• , , 
Here the last sum denotes zero if l < 2. 

To prove (4) we only have to apply 2.1 (7) to 2.1 (9); and (6) is an ele­
mentary formula. 

The choice of the two linearly independent solutions from Kummer's 
series will depend on the number of quantities in (2) which are integers. 

In the survey of the various cases we shall use the following notations: 

l, m, n 
n.i. 
de g. 
rat. 

log 2.1 (19) 

ui 2.9 (l) 

denote non-negative integers; 
indicates that a quantity is not an integer; 
indicates that the solution is of type (1); 
indicates that the solution is a rational func­
tion; 
indicates that the analytic continuation of the 
solution can be effected by 2.1 ( 19) and leads to 
logarithms; 
indicates one of the 24 series of Kummer and 
denotes, e.g., that the first of the six functions 
and the expression 2.9 ( l) for it should be taken. 

Whenever a solution has at least one analytic continuation which in­
volves logarithms, this has been stated in the table on the following page. 

Since the hypergeometric equation is symmetric with respect to a and 
b, we shall assume in the following table that 

(i) .if a orb is an integer, then a is an integer; 
(ii) if c -a or c - -b is an integer, then c- a is an integer; 
(iii) if b -a is an integer, then b - a ~ 0. 
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SOLUTIONS IN THE DEGENERATE CASE 

Degenerate Second 
Case a b c c - a-b solution solution 

-m n.i. n.i. n.i . u 
1 
rat. 2. 9 ( 1) us 2.9 (18) 

2 m+1 n.i. n.i. n.i . us 2.9 (18) ul 2.9 (1) 

3 c+ m n.i. n.i. n .i. U I 2.9 ( 2) us 2.9 (17) 

4 c-m-1 n.i. n.i. n.i. us 2.9(17) ul 2.9 (2) 

l+ 1 
u5 2.9 (18) 

5 -m n.i. n.i. u
1 

rat. 2.9(1) 
log. 2.3 (2) 

n. i. l + 1 
ul 2.9(1) 

6 m+ 1 n.i . us 2.9 ( 18) 
log. 2.3 (2) 

- l 
us 2.9 (18) 

7 -m n .i. n.i. u 
1 
rat. 2. 9 ( 1) 

log. 2.3 (4) 

ul 2.9 (1) 
8 m+1 n.i. n.i. - l us 2.9 (18) 

log. 2.3(2) 

u l 2.9 (l) 
9 m+1 m + l + 1 n.i. n.i. us 2. 9 (18) 

log. 2.1 ( 18) 

10 -m l + 1 n.i. n.i. u 
1 

r a t. 2.9 (1) us deg. 2.9 (18) 

us 2.9 (18) 
11 -m-l -m n . i. n. i. u 

1 
ra t. 2.9 (l) 

log. 2.1 (18) 

12 -m n.i. - m - l n. i. u 
1 

rat. 2. 9 (l) u,.deg. 2.9(15) 

u4 2.9 (14) 
13 -m-l-1 n.i. -m n.i. us rat. 2.9(17) 

log. 2.1 (18) 

u4 2.9(14) 
14 -m n . i. n+1 n.i. u

1 
rat. 2.9 (l) 

log. 2.1 (18) 
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2.3. The full solution and asymptotic expaasioa iD the ceneral case 

2.3.1. LiDeuly independent solutions of the bypergeometric equatioa 
in the nOD-degenerate case 

We may assume now that none of the numbers a, b, c - a, c - b is an 
integer. Then two linearly independent solutions u 

1 
(z), u

2 
(z) of 2.1(1) 

can be obtained from any not identically vanishing solution ·by analytic 
continuation along a path which encircles one of the points z = 0, oo, 1. 
If c is not an integer, we may choose 

(1) u, (z) = F (a,b; c; z), 

u
2 

(z)"' z 1 -e F(a- c + 1, b- c + 1; 2- c; z). 

If a - b and c - a - b are also non-integers, the analytic continuation of 
u 1 (z ), u 

2 
(z) can be carried through by 2.10 ( 1) to 2.10 (6). If a - b is an 

integer, but c is not an integer, formula 2.1 (18) gives the analytic con­
tinuation of u 1 (z) and u

2 
(z) into the neighborhood of the point at z = oo, 

and if c - a - b is an integer, we have for c = a + b + l, l = 0, 1, 2, ••• 

(2) F(a,b;a+b+l;z) 

r(l) r(a + b + l) 

r (a+ l) r (b + l) 

l-1 

l 
n= o 

)
l( l r(a+b+l) 

+ (1-z -l) r-(a)r(b) 

X 
(a+ l)n (b + l)n 

[kn -log(1- z)] 0- z)n 
n ! (n + l) ! 

where 

k n = t/J(n + l) + t/J(n + l + l)- t/J(a + n + l)- t/J(b + n + l) 
l- 1 

and where I. denotes zero if l = 0. 
n = 0 

This result can be obtained from 2.10 (l) by putting c -= a + b + l + f 

and by a limiting process f .... 0. 
In the same way we obtain for u 2 in this case 

(3) zl-a-b-ZF(l-b-l, 1-a-l; 2-a-b-l; z) 

r(l)r(2-a-b-l) 

r (l - a) r (l - b) 
z1-a-b-l 

l-1 

l 
n=O 

(l - b - l) n (l - a -l)n 

(l -l)n n! 
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X 
(l- a)n (l- b)n 
--n-!--'(n"--+-l--:-)-!--.:..:... [ k ~ - log {l- z)) ( l- z) n 

where 

k ~ = t/J(n + l) + t/J (n + l + l) - t/J( l- b + n) - tfJ(l -a+ n) 
!- 1 

and where ~ denotes zero if l = 0. 
n=O 
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Finally, if c = a+ b ~ l where l = 0, 
teger, we have for u 1 (z) : 

l, 2, , , , , and if c is not an in-

(4) F(a,b;a+b-l;z) 

J(l)r(a+b-l) = (l- z) -! 
r(a) r(b) 

!-1 

l 
n=o 

(b -l) n (a -l)n 

n!(l-l)n 

+ (-l) l 
rca+ b -l) loo (a)n (b)n 

r (a - l) r( b - l) n = 0 n ! (n + l) ! 

X [k: - log(l- z)) (l- z)n 

where 

k:= t/J(l+l+n) +t/J(l+n) -1/J(a+n)-t/J(b+n) 
!- 1 

and where ~ denotes zero if l = 0. 
n= o 

The corresponding formula for u 
2 

is obtained by replacing a, b by 
l + l - a, l + l - b respectively. 

If c is an integer, we may take 

(5) u
1
(z) = F(a,b;c;z) c > 0, 

c s 0, (6) 

(7) 

(8) 

u 
1 

( z) = z 1 - c F (a - c + l, b - c + l ; 2 - c ; z) 

u 
2 

( z) = F (a, b; l + a + b - c ; l - z) l + a + b - c f, 0, - l, - 2, ••. , 

u
2 

(z) = (l- z) c-a-b F(c- a, c- b; 1- a- b + c; 1- z) 

l + a + b - c = 0, - l, - 2, ... , 
The analytic continuation of u 

1 
(z) and u 

2 
(z) into the neighborhood of 

the points at z = 0, z = oo or z = 1 can be carried through by using the 
formula s 2.10 ( 1) to 2.10 ( 15) since we may assume throughout this section 
that none of the numbers a, b, c - a, c -b is an integer. 

2.3.2. Asymptotic expansions 

The behavior of the solutions of the hypergeometric equation for 
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large values of I zl can be fully described by means of the formulas for 
the analytic continuation into the neighborhood of the point at z = ""• 

Unless a- b is an integer~ every solution u (z) can be put into the form 

(9) u(z) = A
1 

z-a + A
2 

z-b + O(z-a-t) +O(z-b-t) 

where A
1 

and A
2 

are constants; if a- b is an integer, z-a or z -b has to 
be mui tiplied by a factor log z. 

The behavior of F (a, b; c; z) for I arge values of I a!, I bl, I c\ has been 
investigatedbyO. Perron (1916-17) and by G. N. Watson (1918). 

If a, b and z are fixed numbers and I c \ is large with the restriction 
larg c! ~ TT- c, c > 0, then for \zl < 1 we have 

ab (a) (b) 
(10) F(a,b;c;z)=1+-z+••• + n n zn+O(\c-n-t\). 

c (c\ n! 

With a slightly modified expression for the remainder term this remains 
valid even if \zl > 1, \arg (1- z)l < TT, provided that Re c-+ oo. Then, if 
I c\ -+ oo and b is fixed, Re c > Re b. For a sufficiently large value of n 
we also have Re(b + n) > 0. We have 

ab (a) (b) 
(11) F(a,b; c; z) -1 - -z •• •- ( )n ~ zn = pn+t (a,b; c; z) 

c c n n. 

= f'(c) T'(a + n) z n+t / [['(b) r(c- b) T'(a) n! l 

X J' J'eb+n (1-t)c-b-l (1- s )n(l- s tz)-a-n-l ds dt. 
0 0 

We split a -= a + i a 1
, b = {3 + i {3 1

, c = y + i y 1 into rea l and imaginary 
parts. Then, for 0 :S s, t ~ 1 we have I (l- stz)-a-n-t I~ M-a-n-•, where 

Mdepends on z and denotes either the minimum or the maximum of 11-stzl. 
This gives 

lr(c)(a) z n+ll 
n+t M-a-n-1 J' t,B+n(1- t)Y - ,8 -1 dt 

lr(b) r(c- b)\ (n + 1)! 0 

= lz! M\ n+l M-a !(a) n+l ({3)n+t I I 1'({3)1 lr(c)l 
(n+ 1)! II'(b)llr(c -b) l 

r(y) I'(y- {3) 
X 

r(y) r(y + n + l) . 

From 1.18 (5) we obtain an estimate for the I ast three quotients of gamma 
functions. The result is 

(12) IP n+tl ~ p.(n) lz ln+t \c\-,By-,B-n-1 
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where 11 (n) depends on n, a, b and on lm z if Il. e z > 0. This proves ( 10) 
l with IPn+l I instead of 0( lcl-n-l) for a sufficiently large value of nJ, 
But then (10) is clearly also valid for n = l, 2, •• , , since each term of 
the asymptotic series in (lO) behaves like IPn+l 1. For more general 
results see T. 1\1. ~1acHobert ( 1923) who has proved (10) for a range of 
arg c which is > rr. 

If a, c and z are fixed numbers, c ~ 0, - l, -2, ... and 0 < I zl < 1, and 
if lbl .... oo such that - 3rr/2 < arg zb < ~TT, then we have 

(13) F(a,b;c;z)=F(a,b;c;bz/ b)= L n [1+0( 1bl-')] 
[ 

~ ( a) (bz)n ] 

n=o(c)n n! 

and here the asymptotic formulas for th e confluent hypergeometric func­
tion of a large argument (cf. Chapter 6 or Whittaker-Watson 1927, 16.3) 
give 

(l4) F(a,b; c;z) = e - i71 a [f'(c) / f '(c-a)](bz)-a[1+0(\bz\ - 1)] 

+ [ f'(c) / f' (a)] e bz (b z) a- c [l + 0 (\ b zi- 1 )] •. 

Similarly, if- ~ rr < arg bz < 3rr/2, v.e have 

( 15) F(a, b; c; z) = e i 7T a ll (c) / l (c- a)] (bz) - a [l + 0( \bz\ - 1
)] 

+ [ r (c) If'( a)] e b z (bz) a- c [l + 0 ( lb zl- I)] 

In the case where more than one of the parameters tends to infinity, 
G. N. Watson (1918) has obtained the following results. 

Let .fbe defined by z ±(z 2
- 1)X = e ±~ ,and put 

1-e~ = (e~ -U e+ i7T 

where the upper or lower sign is taken according as lm z :Z 0. Then for 

large I A I we have 

( 16) (~ z - ~ r a- A. F [ a + ,.\, a - c + 1 + A ; a - b + 1 + 2 A ; 2 ( 1 - z) - I ] 

2a +b f' (a - b + 1 + 2 A) [' (~) A-~ _ (a+ .\.)~ 
~~--------~~------~-e 

r(a - c + 1 + A) r (c - b + A) 

x {1-e-~)-c+}; (1+e-~ )c-a-b-~[1+0(A- I)] 

where larg Aj :;, 1T - a, a> 0 and also 

( 17) F (a + A, b - A; c; ~~ - ~ z) 

1, ll-b+A)l (c) 2 a+b- 1 ( 1 -e-~)-c+X (l +e-~)c-a-b-~ 
n~> l (c - b + A) 

X A-~[e(.\.-b)~ + e±i7T( c-~ l e-(.\.+a)C'] [1+0(\A- 1 \)] 
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where the upper or lower sign is taken according as lm z < 0 and where 
IAI is large, ~ = ~ + i Tf, 

- Yz rr - w2 + o < arg A < Yz rr + w
1 

- o 
w

2 
= tan- 1 (Tf l ~),- w

1 
= tan- 1 [(Tf- rr) l ~ ] 

w2 = tan - 1 
[ ( Tf + rr) I ~ ],. - w 

1 
= tan- 1 

( Tf I ~) 

JJ ere tan- 1 x denotes the principal value of the function, i.e., 

- }2rr < tan- 1 x < Yz rr. 

0 > 0, 

.,., ~ 0, 

.,., ~ 0. 

Other cases where a, b, c (or their moduli) are large have been inves­
tigated by l\1. J. Lighthill (1947), H. Seife rt ( 1947), and T. ~I. Cherry 
(1950 a, b). The case where a= ipv, b = iv, c = 1, where p, v are real 
where p is fixed, and where v --> oo has been investigated by A. Sommer­
feld (1939). 

2.4. Integrals representing or involving hypergeometric functions 

t:uler' s integral 2.1 ( 10) cannot be transformed into itself by an ele­
mentary subsitution in such a way that the rel ation 

F(a,b; c; z) = F(b, a; c ; z) 

becomes evident, although this is a trivi al property of the hypergeometric 
series. Wirtinger ( 1902) has given a triple integra l for F which makes the 
symmetry with respect to a and b evident, and for the same purpose 
A. Erdelyi ( 1937 b) has derived the double integral 

(l) 
f'(c) r(c) 

F (a, b ; c; z) = --:-:-==-:-::-:-:=-;---:---::=-:------:-7"" 
['(a) r(b) f'(c- a) ['(c- b) 

X ~1 fo't b -1 Ta-l ( 1 - t) c- b-1 (l - r) c- a- I (l- t T z)- c dt dr 

which can be obtained from 2.1 ( 10) and 1.5 ( 11). 
li Batema n (1909) [cf. also A. Erdelyi (1937 a, b)l has proved that 

(2) F(a, b ; c; z) =l['(c)l[ f'(s) ['(c- s) ] I 

x J' x•-l (1- x)c-s-l F (a, b; s; xz)dx 
0 

Re c > Re s > 0, z I= 1, larg(1-z)l < rr. 

This can b e obtained by expanding F(a,b; s; xz) in a ,:;eries of powers of 
xz, integrating term by t e rm and applying 1.5(1) and 1.5(5). 

By means of fr actional integration by parts, the following general­
izations of (2) may be obtained (Erdelyi, 1939) : 

(3) F(a,b;c;z)=f'(c) [I'(s)r(c-s)r'f 1 x 5 - 1 (1-x)c- s-t(1-xz)-a' 
0 

xF(a-a , b; s;xz)F[a~ b-s; c-s;(l-x) zl(1-xz)]dx 
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=I r(c)/ [r(s) r(c- s)]l f x•-1 (1-x)c-•-1 {1- xz)r-a-b 
0 

x F(r -a, r -b; s; xz) F[a+b-r, r-s;c-s;(1-x) z/(l-xz)]dx . 
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Combining the integral represent ations 2.100) and 2 .1 (15) with the 
l inear and quadratic transformations of the hypergeometric series we 
obtain· a large number of integral formulas. St arting, e .g ., with 2.1 (15) , 
subs tituting - z for z , and applying Mellin's transformation formula , we 
obtain 

(4) 
r(a+ s) r(b+s) 

r(a) r(b) 

r (c) 00 

( ) r(-s) = f F (a, b; c; -z) z-·- 1 dz r c + s o 

c t0,-1,- 2, ••• , a nd Res < O, Re(a+s) > O, Re(b+s) > O. 

Splitting the right-hand side in (4) into the s um o f two integrals extended 
from 0 to 1 and from 1 to oo respectively, applying 2 .1 ( 17) to the inte­
grand of the la tter integral, and subs tituting - z a nd - z - 1 for z , we 
obtain: 

Joo F (a, b; c ;- z) z-s- 1 dz = e ±i?TS J 1 F (a, b; c ; z) z -•-1 dz 
0 0 

+ i(c) r(b- a) [r(b) r(c- a)r 1 e ±i rr (a+ s ) 

X ]
1 F (a, 1 - c +a; 1- b +a; z) z a+s - 1 dz 

0 

+r(c ) r(a- b) [r(a) r(c- b)r1 e±irr(b+$) 

X J 1 F (b, 1- c + b, 1- a+ b, z) z b+s- 1 dz 
0 

where througho ut we may take either the upper or lower signs. If we now 
eliminate the third integral by combining the two formulas with th e upper 
a nd lower sign we obtain, with s = w- Yz Ci: 

(5) 
r(r~ a + w) r(Yza - w) 

r (c- Yz a+ w) r (1- b + Yz a- w) 

r <a ) Ioo (a) (1- c +a) 
n n -----

= r (1 +a- b) r (c - a) n= 0 (1 - b + a)n n ! 

1 

n+w+ Yza 

r(a) ~ (a) (b) 1 
+ ~ n " ---....,...,.-

r(c) r(1-b)n=o(c)n n! n-w +Yza 

r (a) J1 
r (1 + a - b) r (c - a) 0 

F (a, 1- c + a; 1 - b + a; z) 

1 r(a) J1 x zXa+w - 1 dz + F (a, b; c; z) z Xa - w - 1 dz. 
r(c ) r(1- b) 0 
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The first equation in (5) is valid if Re (a + b - c) < l; the s econd equa­
tion is valid if we also h ave Re (~a ± w) > 0, Re (I- b + a) > 0, and 
Re b < 1. The formula becomes particularly s imple if c - a = 1 - b. 

We have 

(6) J~1T (cos e)~ (sin e) 211 e i 2 ae de 
= 2-2J..L-2ll-1ei7T(a-J..L-l0[ [(a -11- v) r(211 + l)/ 1(1 + a- V+l1)) 

x F(-2v, a -11- v; 1 +a- v + {1; - 1) 

+ 2-2J..L-2v-1 ei7T(v+lO[r(a-11-v) 1~ (2v+ l)/ r(l + a-11+v)) 

x F(- 211, a- 11- v ; 1 +a -11 + v; -1) 

Re 11 > - ~. Re v > - ~. 

In particular, if a = v + 11 + 1, 211 = X, 2 v = y , we find from 1.5 (13) 
(with a= 1, b =-1, v = e 2i8 ) that 

(7) e - lH7T ty+1l 2x+y+1 J ~ (cos e)" (sin e)Y e i 1x+y+2l8 de 
0 

= 2dy+1 [r(x + 1) r'(y + 1)/ r(x + y + 2)) 

= (j + l)-1 F(-x, l ; y + 2; -1)+ (x + l)-1 F{-y, 1 ; x + 2; -1) 

Rex > -1, R ey> -L 

These formulas may be obtained by introducing e 2 ;e as a new variable 
in the left-hand side of (6) and applying Euler's integral representation 
2.1(10) to it. 

We ·may deduce from (6) for Re 11 > - ~. Rev > - ~ 

<s) I;< cos e> 2J..L (sin e)211 e 2; ae de 

= ei1T (a- J..L )4- J..L-v rr1(2v + 1) 

1 ( 1 + 11 + v - a) n 1 + 1/ + a - 11) 

X F(-211,a-{1-v; 1 + a-{1+V;-1) 

if we define 

(cos{}) 21-L = e - 2i71J.L[ sin (8 - ~ rr)) 2 J..L 

In particular we have for 2{1 = m = 0, l, 2, ••• and v = 0 

F(-m, -~m- ~a; 1- ~m - ~a ;-1) 

= (- 2)• (m + a) cs c(arr) J 7T (cos e)• cos ae de 
0 

a f. 0, ± 1, ± 2, .•.• 

The quadratic transformation 2.1 (24) combined with 2.1 ( 10) gives 
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(9) F (a, a - b + ~; b + ~; z 2
) 

['(b + ~) 
['(~)['(b) J

0
7T(sin¢) 2

b-l (l + 2z cos¢+ z 2)-a d¢ 

If n = 0, l, 2, , , , 1 we have 

(10) F(a, n +a; n + 1; z 2
) 

this may be shown by expanding 

Reb> 0, 

Rea> 0, 

(1- 2z cos¢+ z 2)-a = (1- ze i¢)-a (1- ze-i¢)-a 

into the prod1,1ct 

~ (a) l l · ..._ l ~ (a) - · ..._ L --z e''~-' f.. -• z• e 1 '+"•. 
l=ol! •=om! 
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lz l < 1. 

lzl < 1; 

H we multiply these sums and collect the coefficients of e ±i¢ n, we ob­
tain (10). We also have 

(ll) 
TT 2-,8 [' (l + {3) 

[' (l + ~ {3 +~a-~ v) [' (l + ~ {3 - ~ a+~ v) 

x F (- v, ~ a - ~ {3 - ~ v ; 1 + ~ {3 + ~ a - ~ v ; a 2 /b 2) 

= J+~7T e ia8 (cos e).B (a 2 e i B + b 2 e -H) v d() 
-~7T 

Re/3 > -1, lbl > laJ. 

This follows from an expansion of the integrand in a binomial series and 

term by term integration. If Ia I > lb I, the corresponding formula may be 
obtained by substituting- a for a and- ()for (), The analytic continuation 
of the hypergeometric function in (ll) into the domain Ja/bl > 1 do es not 
give the value of th e integral on the right-hand side, 

2.5. Miscellaneous results 

2.5.1. A generating function 

If n = 0, 1, 2, • , , , the polynomials F (-n, a + n; c; z) are the Jacobi 
polynomials (cf, Chapter 10 on orthogonal polynomials), For these we have 

the generating function 

(l) ~ s n (c) F (- n, a + n; c; z )/n ! 
n= 0 n 
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llihere 

S = [ 1 - 2( 1- 2 z) s + s 2 ] y, 

and S -+ l as s -+ 0. The expansion on the left-hand side in ( l) is con­
vergent if lsi < 1 and 11 - 2zl < l. In the case Re c > 0 llie can prove 
(l) by introducing u = t(1- tz) (1- t)- 1 as a new variable in the integral 
2.1(10) llihich gives 

(2) 
r(c) 

F ( b, a- b; c; z) = -,-------­
f'(b) f'(c- b) 

x _[ooub- 1 (1-u+U)c-a (1+u-U)c-
1 

du 
o 2 2uz U 

U = [ l + 2u(1- 2z) + 1.4 2 ]l>. 

Applying the inversion formula of the Mellin transfom1ation we obtain 

(3) c-:+) ,-, ('+
2
:.-ut 

1 1 8 +too 
=-- u-b F(b 

2rri 'j3- ioo ' 

f'(b) r<c- b) 
a- b · c·, z) db, 

' f'(c) 

'\\here {3 is a suitably chosen real number. The integrand on the right­
hand side of (3) has poles at b = -n (n = 0, 1, 2, •• • ). An application of 
the theorem of residues can be justified by the results of section 2.3 and 
gives ( 1) with s = -u. Uy analytic continuation of both s ides of (l) with 
respect t o c it can be sho'l'.n that the restriction on c can be dropped. 

We may consider (3) as a continuous linear generating function for 
F (b, a- b; c; z). For a bilinear generating function and for many related 
results see A. Erdelyi (1941). 

By the same method "hich has been used in proving (l) it can also 
be shown that 

(1- s)a-c(l_ s + sz)-a = l: s" (c) F(-n, a; c; z) / n! 
n = 0 n 

lsi < l, ls(l- z)l < 1. 

2..5.2. Products of hypergeometric series 

Cayley, Orr \1899), and Bailey (1935) have proved a series of identi­
ties which h ave been generalized by ]. L. Burchnall and T. W. Chaundy 
( 1948). (For the proof and for more general results compare the l atter 
paper). A result of Cayley and Orr is that if 

(1-z)a+b-cF(2a,2b;2c-1;z)= S 
n = 0 

A 
n 
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we then have 

(4) F(a, b; c- ~; z) F(c- a, c- b; c + ~; z) 

(c) 
-,--...!.!"'-:- A Z n • 
(c + ~) n 

n 
I 

.n=O 

J. L Burchnall and T. W. Chaundy (1948) have proved the multiplication 
and duplication formulas : 

(5) F(2a, 2b; 2c; z) 

(6) 

(7) 

~ 
n= 0 

(- ~\ (a)n (b)n (c- a)n (c- b)n 

n ! (c + ~)n (c + n- l)n (c1.n 

x [ F(a + n, b + n; c + 2n; z)]l, 

F(a, b; c; zZ) = I 
n= 0 

(a)n (b)n (c- a)n (c- b)n 

n ! (c + n - l) (c) 
n 2n 

X F(a+ n, b +n; c + 2n; z) F(a+ n, b +n; c + 2n; -z), 

[ F(a, b; c; z)]2 = f 
n= 0 

(%)" (a)n (b)n (c- a\ (c- b\ 
n!(c) (c)

2 
(c+n-~) 

n n n 

x F(2a + 2n, 2b + 2n; 2c + 4n; z). 

All these formulas are valid if J zJ < l and if the hypergeometric series 
involved are defined (i.e., if 2c and care different from 0,- I, -2,. ••. ). 

Formulas of Burchnall and Chaundy which are of the type of an add­
ition theorem [ cf. Burchnall and Chaundy (l940)] follow: 

F(a, b; c; z + (- z() 

= ~ 
n = 0 

(a) (b) (c -a) (c- b) 
(-l)" n n n "z"(" 

n ! (c + n - l)n (c) Zn 

x F(a + n, b + n; c + 2n; z) F(a + n, b + n; c + 2n; ( ) 

= ~ (-l)" (a)n (b)n z" (" F(a+ 'l, b + n; c + n; z + (), 
n=o n!(c)n 

F(a, b; c; z) F(a, b; c; () 

n=o 

(a) (b) ( c - a) (c - b) ) 
n n n n (z ( n 

n ! (c)n (c)2n 

x F(a+n, b + n; c + 2n; z + (- z(). 
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These fonnulas are valid if lzl, !~, and lz + (- z(i or lz +(I are < 1, 
and if c 1=- 0, -l, -2, .... 

Certain hil.inear relations have been proved by J. Meixner ( 1941), for 
example, 

(8) ! ( ~) s" F(-n, b; c; z) F(-n, {3; y; () 
n=o 

~ ( ,\) (z (s)" (b) ({3) 
= (l + s)A. £. n n 

n=o n (l + s)2n(c) (y) 
n n 

X F[ n - ,\, b + n; c + n; sz/(l + s)) F[n- ,\, {3 +n; y +n; ( s/0 + s)], 

(9) ,~0 ( ~) s" F(-n, b; c; z) F(n- ,\, {3; y; ( ) 

= (l + s)A. I ( ,\) (-s (z)" (b)n ({3)n 
n=o n (s + l) 2" (c) (y) 

n n 

x F[n- ,\, b + n; c +n ; sz/(l+s)] F[n- ,\, {3+ n; y+ n; (/(l + s)], 

(lO) n~o ( ~) s" F(n- ,\, b; c; z) F(n - A, {3; y; () 

(ll) 

= (l + s)A. I (,\) (z (s)" (b)n ({3)n 

n=o n (l+sY" (c)n(y)n 

X F[n- ,\, b + n; c + n; z/(l + s)] F[n- ,\, {3 + n; y + n ; (/( l + s)], 

~ (,\) (c-b) (y-{3) 
~ s n n n F(n - A, b; c + n; z) 

n=o n (c)n (y)n 

~ (n)(s(l-z){l- ()]" 
xF (n-,\,{3;y + n; ( ) = (l+s)A. k , ( 

2 
n = o " l + s) n 

(b)n ({3)n 
x (c) ( ~ F[n-,\, b+n;c+n;(s+z)/O+s)] 

n Y n 

x F[n-,\, f3+n;y + n; (s+ ()/( l + s)]. 

All these formulas are valid if s, z, (are such that the fourth argu­
ment of the hypergeometric function s involved is .different from l and 
from oo and if lsi is sufficiently small. If c, y-> 0, -1,- 2, .•• , we ob-
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tain a valid formula again on multiplying first by [1(c)]- 1 or [1(y)]- 1 

or by both and then let c or y both tend to 0, - 1, -2, .•.• As a special 
case of these formulas we have 

(12) I ( ~) sn F(-n, b; -A, z) F(-n, {3; -A;() 
n= 0 

= (1 + s)A.+b+B( 1 + s- sz)-b (1 + s- s (,)-!3 

xFrb {3·-A· -z~s ]· L' ' '(1+s-sz)(1+s-s~) ' 

since F(a, b; b; z) = (1- z)-a, one of the sums can be put in a finite 
form if c = y =-A. If we put ~ = 0 in (8) and (9), we obtain 

n~o ( ~) sn F(-n, b; c; z) = (l + s) ,\ F [-A, b; c; sz/(l + s)], 

n~o ( ~) sn F(n- A, b; c; z) = (l + s),\F[-A, b; c; z/(1 + s)]. 

Finally, if we put ~ = 0 in ( 12), we obtain ( l). 
Generalizing Legendre's relation from the theory of elliptic integrals, 

E. 13. Elliot ( 1904) has proved: 

( 13) F (~ + A, - ~ - v; 1 + A+ /li z) F (~-A, ~ + v; 1 + v + 11; l- z) 

+ F (~ + A, ~- v; 1 + A+ 11; z) F (-~- A, ~ + v; 1 + v + /li 1- z) 

- F (~+A, ~- v; 1 +A+ /liz) F(~- A, ~ + v; 1 + v + 11; 1- z) 

1 ( 1 + A + 11) 1( l + v + 11) 

1 < A+ 11 + v + 3/ 2) n ~ + 11) • 

If A= /1 = v = 0, we obtain Legendre's relation from (13). This result 
has been generalized again by A. L. Dixon (1905). 

2.5.3. Relations involving binomial coefficients and the incomplete beta 
function 

We define the polynomial (:) in u by 

(
u) 1(n- u) 

04) = (-l)n = 
n 1(n + 1) 1(-u) {

1 

u (u - 1)(u - 2) • • • (u - n + 1)/n ! 

n = 1, 2, 3, •... 
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Then we have 

F(l. -u; - v ; z) = ~ zn ( u) ~(v ) 
n=O n f\n 

and, according to 2,1 (14), 

( 15) ~ (u)l ~(v) r(-v) ['(u-v -1) v + 1 
n~O n y I n = r (-V- 1) r(u- v) = V - U + 1 

u 
= 1+---­v-u+1 Re(u-v) > l. 

Since 

(n u+ m) = (mu) (u n-m) n ! m !/(n + m) ! 

we also have 

I (n:m)/(n:m)=[(: )/(:)] 
n= O 

00 

X n~o (u:m)/C:m) =: ~:++~ (:)!( : ) ' 
and combined with ( 15) this gives 

(16) I(:) j(:)~ v~ :~ 1 [ 1-(:)/ C: 1)]. 
Equations (15) a nd ( 16) are ca lled "Lerch's theorem", 

If we put z =- 1 in 2 .1 (25) and use 2,1 (14), we obtain 

2-ar(l +a- b) r(~) 
F (a b · 1 + a - b · - l) = =-:-=-----:--=--::------:-:------:---:-, , , r (1 - b + ~a) r (~ + ~a) 

00 c-a) (-b)~(b - a - l) = ~ (-1)n ' 
n= o n n n 

a nd if we put a = - m where m is an integer, we obtain 

i (-l) n (m) ( u) ~(m -u- l) = 2 • r (l -m + u) ,jTT . 
n=o n n / I n r(l+u - ~m)r(~ - ~~m) 

In a simi la r way, the linea r a nd quadratic transformations of th e hyper­
geometric series can be used to sum in closed form sums involving 
binomial coefficients by one or several of the following processes: 

(i) giving special values to z, 
(ii) puttin g a orb equal to a negative integer, 
(iii) comparin g the coefficients of the same power of z in diffel"' 
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ent expressions for a hypergeometric series, e.g. , in both sides 
of 2.1(22) or in an equation which i s of a similar type. 

So we have that F (n, -n; 1; l) = 0 due to 2.1( 14), and this may be ¥-ritten 

in the form 
~ (- 1) n -I (m + n - 1) ! 
L = 1/ m. 

n = 1 n! n! (m - n) ! 

Another example is Saalschiitz's formula 2, 1(30). 
The trun cated binomial series 

may be expressed by two hypergeometric series, viz., 

I'(a + 1) 
F(1, -a; I; -z)- z• F(m- a, 1; m + 1; -z) 

f'(a+1-m)m! 

or by 

( a) z•-t F(1-m, 1;a-m+2;-z- 1 ) 

m-1 

a -f. m - 2, m - 3, . . . , 0. 

The incomplete beta function. In mathematical statistics, the func­
tions 

and 

Ix (p, q) = Bx(p, q)/ 8 1 (p, q) 

are found. Bx(p, q) is called the incomplete beta function. We have 

B (p, q) = p- 1 xP F(p, 1- q; p + 1; x), 
% 

B, (p, q) = f'(p) f'(q) / f'(p + q). 

The following recurrence relations can be derived from 2,8 ( 31) to 2.8(45) 
[For an application cf. T. A. Ban croft (1949)]: 

xixl.p, q) -Ix(p + l, q) +0-x)Ix(p + 1, q-l) = 0, 

(p + q - px) I)p, q) - q [" (p, q + 1) - p ( l - x) Ix (p + l, q - l) = 0, 

q Ix (p, q + l) + pIx (p + l, q) - (p + q) Ix (p, q) = 0. 

2.5.4. A continued fraction 

Gauss ( 1812) [ cf. Gauss ( 1876)] has found continued frac tions for the 
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quotients o f certain associated hypergeometric series. A typical example 
is 

F (a, b + 1; c + 1; z) 

F (a, b; c; z) 

where 

u = 
n 

v 
n 

1 

1-

1-

1-

1-

(a+ n- 1) (c- b + n- 1) 

(c + 2n- 2)(c + 2n- 1) 

(b + n) (c- a+ n) 

(c + 2n - 1) (c + 2n) n=l,2,3, •••• 

When we have b = 0, we obtain a continued fraction for F(a, l; c; z). 

2.5.5. Special cases of the bypergeometdc function 

In many cases the hyp ergeometri c series reduces to an expansion of 
an elemenatry function . In the degenerate case at least one solution of 
2.1(1) always is an elementary function. Results of the type 

F(a, a+ ~;~;z) = ~~ (1 -zl{)- 20 + ~( 1+z l{)- 20 

may be obtained from the quadratic transformation 1.5(24) by a limiting 
process b -+ 0. Various other cases where F (a, b; c; z) is an elementary 
function are listed in 2.8(4) to 2.8( 17). All of them either may be veri­
fied directly or may be deduced from the linear and quadratic transforma­
tions. 

Other classes of hypergeometric functions which have been particu­
larly investigated or which occur in the theory of other functions are 

listed . in the table on the following page. 



2.6. I HYPERGEOMETRIC FUNCTION 

SPECIAL HYPERGEOMETRIC FUNCTIONS 

Parameters a, b, c 

Two of the numbers 
1- c, ±(a- b), ± (c- a- b) 
are equal to each other 
or one of them equals ± Y, 

- n, n + 2 v; v + Y, 
(n = 0, 1, 2, ••• } 

- n, a+ n; y 
(n = 0, 1, 2, • •• } 

Y,, Y,, 1 
- Y,, Y,, 1 

ljl, ljm, ljn or zero 
(l, m, n = 1, 2, 3, ... } 
Quotient of two solutions 
of 2.1( 1}. 

One of the numbers 
a, b, c - a, c - b 
is an integer. 

c- a= 1 

2.6. Riemann's equation 

Variable 

Y,-Y,z 

Y,-Y,z 

z 

2 
z 

2 
z 

z 

z 

z 

Name 

L egendre 
functions 

Gegenbauer 
polynomials 

Jacobi 
polynomials 

Complete elliptic 
integrals 

Inverse of 
automorphic 
functions 

Degenerate 
case 

Incomplete 
beta function 

2.6.1. Reduction to Ute hypergeometric eQJatioo 

89 

Chapter 

3 

10,11 

10, 11 

13 

14 

2.2 

2.5.3 

F o r proofs of the theorems given in this section see E. G. C. Poole 
( 1936). If a homogeneous linear differential equation of the second order 
has only three singularities and if these singularities are of the regular 
t}Pe (cf. Poole 1936) then the equation may be written in the form: 

<n ~:: + C nt, 
+ [ nt1 

u X-----------------------
(z - z 

1
) (z - z) (z - z 

3
) 

0 
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Here an, a:, z n are constants such that z 
4 

-1 z 3 t z 1 , and 

(2) f (a +a')=l. 
n= 1 n n 

2.6.1 

z 3 but z 1 t z 2 

The singularities are at z = z (n = l, 2, 3); the constants a , a 
r> Jl n 

are called the exponents belonging to z = z n· We admit the case where 
one of the singularities is at infinity, and the coefficients of du/ dz and 
u in (l) are obtained by an appropriate limiting process. 

We shall call (l) Riemann's equation. The name "Papperitz equation" 
is also common. 

The constants An = an - a: are called the exponent differences. If 
none of them is an integer, ( l) has two linearly independent solutions 
u 1 (z), u 2 (z) for the neighborhood of z = z n such that 

a ()() 

{' (z) • (z - z •) .: 
l: v,. (z- z n )• 

a=O 

(3) ()() 

u 2(z) =(z- zn) n l: v: (z- z)n)• • 
• =0 

Of course, v., v. may depend on z" z 2 , z 3 but not on z, and v 0 t 0, 
v~ I= 0. U one or several of the exponent differences are integers, then 
one or several of the series (3) may involve logarithmic terms. Since 
we shall be able to reduce ( l) to the hypergeometric equation, we may 
refer to the preceding section for the details of the logarithmic cases. 

By the symbol 

(4) p {:~ 
a, 

we shall denote the complete set of solutions of ( 1). Then B. Riemann 
( 1892) has shown 

( :__:__:, y ( =--=--:_, )" p {:: 

z2 z3 j (5) a2 a3 
z-z z-z 2 2 , 

a; 
, 

a, a3 

{ z, z2 z3 J =P a:+p a 2 - p- a a 3 +a 
, 

a;+ a a,+ p a 2 - p- a 
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and 

t' (;2 (;3 (} =Pt z2 z3 ·} (6) p a1 a2 a3 a2 a3 

a; 
, , , , 

a2 a 
3 a2 a3 

where 

(7) 
Az + B Az + B 

(; (;n 
n 

Cz + D Cz + D ' n 

and A, B, C, D are arbitrary constants such that AD - CB f. 0. From 
(5) we see that the product of a solution of (l) with a factor 

(
z-z __ 1 

z-z 
2 

also satisfies a Riemann equation. Of course we can permute the sub­
scripts l, 2, 3 in (5). If z n = oo, then z - z n in (5) must be replaced by 
unity. 

If z 
1

, z 
2

, z 
3 

are given, we can always find four constants A, B, C, D 
satisfying AD- BC I= 0 such that (; 1 , (;

2
, (;

3 
are any three arbitrarily 

assigned numbers. There fore (6) shows that we can always transform (l) 
by means of a homographic substitution of the variable into a Riemann 
equation which has its singularities at the points (; 1 , (;

2
, (;

3
• 

Combining (5) and (6) we obtain 

(8) p {:: 

a ; a; a; 

z2 

x P { : a,+:,+a, : (,-,,)(,,-,,) }· 
(z- z

2
) (z

3
- z

1
) 

a;-a 1 a 1 +a'2 +a3 a;-a 3 

No-w the hyp ergeometric equation 2.1 ( l) is a special case of Riemann's 
equation. This may be expressed by saying that 

(9) p { ~ : ~ ZJ 
1-c b c-a-b 

is the set of all solutions of the hypergeometric equation. Therefore (8) 
gives a reduction of the must general Riemann equation to the special 
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case 2. 1(1). Since there are 24 different ways to transform the hypergeo­
metric equation into itself this reduction is not uniquely determined . 
This may be seen as follows. The hypergeometric equation is character­
ized among Riemann's equations by the fact that its singularities are at 
0, oo, 1, that its exponent differences at these points are 1- c, a - b, 
c - a - b respectively, and that one of the exponents at z = 0 and at 
z = 1 is zero. The six homographic substitutions 

(IO) (=z, 1-z, z/(1-z), z-1, (1-z)-1, 1-z- 1 

lead to the six possibl e permutations of the singul arities. If we multipl y 
the solutious of a Riemann equation with singularities at z = 0, oo, l, 
by zP(1- z)-r, then we can alwayschoosep, r in such a way that oneof 
the exponents at z = 0 and at z. = 1 becomes zero. Since we have the 
choice between two exponents at each of these points, we obtain 2 • 2 • 
6 = 24 transfonnations of 2. 1 ( l) into itself. This leads to ·24 solution s 
of the t ype 

zP(l- z)o- F(a*, b*; c*; z*) 

where z* is one of t he expressions in ( 10) and a*, b*, c* are linear 
functions of a, b, c. These solutions are called Kumme,.; s series; they are 
given in 2.9 ( l) to 2.9(24). These 24 solutions can be arranged in s ix 
set s such that t he four series belonging to each set represent the same 
function; the s ix resulting functions which, in general, are different 
from each other will be denot ed by u 1 , u 2 , ••• , u 

8
• 

Any three of these are connected by a linear relation with constant 
coefficients, the resulting 20 linear relations (valid in the half-plane 
Re z > 0) are given by 2.9(25) to 2.9(44) . 

2.6.2. Quadratic and cubic transformations 

The following relations are the source of the quadratic and cubic 
t ransformation of the hyp-ergeometric series: 

G 
00 1 '}-P{ -1 00 1 } (ll) p a2 a3 a3 2a 2 a3 z~ 

, , , 
2a; a2 a3 a3 a3 

=P{ 
- 1 00 1 

" } a2 2a3 az (z ~ l) ~ 
, 

2a; a2 a2 

where a 2 +a; + a3 +a;= 7:1, and 
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00 l j-p{ :~ w wz 

,'"} 0 a3 a3 a3 

l/3 a; a; a; 
(12) p { ~ 

l/3 

where a 3 +a;= l/3 and w = exp (217i/3). Both of these were discovered 
by B. Riemann and investigated by E. Goursat ( 1881) [ cf. also E. W. 
Barnes ( 1908) and G. N. Watson ( 1909)]. 

There exist higher transformations in a limited number of cases where 
all the constants involved are rational numbers. For these see E. Goursat 
(1881), (1938). 

Z. 7. Confonnal representations 

[For this section cf. Goursat ( 1936), (1938)]. 

2. 7 .1. Group of the hypergeometric equation 

"If none of the exponent differences l- c, b- a, c - a- b is an inte­
ger, then 

{ 

u 1(z)=F(a,b;c;z) 

( 1) 

u
2
(z) = z t-c F(a- c + l, b- c + l; 2- c; z) 

are two lin early independent solutions of 2.1 ( l) which are one-valued 
and regular within the domain I z -lf:i I < lf:i, but at each of the three points 
z = 0, oo, 1, at least one of them will have a branch point. We shall con­
sider the effect upon the two solutions ( 13) of z describing any closed 
circuit, beginning and ending for example at z = lf:i and enclosing one or 
several of the branch points. We can reduce this problem to the -following 
one. What will be the effect of two simple positive circuits c(O I and c( 1 I' 

beginning and ending at z = lf:i and enclosing z = 0 and z = 1? The effect 
of any loop can be reduced to the effect of a sequence of the loops 
C col, C 111 , and C C~l' C ( 11 , where the prime denotes the corresponding 
negative circuit. Now we can derive from 2.9(25) to 2.9(44) that u

1 
and 

u 2 are affected by C (OI' and C (I) in the way indicated by the arrows. 
We have 

(2) 

(3) 

u 1 

c (01{ u 1 
U e-2i7TCU 

2 -+ 2' 

{ 

u'-+ B" u, + B,2 uz 

c ( 11 

u z -+ B21 u t + Bzz u 2 
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where 
sin (77a) sin (77 b) 

B = 1- 2iei7T(c-a-b) ---.,.----,---
11 sin(?Tc) 

f'(c)f'(c-1) 
B = - 2 i 1T e i 7T ( c- a- b ) =-:---::-::::-:--~---:~--:--, 

1
2 f'(c-a)f'(c-b)f'(b)f'(a)' 

r (2 - c ) r (1 - c) 
B _ 2 · i7T(c-a-b) 

21 - £17 e ' 
f'U-a) f'(1- b) f'(1 +a- c) f'(1 + b- c ) 

. ( b) osin ?T(c -a) sin ?T(c -b) 
B

22
=1+2ie 171 c-a- . 

sin (?Tc) 

The proof of (2) is obvious. To prove (3) we start with the formulas 
[ cf. 2.10 ( l)] 

F(a, b; c; z)= >.. 11 F(a, b; a+b- c + 1; 1- z) 

+ A
12 

(1- z)c-a-b F(c- a, c -b; c-a-b+ 1; 1- z), 

z 1-cF(a- c +l. b- c +1; 2- c; z) 

= >..
21 

z 1-c F(a - c + 1, b- c + 1; a+ b- c + 1; 1- z) 

+A
22

(1-z)C-a-bz 1-cF(1-a, 1-b;c-a-b+1; 1-z) 

= A21 F (a, b; a+ b - c + 1; 1- z) 

+ A
22 

(1- z)c-a-b F(c- a, c- b; c-a-b+ l; 1- z). 

This gives 

{

>.. 22 u1- A12 u2 =(A, A22- >..12 A21) F(a, b; a+ b- c + 1; 

>,.21 u1- >,.11 u2 = (>,.12 A21- A11 >.. 2) (1- z)c-a-b 

x F (c- a, c- b; c- a- b + l ; 1 - z), 

1- z), 

and from these e quations we have 

Here 

A 22 u 1 - A 12 u 2 -+ A 22 u 1 - A 12 u 2 

A 21 u
1

- A11 u
2

-+ exp[ 2 1Ti(c- a- b)] (A
21 

u 
1

- A
11 

u
2

) . 

f'(c) f'(c- a- b) 

f'(c- a) f'(c- b) ' 

['(2- c) f'(c - a- b) 

r ( 1- a) f'( 1 - b) 

f'(c) ['(a+ b- c) 

A 12 = ['(a) f' (b) 

A 
22 

['(2- c) f'(a+ b- c) 

['(a- c + 1) f'(b- c + 1)' 
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The rest of the proof of (3) amounts to a repeated application of the fun­
damental relations which hold for the gamma function. 

The effect upon u 1 , u 2 , of any closed circuit beginning and ending 
at a fixed point, say at z = J--2, may be described by a linear substitution; 
the whole set of these linear substitutions forms a group, the group of the 
hypergeometric equation. All substitutions of the group may be obtained 
by a composition of those given by (2) and (3). Usually the set of homo­
graphic substitutions for u 

1 
(z)/ u

2 
(z) is also called the group of the 

hypergeometric equation. If c is different from 0, ± 1, ± 2, ••• , then (2) 
and (3) always have a meaning. Obviously, either up or u

2 
is merely 

multiplied by a constant factor after any closed circuit if at least one of 
the numbers a, b, c - a, c - b, is an integer. "This leads to the degen­
erate case which has been investigated in section 2.2. If c is an integer, 
it may be necessary to modify (2) and (3). To do this we may use 2.1 ( 18), 
2.1(14), 2.2(4), and also 2.10(7) to 2.10(15). For instance, in the non­
degenerate case a= b =X, c = 1, all of the three exponent differences 
l- c, b- a, c- a- b equal zero, and in this case we may take 

{

u
1 

= F().-2, ~~ ; 1; z) 

u 
2 

= i F ()!:;, J.-2; 1; 1- z). 

Then we obtain 

(4) c (0) { u 1 ... u 1 

u
2

->2u
1

+u
2

, 

{ 

u 1 -> u 1 - 2u 2 

(5) c (1) 

u2-> u2. 

This result may be derived from 

(6) J.-211 F(J.-2, J.-2; 1; z) + J.-2 log (l- z) F ()--2, J.-2; 1; l- z) 

00 ( ).-2) (~) 
= L 2 nl 21 n [ tjJ (n + l) - tP (n + ~)] .(l - z) n 

n=O n.n . 

which follows from 2.1(15) by the method used in section 2.1.4. 
B. Riemann has shown [ cf. Poole (1936)] that associated hypergeo­

metric equations have the same group of homographic substitutions and 
from this it can be deduced that there exists a linear relation between 
any three associated hypergeometric series where the coefficients are 
rational functions of the variable. 
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2. 7 .2. Schwarz's function 

( cf. Kampe de Feriet 0937), Poole (1936)] •. From now on we shall 
denote the exponent differences by 

(7) 1-c=A., b-a=p., c-a-b=v. 

If u is a solution of the hypergeometric equation, then 

y (z) = z~ -~A(l- z)~ -~ 11 u(z) 

satisfies 

d2y 
(8) --

2 
+l(A., p., v; z)y = 0 

dz 

where 

(9) 

Defining the Schwarzian derivative lw, ;l of a function by 

lw, zl= ~:Va:- ~ (~:: ;::)2 

and putting 

w(z)=y
1
(z)/y

2
(z) 

where y 1 andy 2 are two linearly independent solutions of (8), we have 

(lO) lw, zl = 2/(A., p., v; z). 

If (is a function of z we have Cayley's identity; 

(
d( )2 

(ll) lw, zl = lw, tj ~ +I(, zl. 

~1
1

;)
0 

{Ax+ B , x} = {x, Ax+ B } = 0 
Cx + D Cx +D 

where A, B, C, D, are constants such that AD - BC ~ 0. Therefore, if 
( = (Aw + B)/(Cw +D), we have 

lw, zl = {Aw + B , z} . 
Cw +D 

This shows that if w(z) is a solution of (10), then ('Aw + B)/(Cw +D) 
also satisfies (10); and it can be proved that all the solutions of (10) are 
of this type. Therefore - we know all the solutions of ( 10) if we know two 
linearly independent solutions of (8). On the other hand, if w (z) is a solu­
tion of ( 10), then w (z) cannot be a constant unless A 2 = p. 2 = v 2 = 1. We 
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shall exclude this case, and then we have that 

(
d )-~ 

( 13) y 1 (z) = w d: , 
are two linearly independent solutions of (8). 

We shall denote by s (fl, v, .\; z) the whole set of solutions of (10), 
and we will call s the general Schwarz function. A particular Schwarz 
function will be denoted by S(fl, v, .\; z). It may be shown that the func­
tions(.\, fl• v; z) is meromorphic in the neighborhood of any point z f 0, 
oo, 1, and that the correspondence between w and s is locally one to one 
(schlicht) since ds/dz or, if s has a pole, ds- 1/dz isdifferentfromzero 
at all points z I= 0, oo, l. This follows from 

ds ( dy 2 dy1~ _,< 2 

-;J; = Y, -;J; -y2 dzJ / Y2 

where the numerator is a constant. 
If in particular,\, /.1., v are real, we may use the theorems on associ­

ated hypergeometric series (cf. sections 2.1.2 and 2.7.1) to show that the 
functions 

s(l ± .\, m ± fl, n ± v; z) l, m, n = 0, ± 1, ± 2, ... 

arise from hypergeometric functions with the same group if l + m + n is 
even. Among these functions there is one set which we will call reduced 
and for which 

0 ~ ,\' /.1. ' v < l, 0 ~ fl + v' v + ,\' ,\ + fl :5 l. 

It has been shown by H. A. Schwarz (1873) that a reduced function 
r = S(.\, /.1., v; z) maps the upper half-plane 1m z 2:: 0 upon a triangle 11

0 
in the r-plane bounded by three circular arcs (some of which may be 
segments of straight lines) which do not overlap and which enclose in­
terior angles Arr, flTT, vrr, at the points corresponding to z = 0, oo, 1. Here 
the word interior refers to that domain bounded by the triangle which con­
tains for example the point corresponding to z = i. 

If follows from Schwarz's principle of symmetry that the complete 
system of branches of r= S(.\, Jl, v; z) maps the z-plane upon a Riemann 
surface spread over the r-plane which consists of 110 and of all the tri­
angles obtained from 11

0 
by the following construction. If a circle (or a 

straight line as a limiting case of a circle) is given, we can map the 
1'-plane upon itself by a substitution 

' T = 
a 11 r + a 12 

a21 r + a22 

where r' is the point corresponding to rand where r is the conjugate com-
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plex value of r, such that r = r' for the points of the circle. We shall call 
that an inversion with respect to the circle. Carrying out the inversions 
with respect to the circles bounding /),

0
, this will be mapped upon three 

new triangles /:!,. 1 , /:!,. 
2

, /:!,. 
3 

, which again are bounded by arcs of circles, 
and we obtain new triangles from/:!,. 

1
, /),

2
, /),

3
, by carrying out the inver­

sions with respect to these boundaries and so on. If any two of the tri­
angles thus obtained do not overlap, the function r = S (A, p., v; z) has a 
meromorphic one-valued inverse function 

(14) z = ¢('A, p., v; r) 

which is called an automorphic function. As a necessary condition for 
the existence of a function ¢ with this property we have that 'A, p., v, 
must be either zero or equal to the reciprocal values of integers. 

There are 15 reduced sets of values for 'A, v, p., for whichs('A, p., v; z) 
is algebraic . They have been listed by H. A. Schwarz (1873). His list 
(in which Number 1 actually contains an infinite number of cases) is 
given in the table below. Here n, p, are non-.negative integers and 2p :S n. 

SCHWARZ'S TABLE 

Number >.. IJ. v Numb er >.. fJ. v 

1 l/2 l/2 pin 8 2/3 1/5 1/5 

2 1/2 1/3 1/3 9 1/2 2/5 1/ 5 

3 2/3 1/3 1/3 10 3/5 l/3 1/ 5 

4 1/2 1/3 1/4 11 2/5 2/5 2/5 

5 2/3 1/4 1/4 12 2/3 1/3 1/5 

6 1/2 1/3 l/5 13 4/5 l/5 1/5 

7 2/5 l/3 l/3 14 l/2 2/5 l/3 

15 3/5 2/5 l/3 

In the cases 1 (for p = l), 2, 4, 6, the inverse function ¢('A, p., v; r) is 
a rational function. In particular, we may take 

¢ (~, ~. 1/n; r) = 
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In the case 'A= 11 = 11 = 0 we obtain a particular automorphic function 
if we take 

= S(O 0 0 ) - . F (%_, %_; 1; 1 - z) 
T ,,,z-t . 

F(%,%;1;z) 

The corresponding inverse function z (r) is usually denoted by K 
2 

( r) and 
is called the elliptic modular function. This function is the subject of a 
large literature. Consult Chapter 14 and Klein and Fricke (1890, 1892) 
and for general automorphic functions Fricke and Klein ( 1897). An ex­
plicit expression for K2(n is K2 (1) = (02 /03) 4 where 

0 =2 ~ (-l)n ei7TT(n+l0
2

=ei7T/4 T-~[1+2 l: (-l)ne-i7T n
2
/T ] 

2 n=O n=l 

03=1 + 2 l: ei7TTn2 =ei7T/4r-~(1+2 l: e-i7Tn2/T) 
n= I n =I 

are functions of r which are regular if and only if 1m r > 0. (cf. Whittaker­
Watson 1927, sections 21.7, 22.3). 

2. 7 .3. Unifonnization 

If we introduce r by 

z = K
2 (r) 

(cf. 2.7.2) as a new variable, F(a, b; c; z) becomes a one-valued func­
tion of r which is defined and regular in the half-planelm r > 0. Wirtinger 
( 1902, 1903), has proved the formula. 

~ 
(15) %. r(b) r<c- b) F[a, b; c; K

2 (1)] = 7T
2br(c)[03(0, r)]4 b fo ct>(u, ndu 

where 

[ 
o,(u, r) J 2b-l ' 

ct> (u, r) = 
01 (0, r) 

x [03(u, r) Jl-2a 

03 (0, r) 

[

02 (u, r) J 2(c-b)-l 

02 (0, r) 

[ 
04 (u, r) J 
04 (0, r) 

l-2(c-a) 

The functions 0 /u, r) (i = 1, 2, 3, 4) are the four Jacobian theta func­
tions ( cf. Chapter 13). The integral in ( 15) must be replaced by a con­
tour integral if the conditions Re c > He b > 0 ·are not fulfill ed. (cf. 
2. 1.3). 

2.7.4. Zeros 

Let u(a, b; c; z) be a one-valued branch of a solution of 2.1(1) which 
is defined in the half-plane z C. 0 with the possible exception of the 
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points 0, oo, 1. Then the equation 

(16) u(a, b; c; z) =A 

2.7.4 

is satisfied only by a finite number of values of z if A is any given 
constant. This follows from the fact tha t the solution of 2.1 (1) can be 
expanded in the neighborhood of the singular points 0, oo, 1, in the way 
shown by 2.10(1) to 2.10(5), From these we can deduce that the be­
havior of u at these points is determined by a single term of the type 

do 
v 

0 
(z) = c 

0 
(z - z 

0
) or 

where z 
0 

= 0, oo, 1 and z - z 
0 

is to be replaced by z -I if z 
0 

= oo, This 
is to say that u/ v

0 
approaches a finite va lue not equal to zero if z ... z 

0
• 

Therefore (l6) can have only a finite number of solutions in a suffi­
ciently small neighborhood of 0, oo, 1 (if we confine ourselves to the 
domain lm z .:2: 0 and therefore to a one-valued branch of v

0 
), In the 

remaining parts of the upper half-plane u is regular and therefore (16) 
can be satisfied there. only at a finite number of points. 

In the case where a, b, c, are real, the number of zeros [i.e., the 
number of solutions of (16) with A = 0] of a one-valued branch of 
u (a, b; c; z) has been determined by Hurwitz (1907), Van Vleck (l90l), 
(1902), and Herglotz (1917), The methods used by the latter authors 
are closely connected with the results given in 2. 7 ( l) and 2. 7 (2). 

In the case of the polynomials 

u=F(-n,a+n;y;z) n=0,1,2, ••• 

where a, y are real and y > 0, a + 1 - y > 0 all the zeros are real and 
lie in the interval 0 < z < 1. (See Chapter 10 on Jacobi polynomials,) 
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SECOND PART: FORMULAS 

2.8. Tbe byperceomeCric series 

(l) 
00 (a) (b) 

F (a, b; c; z) = 2: " " z" 
n=o (c),. n! 

c ,;, 0, -1, -2, ... ' 

.{(a~= l 
(2) 

(a),.= r(a + n)/r(a) = a(a + l) • • • (a+ n - 1) n = 1, 2, ,3 •••• 

If c = -m -l where m, l = 0, 1, 2, ••• , then we have 

~ (-m) (b) 
(3) F(-m,b,-m-/;z)= .l n n 

n= o C-m -n,. n 
z ". 

Some .elementary functions which can be expressed by hypergeometric 
series follow ( cf. sections 2.2.1 and 2.5.5). 

(4) (l + z)a = F(-a, b; b; -z) 

(5) ~(l + z~)-Za + ~ (l- z~)-za = F(a, a+~; ~; z) 

(6) [~+(l-z~/2] 1 -za=F(a- ~, a; 2a; z) 

=(l-z) ~ F(a, a+~; 2a; z ) 

(7) (l- z)-za-t (l + z) = F(2a, a+ l; a; z) 

The truncated binomial series follow : 

(9)! (a) z"=z•+l r(a+l) I F(m+l-a, 1;m+2;-z) 
n= a +I n r (a-m) (m + l) . 

( 10) e-az = (2 cosh z)-a tanh z F[l +~a,~+~ a; 1 +a; (cosh z)- 2
] 

(ll) cosaz =F[~a, - ~ a;~; (sin z) 2
] 

= cos z F[ ~ +~a,~- ~a;~; (sin z) 2
] 

=(cos z)a F[- ~a,~- ~a;~;- (tan z) 2
] 

(12) sin az=a sin z F[~ +~a,~ - ~ a; 3/2; (sin z) 2
] 

= a sin z cos z F[1+~a, l-~ a; 3/2; (sin z) 2
] 
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(13) sin- 1 z = z F(~, ~; 3/2; z 2) 

(14) tan- 1 z = z F(~, l; 3/2; -z 2
) 

(15) log(z + 1) = z F(l, l; 2; -z) 

1+z 
(16) log -

1
--= 2z F(~, l; 3/2; z 2

) 
-z 

ELEMENTARY RELATIONS 

(18) F(a, b; c; z) = F(b, a; c; z) 

(19) lim [r(c)]- 1 F(a, b; c; z) 

(a) (b) 
n+l n+l z 0 +1 F(a+n+1,b+n+1;n+2;z) 
(n + 1) ! 

dn (a)n (b)n 
(20) -- F(a, b; c; z)= F(a+n, b+n; c+n; z) 

dz 0 (c) 
n 

an 
(21) (a) za-l F(a+n, b; c; z)=--[za+n-l F(a, b; c; z)] 

n dz n 

d" 
(22) (c- n) ze-I-n F(a, b · c- n· z) = ~ [ ze-l F(a, b· c· z)] 

n ' ' dzn ' ' 

(23) (c- a\ ze-a-l (1- z) a+b-e-n F(a- n, b; c; z) 

d" 
= -- [z e- a+ n-1 (1- z) a+ b-e F (a b· c· z)] 

dzn ' ' ' 

(c- a) (c- b) + 
(24) (:) n (1- z) a b-e-n F(a, b; c + n; z) 

n 

dn 
= -- [ (1- z) a+ b-e F (a, b· c· z)] 

dz 0 
' ' 

(-1)n (a)n (c- b)n a-1 
(25) (c) 0-z) F(a+n,b;c+n;z) 

n 

dn 
=- [(1-z)a+n-IF(a,b·c·z)] 

dzn ' ' 

2.8 
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(26) (e-n) zc- 1-n(l-z)b-cF(a-n b·c-n·z) 
n ' ' ' 

dn 
=--[zc-1(1-z)b-c+nF(a b · c· z)] 

dzn ' ' ' 

(27) 

The relations between contiguous hypergeometric ·series in the case 
where two parameters are constants are given below: 

(28) (c -a) F(a -1, b; c; z)+ (2a- c- az + bz) F(a, b; c; z) 

+ a(z- 1) F(a + 1, b; c ; z) = 0 

(29) (c- b) F(a, b -1; c; z) + (2b- c- bz + az) F(a, b; c; z) 

+ b (z- 1) F (a, b + 1; c; z) = 0 

(30) c(c- 1) (z- 1) F(a, b; c- 1; z) + c[c- 1- (2 c-a-b- 1) z] 

X F(a, b; c; z) + (c- a) (c- b) z F(a, b; c + 1; z) = 0. 

The fifteen relations of Gauss between contiguous functions [F de­
notes F(a, b; c; z), and F(a ± l), F(b ± l), and F(c ±I) stands for 
F (a ± l , b; c; z ), F (a, b ± 1, c; z), and F (a, b; c ± l ; z} respectively], 

(31) [c- 2a -(b- a) z] F + a(l- z) F(a + 1)- (c- a) F(a-1) = 0 

(32) (b- a) F +a F(a + 1)- b F(b + 1) = 0 

(33) (c - a- b) F + a( 1- z) F (a + l) - (c - b) F (b - 1) = 0 

(34) c[a- (c- b) z] .F- ac(1- z) F(a + 1) + (c- a) (c - b) z F(c + 1)=0 

(35) (c - a- 1) F + a F(a + 1) - (c- 1) F (c- 1) = 0 

(36) (c-a-b) F- (c- a) F(a- 1) + b(1- z) F(b + 1) = 0 

(37) (b- a) (1- z) F- (c- a) F(a- 1) + (c- b) F(b- 1) = 0 

(38) c ( 1- z) F - c F (a- 1) + ( c - b) .z F (c + 1) = 0 

(39) [a- 1-(c- b -1) z] .F + (c - a) F(a -1)- (c-1)(1-z) F(c-1) = 0 

(40) [c- 2b + (b- a) z] F+ b(1- z) F(b + 1)- (c- b) F(b- 1) = 0 

(41) c [b- (c- a) z] F- bc(1- z) F(b + 1) + (c-a)(c-b)z F(c + 1) = 0 

(42) (c- b- l) F + b F(b + 1) - (c- 1) F(c - 1) = 0 
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( 43) c ( 1- z) F - c F (b - 1) + (c - a) F ( c + 1) = 0 

(44) [b-1-(c-a-1)z} .F+(c-b)F(b-l}-(c-1){l-z)F(c-1)=0 

(45) c [c- 1- (2c- a- b- 1) z] F + (c- a) (c- b) z F(c + 1) 

- c (c- 1) (1- z) F (c- 1) = 0 

VALUES FOR SPECIAL z 

r(c) r<c - a- b) 
(46) F(a, b; c; l) = -----­

r(c- a) r(c- b) 

c f. 0, - l, -2, ••• , Re c > Re (a+ b) 

r(l +a- b) r<Yz) 
(47) F (a, b· 1 + a - b· - 1) = 2- 0 

--------­

' t ru- b + l{ a) r(l{ + l{ a) 

1 + a - b f. 0, - l, - 2, .•• 

(48) (a+ 1) F(-a, l; b + 2; -l) + (b + 1) F(-b, l; a+ 2; -1} 

= 2a+b+1 r(a + 2) r(b + 2) 

r(a + b + 2) 
a, b f. - 2, - 3, - 4, ••• 

(49) F(l, a; a+ 1; -1) = 2a[lji(l{ + l{a) -lji(l{a)} 

r(a + b + l{) r(l{) 
(50) F (2a, 2b; a+ b + l{; l{) = r<a + l{) r(b + l{) 

a + b + l{ f. 0, - l, -2, ..• 

r(b) r(l{) 
(51) F (a, 1- a; b; l{) = 2 1-b ~:-----:-:---:-----­

r(l{ a+ l{ b) r(l{ b -l{ a+ l{) 

b " 0, - l, - 2, ••. 

(52) F (2a, 2b; a+ b + 1; l{) 

= "~ (a- b)_, r(a + b + 1) I [ r(a) r(b + l{>r1-[f'(a+ l{) r(b)r 1 I 

a + b + 1 f. 0, - l, - 2, .•• 

(s )2a 
(53) F(-a, -a + l{; 2a + 3/2;- l /3) =\9 

{3)3a 
(54) F(3a,3a+1/2;3a+5/6;1/9)=\4 

r(4/3) r(2a + 3/2) 

r(3/2) r(2a + 4/3) 

2 a + 3/2 f. 0, - l, - 2, ... 

r(2a + 5/6) r(1/2) 

I'(a + 1/2) r(a + 5/6) 

2 a+ 5/6 f. 0, - l, -2, ... 
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(55) F(a + l/3, 3a; 2a+ 2/ 3; ei7713 ) 

r(2a + 2/3) 
= 2rr e~i7Ta 3-~ (3a+l) --------- --

r(a + 1/3) r(a + 2/3) r(2/3) 

(56) F(a+ l/3, 3a; 2a + 2/ 3; e- i 7713 ) 
r(2a + 2/ 3) 

= 2rr e-~i?Ta 3-~ (3a+l) - :------,----- --
I ' (a + 1/3) r<a + 2/3) r(2/ 3) 

2a + 2/3 f 0, - 1, -2, ... 

2.9. Kummer's series and the relations between them 

Kummer's 24 solutions of the hypergeometric equation are given below: 

(l) u
1 

= F(a, b; c; z) 

(2) = (1- z)c-a-b F(c- a, c - b; c; z) 

(3) =(1-z)-aF[a, c-b;c;z/ (z -1)] 

(4) = (1- z)-b F[c- a, b; c; z / (z- 1)] 

(5) u.
2 

= F (a, b; a + b + 1- c; 1- z) 

( 6) = z 1 
- c F (a + 1 - c, b + 1 - c; a + b + 1 - c ; 1 - z) 

(7) = z-a F(a, a+ 1- c; a+ b + 1- c; 1- z- 1) 

(8) = z-b F(b + 1- c, b; a+ b + 1- c; 1- z- 1
) 

(9) u
3 

= (-z)-aF(a, a+ 1- c; a+ 1-b; z - 1 ) 

(lO) =(-z)b-c(l-z)c-a-bF(1-b, c-b;a+1-b;z- 1) 

(ll) = (1-z)-aF[a, c -b;a+1-b;(1-z)- 1
] 

(l2) = (-z) 1-c (1- z)c-a- 1 F[a + 1- c, 1- b; a + 1- b; {l- z)- 1 ] 

(13) u
4 

= (-z)-b F(b + 1- c, b; b + 1- a; z- 1
) 

(14) =(-z)a-c(l-z)C-a-b F(1-a, c-a;b+1-a;z- 1
) 

(15) = (1- z)-b F[b, c- a; b + 1- a; (1- z)- 1
] 

(16) =(-z)l-c (1-z)c-b- 1 F[b+1-c, 1-a;b+ 1-a;(1-z)- 1
] 

( 17) u
5 

= z 1-c F(a + 1- c, b + 1- c ; 2- c; z) 

(18) =z 1 ~· c (1-z)c-a-b F(1-a, 1-b; 2 - c; z) 

(19) =z 1 -c(1-z)c-a- 1 F[a + 1- c, 1-b;2- c;z/(z-1)] 
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(20) = z l-c (l- z) c-b- 1 F [b + 1- c, 1- a; 2- c; z / (z- 1)] 

(21) u
6 

=(1-z)c-a-b F(c-a,c-b;c+1-a-b ; 1- z) 

(22) =z 1-c(1-z)c-a-b F(l-a, 1-b; c+1-a-b; 1-z) 

(23) = za-c (1- z)c-a-b F(c- a, 1- a; c + 1- a- b; 1- z- 1) 

(24) = zb-c (l- z) c-a-b F(c- b, 1- b; c + 1- a- b; 1- z- 1) 

Any three of the functions u1 , ••• , u
6 

are connected by a linear re­
lation with constant coefficients. This gives 20 relations, viz.,: 

r(b) r(a + 1- c) r(b) r(c- b) 
(25) e i7Tb u = u 

l(a + b + 1- c) 2 l(c) 1 

. (b+l-) r(a+1-c)r(c-b) 
+ e t7T c u 

r(a+1-b) 3 

(26) e i7Ta 
r(a) r(b + 1- c) 

u = 
rca+ b + 1- c) 2 

r(a) r(c- a) 

r(c) u 1 

. ( + 1 - ) n b + 1 - c) n c - a) + e l 7T a c u 
r(b + 1- a) 4 

(27) 
r ( c - b) r (l - a) 

e i7T(c - bl u 
r(c + 1 -a- b) 6 

r(b) r<c- b) 

r(c) 
u1 

. (1-b) r(l-a) l(b) + e t 7T u 
r(b + 1 - a) 4 

(28) 
i7T(b+l-cJ r'(b + 1- c) r'(a) 

e u 
r'(a+b+1-c) 2 

r(b + 1- c) r(l- b) 

1"' (2 - c) 

. ( b + 1 - ) r (a) r (l - b) + e t7T c u 
r(a + 1- b) 3 

(29) e i7T (c-a) r(c- a) r(l- b) u = r(a) r(c- a) 
r'(c + 1 - a-b) 6 r( c) u 1 

. ( 1 ) r ( 1 - b) r( a) 
+ e 17T -a u 

r(a + 1-b) 3 

(30) e i7T (a+1-cJ r(a + 1- c) r(b) u 
r(a+b + 1- c) 2 

. 1 +1 1 r(b)r(l-a) +e t7T a -c u 
r (b + 1 - a) 4 

r(a+ 1- c) r(l-a) 

r(2- c) 

us 
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(31) 

(32) 

(33) 

(34) 

(35) 

(36) 

HYPERGEOMETRIC FUNCTION 

e i7T(t-bl 
n l- b) ['(b + l - c) r(l- b) ['(c - a) 

u = ----=-:----:---- u 
r(c+l-a-b) 6 r(2-c) 5 

+ e i7T(t-bl r(c- a) r(b + l- c) u 
r(b + 1- a) 4 

i7T(t-a) r(l- a) r(c- b) 
e u = 

r(l-a) ['(a + l-c) 

1(2- c) r (c + l- a- b) 6 

. ( t- ) r (c - b) l(a + l - c) 
+ e ' 11 a u 

r(a+l-b) 3 

u = t 

r(c) r(c- a- b) r(c) r<a + b- c) 

r(c-a)['(c-b) u 2 + r(a)r(b) 

r(c) ['(b - a) 

r(c -a) ['(b) 

r(c) r(a- b) 
u + u 

3 r(c-b)r(a) 4 

r (a+ b + l- c) r (l- c) 
u = 

2 r(a+1-c)r(b+l-c) 

r (a + b + 1 - c) r (c - 1) 

r(a) r(b) 

+ 

['(a + b + 1- c) r(b- a) 
e- i 1Ta u 

r(b+l-c)r(c) 3 

r(a + b + 1- c) r(a - b) 

r<a + 1 - c) r(a) 
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r(l- c) r(a + l- b) 

(37) u 3 = r(l- b) ['(a+ 1- c) 

['(c)r(l-c)r(a+l-b) . 
1 

_, 1 u - e ' 11 c u 
t r(2-c)r(c-b)['(a) 5 

r (c + l - a - b) r (a + b - c) r (a + l - b) . 
e >1Ta u 

f'(l-b)r(c-b)I' (a+b+1-c) 2 (38) 

r(a+b-c)['(a+l-b) . ( bl 
- e l1T c - u 

r<a+ l- c) r(a) 6 

= rn- c) r(l + b- a) u - r(c) r(l-c) r(b + l-a) e i7T(c-t) u 

(39) n_. I'(l-a)r(l+b- c) t r(2-c)r(c-a)r(b) 5 

(40) 
r(c + l-a-b) ['(a + b - c) r(b + 1- a) 

r (l - a) n c - a) r (a + b + l - c) 

r(a + b- c) ['(b + l- a) 

r(b + l- c) r(b) 
e i 7T(c-a) u 

6 

e i 7T b u 
2 
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1(2- c) ['(c-a-b) 1(2- c) 1(a+ b- c) 
(41) u = u + us 5 1(l-a)1(l-b) 2 ['(a+l-c) f'(b+l-c) 

(42) 
L(2- c) 1 (b - a) 

e i?T(t-c)u 

1(1-,a) f'(b + l - c) 3 

f'(2 - c) ['(a- b) 
ei?TC 1-c)u + 

1(l-b)1(a + l-c) 4 

(43) 
1(c + l - a-b) f'(l- c) 

u = u, 6 ['( l - a) ['( l - b) 

r ( c + l - a - b) 1 ( c - l) 
+ 

r(c -a) ['(c - b) 
us 

(44) 
f'(c +l-a - b) 1(b- a) 

- i7T( c- b) 

1(1 - a) ['(c - a) 
e u

3 

1(c + l - a-b) ['(a- b) 
- i 7T Cc- a) + e u 4 r{l - b) ['(c- b) 

These relations hold for all values of a, b, c, for which the gamma 
factors of the numerators are finite and for all values of z for which the 
series involved converge and Im z > 0. 

The first eight of these relations connect three of the functions u 1 , 

u 
2

, • • • , u 6 which are not defined in the same domain. The last twel ve 
express a function which is defined in one domain D by two other func­
tions ""hich are both defined in one and the same domain D'whereD = D: 
These formul as can be used for analytic continuation. 

If lm z < 0 the signs of th e arguments of the exponential functions in 
(25) to (44) must be changed. 

2. 10. Analytic continuation 

The fundamental formulas for the analytic continuation of the hyper­
geometric series are given next. General case i s wher e 1- c, b - a, and 
c - b -a are not integers. [ Cf. a l so 2.9(1) to 2.9(4) and 2.9(33) to 2. 9 
(44).] 

(l) F (a, b; c;z) =A 
1 

F (a, b; a+ b - c + l; l- z) 

+ A 
2 
(l- z) c-a-b F (c -a, c - b; c - a - b + l; l- z) 

arg(l - z)! < rr 

( 2) F (a, b; c; z) = B 
1 
(- z)- a F (a, l - c + a; l - b + a; z- 1 ) 

+ 8 2(-z)-b F(b, 1- c + b; l- a + b; z- 1
} 

arg(- z) I < rr 
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(3) F(a, b; c; z) = B
1 
{1- z)-a F[a, c - b; a- b + 1 ; (1- z)- 1 ] 

+ B
2 
(1- z)-b F[b, c - a; b- a+ 1; (1- z)- 1

} 

larg(1- z)l < 11 

(4) F(a, b; c; z)= A
1 

z-aF(a, a + 1-c; a+ b + 1-c; 1- z - 1] 

+ A
2

za-c(l-z)c-a-b F(c-a, 1-a; c+1-a-b;1-z- 1] 

The coefficients AI' A 2 , B1' and B2 are given below: 

(5) 
{

A 1 = rr<;~ ~~~ ~~c --b1) ' 

f'(c) f'(b- a) 
81 

f'(b) r(c- a) ' 

f'(c)f'(a+b-c) 
A=------

2 r(a) r(b) 

r(c) l(a- b) 
B = -=-:-:--=-:---:-

2 r(a) ['(c- b) 

(6) F(a, b; c; z) = (1- z)-a F[ a, c- b; c; z/ (z -l)] 

=U- z)-b F[b, c- a; c; z/(z -1)] 

I arg z I < 11 

Analytic continuation of F (a, b; c; z) in the logarithmic cases follows 
next. The letters l, m, n, denote non-negative integers. 

(7) F (a, a+ m; c; z) f'(a + m)/['(c) 

(-z)-a-• 

f'(c- a) n= 0 

( ) -a•~1 f'(m-n)(a)n -n 
+ - z L z 

n= 0 f'(c -a-n) n! 
- 17 < arg (- z) < 11, c - a not an integer 

(8) h = ,P(1 + m + n) + ,P(l + n)- ,P(a + m + n)- t/;(c- a-m- n) 
n 

= t/;(1 + m + n) + 1/1(1 + n)- t/J(a + m + n)- 1/1(1 - c + a + n + m) 

+ 11 ctn 11(c- a) 

.. -1 
if l: is to be interpreted as zero when m = 0. 

n= 0 

(9) F(a., a+ m; a+ m + l + l; z) f'(a + m)/f'(a + m + l + 1) 

~ (a) (n - l - 1) 
= (-1)"+!+1 (- z)-a-.. L ----'n"-'+'-""'-------z-n 

n = l+ 1 (n + m) ! n ! 

• -1 

+(-z) - a l 
n = 0 

(m - n - l) ! (a)n 

(m + l- n) ! n ! 
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(- z)- a-a 

+ 
(l + m) ! 
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l 
~ (a\+a (-m -l).,+,. 
L_. ..--!~---.!!....:...!!... z-" ( log(- z) + h 1

] 

n= o (n + m) ! n ! " 
-TT < arg(-z) < TT 

( 10) h' = tf;(l + m + n) + tj;(l + n) - lj;(a + m + n)- tj;(l + 1- n) 
" 

(ll) F(n+l,n+m+l;n + m + l+2; z) 

(n+m + l + 1) !(-1)
1
+" d"+,. { +l d

1 
1 )~ 

= -- (1- z)" -(z- log (l- z 
l!n!(n+m)!(m + l)! d z"+,. dz 1 

(12) F(a, b;a+b+l7lj; z)/r(a+b+m) 

r(m) ·~ 1 
(a) (b) 

f.. n n ( 1- z) n 
= r(a+m)r(b+m)·n=o (1-m) n! 

n 

(1-z)"(-l)• loo (a +m)n(b+m)n [h" l ( )]( )" + -ogl- z 1-z 
r( a) r(b) n= 0 (n + m) ! n ! n 

- TT < arg (l- z) < rr, a, b, f= 0, - l, - 2, ••• 

(13) h" = tj;(n + l) + tj; (n + m + l)- tj;(a + n + m)- lj;(b + n + m) 
n 

a-1 
and ::£ is to be interpreted as zero when m = 0. 

n= 0 

(14) F(a, b; a+ b -m; z)ff(a+ b -m) 

r(m)(l-z)-" .. - 1 (a-m) (b-m) 
~ n n (l - z)" 

r(a) l~(b) nbo . (1-m)., n ! 

(- 1)" ~ (a)n (b)n 
+ f.. (X,:- log(l- z)] {1- z)" 

r(a-m)r(b-m) n=o (n+m)!n! 

-rr <: arg(l- z) < rr, a, b, I= 0, -1, - 2 , ... 

(15) hn = t/;(1 +n) + 1/;(l +n+ m)- t/J(a + n) + t/;(b + n) .. -, 
and ::£ is to be interpreted as zero when m = 0. 

n= 0 

For the degenerate case (one of the numbers a, b, c- a, c - b is an 
integer) see section 2.2.2. 

2. 11. Quadratic and higher transformations 

All quadratic transformations can be derived from the linear trans­
formations in section 2.9 and the special transformations (cf. section 
2.1.5 for the range of validity). 

(l) F (a, b; a- b + l; z) 

= ( l - z)- a F [ ~ a, - b + (a + l) /2 ; l + a - b; - 4 z( l - z) - 1 
] 
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(2) 

(3) 

F(2a, 2b; a+ b + ~; z) = F[a, b; a+ b +~; 4z(1- z)] 

['(a + b + ~) ['(~) 
F(2a, 2b; a+ b +~; ~ + ~z) = F(a, b; ~~; zz) 

rca+ ~)r(b+ ~) 

r<a + b + ~) r(-~) 
- z r(a) ['(b) F(a + ~. b + ~; 3/2; zZ) 

(4) F(a,b;2b;z)=(1-~z)-aF\~a,%+~a;b+~;[z/(2-z)F} 

(5) F[ a, b; 2b; 4.t.( 1 + z)-ZJ = (1 + z)Za F(a, a+~- b; b + ~; zz) 

(6) F(a, a+~; b; 2z- zz) = (1- ~ z) - zaF[2a, 2a - b + 1; b; z/(2 -z)] 

Goursat' s table of quadratic transformations. The square roots are 
defined in such a way that their value becomes real and positive if z is 
real and 0 ~ z < 1. All formulas are valid in a neighborhood of z = 0 , 

2 rc~) rCa + b + ~) 
(7) F(a, b · ~ - z) 

rca +~) r(b + ~) ' 
2

' 

= F[2a, 2b; a+ b + ~; ~(1 + zX)] 

+ F[2a, 2b; a+ b + ~; ~ (1- zl{)] 

2 r(~) rca+ 1- b) ' 
(8) (1 + z)a F(a, b; ~; -z) 

r (a+ ~) r (1- b) 

(9) 

=F[2a, 1- 2b; a+ 1-b; ~ + ~zl{ (1+ z)-l{] 

+ F [2a, 1.- 2b; a+ 1- b; ~ - ~ zX (1 + z) - X] 

2 r (-~) r (a + b - Yz) x F ( 
6 1 

) 
------'"':'"7- z a, ; 3 2; z 

r (a - ~) r (b - ~) 

= F(2a- 1, 2b- 1 ; a+ b - ~; ~- ~ z l{) 

- F(2a- 1, 2b- 1; a + b- ~; ~+ ~ z X) 

(10) F(a, b; a + b + ~; z) = F[2a, 2b; a+ b +~ ; ~ -%(1- z)X] 

( ll) F (a, b; a + b + ~ ; z) 

[ 

(1- z)x - 1 J 
= [%+~ (1- z) l{ ]-ZaF 2a,a-b +~; a +b + %; ( ) X 

1- z +1 

( 12) F (a, b; a + b + % ; - z) 

= [ ( 1 + z) X + zX] -za F [ 2a, a+ b; 2 a + 2 b; 2 (z + z 2) X - 2 z] 

(13) F(a, b; a +b -~; z) 

= ( 1 - z) - X F [ 2 a - 1, 2 b - 1; a + b - ~; Yz - Yz ( 1 - z) l{ 1 
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(14) F(a, b; a+b-~; z)=(l-z)-~[~ +~(l-z)~] 1 - 2a 

x F 2a- 1 a-b +~·a+ b -~ · --....,.---[ (1- z)~ - l] 
..., ' ' (l - z) ~ + 1 

(15) F(a, b; a+ b- ~; -z) = (l + z)-~ [(l + z)~ + z~] 1 - 2a 

x F[ 2a- 1, a+ b- 1; 2a + 2b- 2; 2(z + z 2)~ - 2z] 

(16) F(a, a+~; c; z) 

= 0- z)-a F[2a, 2c- 2a- 1; c; ~- ~(l- z)-~] 

07) F(a, a+~; c; z) 

{18) F[a, b; (a+ b + 1)/ 2; z] = F[~ a,~ b; (a+ b + l) /2; 4z(1- z)] 

{19) F[a, b; (a+ b + 1)/2; z] 

= {l- 2z) F[~ +~ a,~. + ~b; (a+ b + 1)/2; 4z(l- z)] 

(20) F[a, b; (a+ b + l)/ 2; z] = (l- 2z)-a 

= F[~a, ~+~a; (a+ b+ 1)/ 2; 4z(z -l) (2z -l} - 2
] 

(21) F[a, b; (a+ b + 1)/ 2; - z] = [(l + z)~ + z~]- 20 

= F I a, ~ a + ~ b; a + b ; 4 z ~ ( z + l) ~ [ ( l + z) ~ + z ~ r 2 1 

(22) F(a, l- a; c; z) 

= ( 1 - z) c- t F [~ c - ~ a, ( c + a - 1) /2; c; 4 z ( l - z)] 

(23) = (l-z)c- 1 (l-2z)F[~ c+ ~ a,(c + 1-a)/2; c;4z(l-z)] 

(24) F(a, 1-a;c;z)={l-z)c-l(l-2z) 0 -c 

x F[~ c- ~a, (c + l- a)/2; c; 4z(z -1) {l- 2z)-2] 

(25) F(a, l- a; c; -z) = (1 + z)c-l [(l + z)~ + z~p- 2a- 2c 

x Fl c +a- 1, c - ~; 2c- l; 4z~ (l + z)~ [(l + z) ~ + z~] - 2 1 

(26) F(a., b; 2 b; z) 

= (1- z)-~° F[~a, b- ~a; b + ~; (z 2/ 4) (z- 1f1
] 

2.11 

(27) = (l- ~z)(l- z)-~a-~ F[b +~-~a,~ +~ a; b + ~; z 2/(4z -4)] 

(28) = (1- ~ z)-a F[~ a,~+~ a; b + ~; z 2(2- z) - 2] 

(29) = {l- z) b- 0 (l- ~ z) a- 2 b F[b -~a, b + ~ - ~a; b + ~; z 2/(2- z)-2] 
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(30) F(a, b; 2b; z)=(l - z) -~a 

x Fla, 2b-a;b+~;(-~~O(l-z)-~[l-0-z)~] 2 ! 

(31) F (: ;;{2:; :~·b [: :; : ~ ~; ,[)•;-~·( 1- ,) : ] 2} 
l+(l-z) 

(32) F(a, b; a- b + l; z) = (l- z)-a 

x F[~ a, (a+ l- 2b)/2; a- b + l; -4z(l- z)-2] 

(33) F(a, b; a- b + l; z) = (l + z) (l- z)-:-a- 1 

x F[~ +~ a, ~a+ l- b; a- b + l ; -4 z (l- z) - 2] 

(34) F(a, b;a-b+l;z)=(l+z)-a 

x F [ ~ a, .~ a+ ~; a - b - l; 4 z ( l + z)- 2
] 

(35) F(a, b; a- b + l; z) = (l- z) 1 - 2b (l + z) 2b-a- 1 

X F [(a+ l- 2b)/2, (a- 2b + 2)/ 2; a+ l- b; 4 z (l + z) - 2] 

(36) F(a, b; a- b + l; z) = (l + z~)- 2a 

x F[a, a-b+~; 2a- 2b + 1; 4z~(l+ z~) - 2] 
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Cubic transformations. These can be reduced to (37), (38), or (39) by 
using 2.10(1-6) and 2.11(1-6). 

(37) 
3\ ( _ 3 [F(a, a+ l/3; 2/3; z-

3
) 

2rr(l -z ,a -z) a 
r (2/3) r (a+ 2/ 3) 

+ eiTT/ 3 F(a+l/3, a+2/3;4/3;z-3) ]=2rr(l-z3ae-i7Ta 
z ['(4/ 3) f'(a) ) 

[ 

F(a, a+ l/3; 2/3; z 3) _ . 13 F (a+ l /3, a+ 2/3; 4/3; z 3) ] . 
x + ze 177 

f'(2/3) f'(a + 2/3) f'(4/3) f'(a) 

(38) = 3(3a+l)/2 e±iTTal2f'(a+ l /3) (-w)-2a(l-w)a 

x [ r(2a+ 2/ 3)]- 1 F(a + l/3, 3a; 2a+ 2/3; w- 1
) 

w= dl-z)/ (z-(2), f =e 2i7713 

The ± sign stands according as lm (- w) >< 0 . 
We also have: 

larg (-z)l < rr/3, I arg(l- z3)1 < rr, larg(-w)l < rr, 

larg( l-w) l < rr; lwl > l, Re w > l/2. 
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(39) F[ 3a/2, (3a- 1)/2; a+ ~;-z213 ] 

= (1 + z) 1 - 3a F[ a -1/3, a ; 2a; 2z(3 + z 2) (1 + z)- 3 ]. 

E. Goursat (1881) gives an extensive list of cubic transfonnations. Of 
these, the rational ones only will be repeated here: 

(40) F (3 a, 3a + ~; 4a + 2/3; z) = (1- 9 z/8)- 20 

x F[a., a +~ ; a +5/6; -27z 2 (1-z) (9z-8)-2] 

(41) F(3a., 3a+ ~ ; 2a+5/6; z)=(1-9z)- 20 

X F[a, a +~; 2a + 5/6;- 27 z(1- z)2 {1- 9z)- 2
] 

(42) F(3a., a+ l/6; 4a + 2/3; z) = (1 - z/4)-30 

x F[a, a + l/3; 2a + 5/6; -27z 2 (z- 4)- 3 ] 

(43) F(3a, 1/3 - a; 2a + 5/6; z) = {1- 4z) - 3a 

X F[a, a+ l/3; 2a + 5/6; 27z (4z -l)- 3
] 

(44) F(3a, l/3- a; l/2; z) = {1- z)-a 

X F[a, 1/6 - a; l/2; (z/27) (9 - 8z) 2 {1- z)- 1
] 

(45) F( 3 a, a+ 1/6; l/2; z) = (1- z)-20 

x F [a, l/6 - a; 1/2 ; -(z/27) (z - 9) 2 
( 1 - z)- 2 ] 

(46) F(3a + 1/2, 5/6-a; 3/2; z)=(1 - 8z/9) (1-4z/3)-30- 312 

x F[a +l/2, a+5/6 ; 3/2;z (9-8z) 2 (4z-3)- 3 ] 

(47) F (3a, + l/2, a+ 2/ 3; 3/2; z) = 0- z/9) ( 1 + z/3) - 3a- 312 

X F[ a+ l/2, a+ 5/6; 3/2; z(z- 9) 2 (z + 3)- 3
] . 

2.12. Integrals 
t 

r(c) r 
(l) F(a., b; c; z) = r(b) r(c- b) Jo 

Re c > Re b > 0, \ arg(1- z)\ < TT 

( 2) F ( a, b; c; z) 

ir(c) exp[irr(b- c)] l!t+b) 
1 

b 
1 = t - (1-t)c- - (1-tz)-a dt 

2r(b) r<c- b) sinrr(c- b) 0 

Reb > 0, \arg(1- z)\ < rr, c- b,;, l, 2, 3, ... 

(3) F(a, b; c; z) 

f
( O +) 

-ir(c) exp(-irrb) 
-----''-------

1 

tb-t (1-t)c-b-t (1-tz)-a dt 
2r(b) r<c-b) s in(rrb) 

Re c > Reb, \arg(-z)\ < rr, b.,;, l, 2, 3, ••• 
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- r (c) exp (-i rrc) 
(4) F(a b·c·z)=-----...:..._ ______ _ 

' ' ' 4r(b) ['(c - b) sin(rrb) sin rr(c- b) 

X tb- 1 (1-t)c-b- 1 (1-tz)-adt f 
1 1+,o+,1-,o-1 

b, c - b ,;, l, 2, 3, ••• 

Re c > Reb > 0, I arg z[ < rr 

(6) F(a, b; c; z- 1
) 

['(c) Joo(s- l)c-b-1 sa-c (s- z-1)-a ds 
['(b) r(c- b) 1 

1 + Re a> Re c > Re b, I arg(z - 1) I < 1T 

(7) 
2 ['(c) f 7T/2 (sin tfb-t (cos t)2c-2b-t 

F(a, b· c· z) = dt 
' ' r(b) r(c- b) 0 (1- z sin 2 t)a 

(8) F(a, b · c· z) - dt 
2'-c r(c) 177 

(sin t) 2b-t (1 +cos tY- 2b 

'' -r(b)['(c-b) 
0 

(1-~ z+~z cost)a 

2 1-c r(c) 17T (sin tfc-'lb-l (1- cos t)2b-c 
- -------------dt 
- r(b) r<c- b) 0 (1- ~ z + ~ z cos t)a 

(9) 
2 ['(c) loo (cosh v)2a-2c+t (sinh v)2c-2b-t 

F(a b· c· z) = dv 
''' ['(b)['(c-b) o [(coshv) 2 -z]a 

( 10) F(a, b; c; z) 

2b-a r( c) J oo (sinh t)2a-- 2c+l (cosh t- 1)2c-a-b-t 
= dt 

['(b) r<c -b) 0 (~ - z + ~ cosh t) a 

( ll) F(a, b; c ; z) 

= 2 b-ar (c) 100 (sinh t)2a- 2b-1 (cosh t + l)a+b-2c+ 1 dt 

r(b) r(c- b) o (~ - z + ~ cosh t)a 

(12) F(a,b; c;z) 

2 r(c) i oo 
= r(b)r(c-b) o 

(sinh v)2b-t (cosh v)2a-2c+1 
----:---------:::--- dv 

[ (cosh v) 2 - z (sinh v) 2] a 
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(13) F(a, b; c; z) 

= 2c-b i(c) Ioo (sinh t)2b-1 (cosh t + l)a-c-b+1 dt 

l(b)i(c-b) o [l +z+( l-z)cosht]a 

(14) F(a, b; c; z) 

2c-bl(c) 1oo 
= ['(b) i(c- b) o 

05) F(a, b; c; z) 

(sinh t) 2a-zc+ 1 (cosh t- l) b+c-a- 1 
-------------- dt 

[ ( l + z) + ( l - z) cosh t] a 

= ['(c) 1oo e-bt(l-e-tv-b-1 (1-ze-t)-adt. 
i(b) i(c- b) o 

The conditions for the validity of (7) to ( 15) are 

Re c > Reb > 0. 

2.12 

For other integrals see 2.105), 2.4(1) to 2.4(10), 2.1(34), 2.1(35) 
and 3.7 where the Legendre functions may be expressed by special 
~ypergeometric functions. For integrals which lead to hypergeometric 
functions see also Chap. 7 (Sonine.:Schafheitlin and related integrals). 
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CHAPTER ill 

LEGENDRE FUNCTIONS 

3. 1. Introduction 

The expression (a2 
- 2ar cosy+ r 2)-~ represents the potential at a 

point P of a source situated at A when r and a are the distances re­
spectively of P and A from a point 0, and y is the angle subtended by 
P A at 0. The expansion of this expression in ascending powers of r is 
of the form 

( l) ( 1/ a) l: 
n=O 

P n (cosy) (r/ a)n 0 < r < a, 

where the coefficients Pn (cos y) depend on cos y only (they are in­
dependent of a and r) and can be shown to be polynomials of degree n 
in cos y. They were introduced in 1784 by Legendre and are known as 
Legendre polynomials. 

Legendre polynomials and related functions occur for example when 
Laplace's equation ll.V = 0, the wave equation, or the diffusion equation 
are discussed in spherical polar coordinates r, e, ¢ ' defin ed by 

X = r sin e COS cp, y = r sin e sin cp, Z = r COS e. 

In these coordinates 

2 a ( 2 av ) 2 , a ~ av ) ll.V = r-- r - + r- (sin e)--- sin e-
ar ar ae ae 

+ (r sin e)- 2 a
2

~' 
a¢ 

and if a solution of ll.V = 0 is of the form V = R (r) T(e) F(cp), where 
R, T, F depend respectively on r, e, ¢ only, T must satisfy the ordi­
nary differential equation 

d 2 T dT 
2 (2) de 2 + cot ede + [v(v + l)- (p. esc e) ] T = 0 

in which p. and v are separation constants. The substitution t;; = cos e 
120 
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reduces (2) to Legendre'·s equation of degree v and order p. 

d 2 T dT 
(3) (1-C)- -2""-+[v(v+1)-, 2(1-~" 2)- 1 ] T=O d( 2 ., d( ,.. ., • 

The same differential equation arises in potential problems in spheroidal 
and toroidal coordinates; see sections 3.13 and 3.14. 

In spherical polar coordinates ( = cos() is real and between -1 and 1; 
and if the potential is to be one-valued and continuous with continuous 
partial derivatives on the surface r = constant of a sphere, it can be 
shown that p. and v must be integers. However, (3) arises in other con­
nections when the restriction of (to the interval (-1, 1) and of p., v to 
integer values is inappropriate, and therefore we shall investigate the 
solutions of (3) for unrestricted real or complex values of (, p., v. 

The Legendre equation also arises in the theory of hypergeometric 
functions, In that theory it is found that whenever Gauss' hypergeo­
metric series admits of a quadratic transformation, the hypergeometric 
differential equation may be reduced to (3). 

An entirely different approach is given by the theory of orthogonal 
polynomials. Legendre polynomials P n (()are the orthogonal polynomials 
associated with the weight function unity on the .interval (-1, 1) : hence 
their occurrence in interpolation theory and in mechanical quadrature. 
The orthogonal polynomials with the weight function (1 - ( 2 )a on the 
interval - 1 ~ ( ~ 1 may also be expressed in terms of Legendre functions 
(cf. Chapter 10). 

In the present chapter, the differential equation (3) will be the basis 
for the study of Legendre functions. 

3.2. The solutions of Legendre's dHferential equation 

The Legendre functions are solutions of Legendre's differential equa­

tion 

(l) 
2 dzw dw 2 Z\ I 

( 1- z ) -- 2 z- + [v(v + 1)- p. (1- z 1- ] .w = 0 
dz 2 dz 

z, v, p., unrestricted. 
Under the substitution w = (z 2 - 1)~J.< v, (l) becomes 

d 2v dv 
(1-z2)--2(p.+ 1) z- +(v-p.)(v+p.+ 1) v=O. 

dz 2 dz 
(2) 

And, with(= 7:1-7:/z as the independent variable, this differential equa­

tion becomes 

d 2v dv 
( ( l - () - + (p. + 1) (1 - 2 () - + (v - p.) (v + p. + l) v = 0. 

d( 2 d( 



122 SPECIAL FUNGnONS 3.2 

This is Gauss' equation 2.1 ( 1) with a = 1.1. - v, b = 1.1. + v + 1, and 
C=iJ.+l. 

Hence by 2.3(1) it follows that the function 

1 ( z + 1 )l{J.L 
(3) w = PI-L(z) = --- -- F(-v, v + 1; 1- p.; ~- ~z) 

v r(l - p.) z - 1 

11- zl < 2 
is a solution of ( l). 

If we set <; = z 2, (2) becomes 

d~ v dv 
(4) 44;(1-4;) d4; 2 +[2-(4p.+6)4;] d4;-(iJ.-v)(p.+v+1)v=0, 

which is also of hype£geometric type with a=~ (p. + v + 1), b = ~ (p.- v), 
c =~.Hence equation (l) by 2.9(9) has a solution 

(5) w=Q1-L(z)=ei-Li7T2-v-1"~ r(v+1J.+1) z-v-J.L-1(z2-1)~1-L 
II r(v + 3/2) 

lzl > l 

The functions PJ"(z) and Qt(z) are known as the Legendre functions 
of the first and second kind, respectively. They are one-valued and 
regular in the z-plane supposed cut along the real axis from l to - oo. 

We assume 

(6) larg(z±1)1<17, largzl<17 

and (z 2 - l)l{J.L= (z -1)~1-L(z + 1)~1-L. 

Legendre's differential equation remains unchanged if p. is replaced 
by -p., z by- z, and v by -v - l. Therefore 

P/1-L(±z), Q:i-L(±z), P_e:_, (±z), Q:~_ 1 (±z) 

are solutions of (l) (cf. also section 3.3.1). 
Applying 2.1(23) to (3) and (5) we obtain 

(7) 1(1- p.) P: (z) = 21-L (z 2 - 1) -~1-L F(l- p. + v, -p.- v; 1- p.; ~- ~ z) 

(If v or p. or both are positive integers, see section 3.6.) 
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By means of the transformation formulas of the hypergeometric func­
tion, given in section 2.10, (3 ) and (5) are expressible in several ways 
in the forms 

1~1 < l, 

ICI < l 

where ( is a function of z and depends on the choice of the transforma­
tion. The various expansions (9) and (10) are shown in (14) to (49). The 
last column in each table indicates the way in which the expansion in 
question has been derived. For example (15) results when the trans­
formation 2.10(1) is applied to (14). The tables contain 36 different 
hypergeometric series, each being a solution of (l). If the transformation 
2.1 (23) is applied to each of these series, we find 36 other hypergeo­
metric series. These constitute Olbricht' s 72 solutions of the differential 
equation (l) (Olbricht, 1888, p . 1). In all these formulas 

(ll) (z 2 - l)" = (z- 1)"(z + 1)", larg(z ± l)l < rr, larg zl < rr, 

and therefore 

(12) -z- 1"" e+ i1r (z + 1), -z + l = e+ i7T (z- 1), 

1- z 2 = e + i7T (z2 - 1) 

where the upper or lower sign is to be taken according as lm z > < 0. 
From (l) it is found that the Wronskian 

d d 
WI PJ.L(z) QJ.L (z) l = PJ.L(z) - QJ.L (z)- QJ.l. (z) - PJ.L(z) 

v • v v dz v v dz v 

must be of the form c/( 1 - z 2
), where the constant c may be evaluated 

by putting z = 0. Using (22) and (40) we thus obtain 

(13) WI P:(z), Q~(z) l 

e iJ.L7T 22
J.l. 1(1 + ~1.1 + ~ v) 1(~ + ~u + ~v) 

(1- z 2
) 1(1 + ~v- ~ IL) 1(~ + ~v- ~ IL) 

There follows a table of expansions of the form given by equations 
(9) and(10). 



124 SPECIAL FUNCTIONS 3.2 

EXPANSIONS FOR P~(z) 

A, 

Az 

( z + ]) ~.U (z- 1)-~,u. / f'(1-J.L) 

(14) 

0 

f'(-fL) (z + l)~.U (z- 1)-~,u. /[ ['(1 + v- p.) f'(-v -,_,.)] 

(15) 

-" 
_, 

sin(v") r'(f.t) (z- 1)~.U (z + 1)- ~.U e+ i,u.7T 

2-11 (z + 1)~,u.+v (z- 1)-~.Uj f'(1-t.L) 

(16) 

0 

- 211+1 [' (-"') e± i7T11 (z + 1)~.U (z- n-~,u.-11-1 

x [['(1 + v -p.) f'(-v -t.L>l- 1 

(17) 

IT-I 211 +! sin(117T) f'(J.L) e±i7T(1I- ,u. ) (z -1)~,u.-1l-l (z + 1)-~,u. 

211 +' f'(-1- 2v) (z + ~ .u-11- 1 (z- n-~.u /[ f' (-v) f' (-v -p.) I 

( 18) 

2-11 ['(1 + 2v) (z + 1) ~u+11 (z -1)-~.U /[ 1(1 +v) f'(1+v -p.}! 
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EXPANSIONS FOR p f.L( z) •, 

a , b, C I 

' R emarks 

az bz cz 

- I) 1 +v 1- IL 

( 14) 
1- z --

2 ... . . . . .. 

- I) 1 +v 1 +!L (l4), 2.10 (l) 

1 +z 
(15) --

2 The upper or lower sign 
- I) 1 +v 1-!L according as lm z >< 0 

- I) -v - fl 1- !L 

z-1 (l4), 2. 1:0 (6) ( 16) 
z+ 1 

. . . . .. ... 

1+v 1 +V+f:L 1 + /L ( 15), 2.10(6) 

z + 1 
(17) ---

z -1 The upper or lower sign 

1 + v 1 +v - p. 1-!L according as l m z >< 0 

1 + v 1 +v-IL 2 + 2v 

2 (16), 2.10 ( 1) ( 18) - -
1 +z 

- v - 1) -!L -2v 
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(19) 

(20) 

(21) 

(22) 

(23) 

SPECIAL FUNCTIONS 

EXP .ANSIONS FOR P:( z) 

A, 

Az 

3.2 

2-v f'(l + 2v) (z + l) ~IL (z- l) -~11-+v I[ f( l + v) f' (l + 1/- jl)). 

2v+t f'(-l-2v) (z + l) ~J.L (z- 1)-~J.L-v-l I[ f'(-v) r'(-v -jl) 1 

21-L(z 2 -1)-~J.Lif'(1-IL) 

0 

Tv-1 77-~ r'(-~ -v) (z2 -1)-~v-Y. lr' (-v -p..) 

2v 77-~ f'( Yz + v) (z2 -1)~v l f'(l + v- jl) 

2J.L 77~ < z 2 
- l) -~J.L I [ r <Yz - Yz v - Yzll) r < 1 + Yz v - Yz ll) I 

-77 ~ zi-L+ 1 z(z2 - n-~J.LI[ ['(Yz + Yzv - Yzll) f'(- Yz v- Yz ll}l 

2- v- 1 77-~ r (- Yz -v) z-v+IL- 1 ( z 2 - 1)-~t.L I [' (-v -fl.) 

2v77-~ ['(Yz+v) zv+J.L(z 2 -1)-~J.LIC(l+ v -IL) 
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EXPANSIONS FOR P::( z) 

al bl cl 

( Remarks 
a2 b2 c2 

-I/ -v + f1 - 2v 

2 
( l9) --

1- z 
(l4), 2.10 (2) 

1+v 1 +v+ l-' 2 + 2v 

~ + ~v - ~ fl -~ 1/ - ~fl 1 -/1 ( l5), 2.ll (2) 

(20) 1- z 2 

. . . ... . .. Re z > 0 

~+~I/- ~fl ~+~v+~fl v + 3/2 

1 
(20), 2.l0 (2) (2l) --

1- z2 

-~1/ +~p. -~v -~fl ~ -I/ 

-~I/ - ~ fl ~+~V - ~ fl ~ 

(22) z2 (20), 2 . lO(l) 

~~ - X v - ~211 1 + ~ 1/ - ~~fl 3/2 

~ +~I/ - !~fl 1 +~V-~f1 1/ + 3/2 

1 
(2 l), 2.l0(6) (23) - z2 

- ~~1/ - ~fl ~ - ~V-~fl ~~ - 1/ 



128 SPECIAL FUNCTIONS 3.2 

EXPANSIONS FOR P~( z) 

A, 

A2 

2.U(z 2 -1)-~.U zv+,u./1(1-IL) 

(24) 

0 

IT~ 2.u e+ i7T~(,u.+v) (z2 - 1)~11 / [1(%- %v- %1L) 1(1 + %v- %1L)) 

(25) 

-IT~ 2.u+t e+ i7T~ (IL+v-t) z (z2 _ 1)~v-~ 

-t 
x [ 1(- %v- %1L) 1(% + %v- %1L)] 

< 2rr)-~ < z 2 - 1) -I{ 1(- ~ - v) [ z - < z 2 - l) ~ 111 +~ I 1 <- v- 11) 

(26) 

(2rr)-~ (z2 - 1)-l{ 1(% + v)[ z- (z2 - 1) ~ 1-v-~ /1 (1 + v -IL) 

rr-~ 2iL 1(-% -v) (z 2 - l) ~.U [z + (z 2 - 1) ~ ]-v-,u.-t / 1(-v-IL) 

(27) 

IT-~ 2.U rn~ + v) (z2 - l) ~.U( z + (z 2 -l) Y, }11 - IL /1( 1 + V - p) 

21L(z 2 -1}-~.U[z + (z 2 -l}~)v+,u./1(1-p.) 

(28) 

0 
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EXPANSIONS FOR Pt'( z) 

a, b 1 c, 
~ Remarks 

az {j2 cz 

-~y ~ -~v 
(20), 2.10 (6) -~11 - ~~11 l-11 

l 
(24) 1--

zz 

. . . . .. ... Re z > 0 

-~v -~v 
~ 

z2 -~/L + ~11 (24), 2.10 (2) 

(25) 
z 2 - l 

~- ~~v ~ -~v The upper or lower sign 

- ~11 + ~/1 3/2 according as lrn z >< 0 

~ + 11 ~ -11 3/2+v 

(26) 
- z+(z2 -nx 

(23), 2.H (16) 
2( zz - l)lS 

~ +p. ~ -11 ~ -v 

~ + 11 l+v+11 v +3/2 

(27) 
z -(zz -l}x 

(26), 2.10(6) 
z+(z2-l)X 

~ + /L -v+p. ~-v 

- v -11 ~ - /1 l- 211 (24), 2 .11(17) 

(28) 
2(z2-l)X 

z + (z 2 -l)x 
. . . . . . ... Re z > 0 



130 SPECIAL FUNCTIONS 3.2 

EXP .ANSIONS FOR P::( z) 

A, 

Az 

21-L(z2 - 1)-~J..L [z - (z 2 - l) ~p'+J..L / f'(l - p.) 

(29) 

0 

(2~r)-~ f'(\{+v) e+i7T{J..L-~)(z2 -l)-!4 [ z +(z2 -1}~]-v-~ 

x [ [' (v - p. + l)j -I 

(30) 

(2~r)-~ f'(- ~ - v) e+ i7T(J..L-~) (z 2 - l)-~ [ z + (z 2 - 1) ~ ] v+~ 

x [['(-v -p.)]-1 

IT-~ 2-J..L f'( Yz + v) (z2 - 1)-~J..L [ z - (z 2 - l)~p~+J..L / f'(v -p. + 1) 

(31) 

77-~ 2- 1-L ['(- Yz -v) (z 2 -l)-~1-L [z +(z 2 -l) ~]';'-J..L+ 1 / f'(-v -p) 

EXP .ANSIONS FOR e- iJ..L7T Q::( z) 

A3 

A4 

\)J..L 
f'(1 + 11 + IJ.) f'(-11) (z- l) (z + 1)-~J..L /[2 ['(1 + v - 11)] 

(32) 

Yz r'(p.) (z + 1)~1-L (z- 1)- ~J..L 



3.~ 

' 

(29) 
2(z 2 -1)~ 

- z +(z 2 -1)~ 

(30) 
z +(z 2 

- 1)~ 

2(z 2 
- l)~ 

(31) 
z +(z 2 -1)~ 

z -(z 2 -1)~ 

' 

l-z 
(32) - -

2 
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EXPANSIONS FOR P::( z) 

a, b, c, 

Remarks 

az b2 cz 

-II -p. ~ -p 1- 2J.L 

lt28), 2.l0(6) 

... . .. . .. 

~-Jl ~ + /l ~-II (28), 2.10(2) 

~- Jl ~ + /l II + 3/2 
The upper or lower sign 

according as lm z >< 0 

-II -p. ~ -p. ~ -v (29), 2.10(1) 

The h.g. series converge 

1+11-p. ~ -p. II + 3/2 nowhere in the cut plane 

EXPANSIONS FOR e- i!D' QI-L( z) v 

a3 b3 c3 

Remarks 

a4 b4 c4 

-II 1+11 1+(l 

(37), 2.l0(2) 

- v 1 + 11 1-(l 
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33) 

34) 

(35) 

(36) 

(37) 

SPECIAL FUNCTIONS 

EXPANSIONS FOR e- iJL7T O::(z) 

A3 

A4 

3.:.-! 

-e+ i7TV 1(1 + II + p.) 1(-p.) (z + l) ~JL (z -1)-~IL/(21(1 + II -p.)} 

- ~ e + m v I ' (p.) (z - 1) ~JL (z + 1)-~JL 

2-t-v 1(p.) (z + u v+~JL (z- n-~JL 

2-t-v 1(1 +II +p.) r(-p.) ( z + u-~JL+V {z- l) ~JL / r(l + 11- p.) 

2v 1(-IL) r(l + 11 +p.) (z -1)-~JL-v-t (z + 1) ~1L/1(1 + 11-p.) 

2v 1 (IL) ( Z + 1)-~JL ( Z - 1) ~JL-v- 1 

2v 1(1 + 11) r(l +II + IL) (z + l) ~ JL-v-t (z- 1)-~JL / 1(2 + 2 11) 

0 

2v r(l +II) 1( 1 +II + p.) ( z + l)~JL (z- 1)-~JL-v-l / 1(2 + 211) 

0 
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E XPANSIONS F OR e- iJ.L7T ~( z) 

t;l3 b3 c3 s Remarks 

a4 b4 c 4 

-v 1 +v 1+JL (36), 2. 1-0 (2) 

1 +z 
(33) - -

2 
The upper or lower s ign - v 1 +v 1 - /L 
according as Im z ~ 0 

- v -v -IL 1- /L 

z - 1 
(36), (34) - - 2. 10 ( l) 

z + 1 

- v - v +Jl 1 + IL 

1 +1- 1 +v +!L 1 + IL 

z + 1 
(36), 2. 10 (3) (35) - -

z-1 

1 + v 1 +V -Jl 1- /L 

1 + v - Jl _ 1 +v 2 + 2 v 

2 
(41), 2. H(l7) (36) - -

1+z 

.. . . .. ... 

1+v +IL 1 +v 2 + 2v 

2 
(36), 2.10(6) (37) - -

1 - z 
. .. . .. ... 
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EXPANSIONS FOR e- IlL'" Q~( z) 

A3 

A4 

2-l+ J.L 1(/l) (z 2 - l}-~1-L 

(38) 

2- 1 - 1-L 1( 1 +11 +ll) 1(-ll) (z 2 -1) ~1-L/ 1(1 + 11 -jl) . 

2- 1 - v rr~ 1(1 + 11 +il ) (z2 -1)-~~~~~ / 1(11 + 3/2) 

(39) 

0 

rr~ 'lf'-- 1 1(Y:; +~II +Y:;Il) e±i-rr~ (J.L-v-1) (z2 -l)-~1-L 

X [r(l +~ II - ~ /l))"7 1 

(40) 

1T~ 21-L 1(1 + Y:; II+ ~. /l ) e± i-rr~(J.L-v) Z (z2 - 1)-~JL 

X [ re~ + ~y- Y:; lc))"7 1 

T 1-v rr y, 1(1 + 11 +~) z - 1- v - 1-L (z 2 - 1) V.u /1 (11 + 3/2) 

(41) 

0 

21-L- 1 ~~ (/l) ZV+J,L ( z2 - l) - ~J,L 

(42) 

2 - 1 - tL1(1 + II +ll ) r(-ll) z11 -JL(z2 -1)y,I-L/1 (1 +II -ll) 



3.2 

~ 

(38) 1- z 2 

1 
(39) --

1- z 2 

(40) zz 

1 
(41) f--

zz 

(42) 
1 

1 --
z2 
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EXPANSIONS FOR e- iJJ.TT QIJ.( z) 
v 

a3 b3 c3 
Remarks 

a4 b 4 c 4 

~+ ~).1 -~).1-~jl 1-u (39), 2. }0 (2) 
- ~11 

~ + ~).1 - ~ ).1 + ~11 1 + JL 
Re z > 0 + ~ /1 

~ +~y ~ +~y 
).1 + 3/2 - ~ 11 +~jl 

(41), 2. }0 (6) 

. . . . . . ... 

- ~ ).1 ~ + ~J.I 
~ (41), 2,}0 (2) 

- ~11 - ~11 

~ - ~ J.I 1 + ~ J.I 
3/2 

T he upper or lower s ign 

- ~11 - ~11 according as Im z ~ 0 

1 + ~J.I ~ + ~J.I 
J.l + 3/2 

+ ~ JL + ~11 

.. . . . . ... 

- ~~ J.l ~ -~v 1 - jl 
- ~11 - ~11 

(38), 2. 10 (6) 
- ~~J.I ~ - ~v 

+ ~ 11 + ~ 11 
1+j1 
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EXPANSIONS FOR e- i/.m QI-L( z) v 

A3 

A4 

11~ 211-- 1 rn~ + %11 + %t-t) e+ i1T(v+~) (z2 - l)~v;r(1+%11-%1l) 

(43} 

11~ 211- r(l + %v + %1l) e+ i1T(v-~ ) z(z2 - u%v-~/r<%+%11 - %t-t) 

(%rr)~ r(l +II +ll) (z 2 - 1)-l( [ z -(z2 - 1)~jv+~;r(ll + 3/2) 

(44) 

0 

TT ~ 211- r(1 + V +ll) (z2 - 1) ~11-(.?' + (z2 -l) ~]":- 1 -v-J.J. /r(ll + 3/2) 

(45) 

0 

211--1 ['(f.L) (z 2 - 1)-~11- [ z + (z2 - l) ~ ] v+IJ. 

(46) 

2- 1-11- ['(1 +II+ /l) r(-JL) (z2 - 1) ~11- [z + (z 2 - 1)~]V-11-jr(1+V -JL] 

T 1 +11- r<Ji.) (z2 -l)-~11- [ z - (z2- 1) ~ ] v+1J. 

(47) 

2-I -IJ. r( 1 +II+ p) r(-Jl) (z2 - 1)~J.l. (z- (z2 - l)]':' -11-/r(1+v-p) 



3.2 LEGENDRE FUNCTIONS 137 

EXPANSIONS FOR e- iJ.L7T Q::( z) 

a3 b3 c3 

' Remarks 

a" b" c" 

-~v -~v 
~ (41), 2.10(3) 

z2 - ~IL + ~IL 
(43) 

z 2 - l !{,- \{v !{,- Vz.v The upper or lower sign 

-!{fl +~p. 3/2 according as lm z ~- 0 

!{ + p. !{,- fL v + 3/2 

(44) 
-z+(z2-l~ 

(41), 2. H (16) 
2(z 2 -l}~ 

... . .. . .. 

p.+~ l+v +p. v + 3/2 

(45) 
z-(z2 -l)~ 

(44), 2.10 (6) 
z+(z2 -1}~ 

. . . ... . .. 

-v-p. ~ -p. l- 211 (44), 2.10 (3) 

(46) 
2(z2 -l~ 

z+( z 2 -1}~ 

-v+p. ~ +11 l+2p. Re z > 0 

-v-p. ~ -p. l-211 

(47) 
2(z2 -l~ 

(44), 2.10(2) 
-z +(i-l)~ 

-v+p. ~ +J.L l + 211 
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EXPANSIONS FOR e- ip.1T Qf:( z) 

A3 

A• 

< ~ "~ r < ~ + v > < z 2 - l)- ~ [ z - < z 2 - l) ~ 1 ~ + v 1 r (l + v - p.) 

(48) 

1T-~ 2-l-v r(l + v +IJ.) r(- ~- v) cos(IJ.7T) (z2 - l)-~ -~v 

2t-L 77~ r(~ + v) e+ i1rCX +p) (z 2 - l)~J.L [z + (z2 -l) ~ ]JL-v 

X [f(l +II - 11)r 1 

(49) 

-2-JL 1T- ~ cos(u7T) rn + v +IJ.) r(-~- v) e+ i1T(v-J..L) 

x (z2- 1)-~J.L [z + (z2- l)~] I +v-J.L 
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EXP .ANSIONS FOR e- if.J.7T Qi:< z) 

~ b3 c3 

~ Remarks 
a4 b4 c4 

~ + ll ~ -!l ~-II 

(48) 
z+(z2 -1~ 

(44), 2.10 (l) 
2(z 2 -1~ 

1+11-1£ 1+v +!l v + 3/ 2 

~ + ll /l -II ~-v (48), 2.10 (6) 

(49) 
z+(z 2 -1~ 

The upper or lower sign 
z-(z2 -1~ according as Im z ~ 0 

The h.g. series converge 
~ -!l 1+11-!l v + 3/2 nowhere in the cut plane 



140 SPECIAL FUNCTIONS 

3.3.1. Relattoosbetween Legendre functions 

From 3.2 (3) we have 

(1) Pt'(z) = P!v_
1
{z). 

From 3.2 {5) and 3.2 (8) we have 

(2) e i!Lrr ['(v + p. + l) Q~IL(z) = e- i!Lrr ['(v -p. + l) ~ {z). 

From 3.2 (5) it follows by 3.2 (23) that 

(3) Q~ (z) sin [ rr(v +p.)J- Q~v- 1 (z) sin [ 'l'(v -p.)] • 

= rr e it.Lrr cos(vrr) PIL (z). 
v 

From 3.2 (32) and 3.2 {3) we obtain 

(4) . ·[ f' (v + IJ. + l) J QIL(z) sin(p.rr) = Yzrr eiLrrt PIL(z)- l) pv-IL (z) , 
v v f'(v-IJ.+ 

and hence 

(5) 

(6) 
['(v +p. + l) 

PIL (z) = p-IL(z) + (2/rr) e- it.L1T sin(~J.Tt) QIL (z), 
v [' (v - IL + l) v v 

and thus, if IJ. = m (m = 1, 2, 3, • , • ), 

f'(v + m + l) 
(7) P•(z)= p-•() 

v [' (v - m + l) v z • 

From (5) and (3) 

3.2 

e- i!Lrr f'(v- Jl + l) 
(8) p-IL(z) = sin[rr(v -p.)] [Q~(z)- Q~v- 1 (z)] 

v 1T cos(vrr) f'(v +Jl + l) 

or with 1.2 (6) 

(9) Q~v- 1 (z)- Q~(z) = e i!L1T cos(vrr) ['(v + Jl + l) ['(Jl- v) P~IL (z). 

From 3.2(15), 3.2(3), and 3.2(32) 

(10) P~(-z) = e+V7Tip~(z) -(2/rr) .e-i!Lrr sin[rr(v +Jl)] ·Q~(z) 

or 

(11) Q~(z) e-i!Lrr sin[rr(v +Jl>l o=Yzrr [e+ivrr P~(z) -P~(-z)J., 

Hence, replacing z by -z 

(12) Q~(-z) = -e±ivrr Q~(z). 
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In ( 10), (11), (12) the upper or lower sign is to be taken according as 
lm z ~ 0. 

If we replace z by z ( z2 
- ])':~ , v by - f..1. - ~ and f..1. by- v - ~ in 

3.2(3) and compare with 3.2(44) we obtain Whipple's formula 

( 13) Q~(z) = e iJ,J:rr (~rr)~ f'(v + f..l. + l) (z2 
- l)-~ e~~~~ [z (z2 

- n-~ ]. 

Re z > 0, 
which is equivalent to 

(14) 1(-v- f..l.) p~ (z) = ie ivrr (~IT)-~ (z 2 - l)-~ Q::;_:~~ (z (z 2 -1}- Xj 

Re z > 0. 
As z varies from a point on the real axis at which z > 1 to a point on the 
imaginary axis, z (z2 

- l)-~ varies from a point on the real axis to a 
p oint on the cut between 0 and l. As the Legendre function of the second 
kind becomes discontinuous on the cut, we must introduce the restriction 
Re z > Q. 

3.3.2. Some further relations with bypergeometl'ic series 

From 3.2(3) and (11) 

(15) QI-L(z) e- iJ.L7T sin [1l'(v + f..l.) I .1(1- f..l.) 

"~ ~" [•''""(::~)""F(-v,v+l;l-•;~-~z) 
- (:+~)'"F(-v,v+l;l-•;}l+~z)l 

;:6~ h:·; ~: ::::: ;
1
< ~: N ~ ro + v + "l (~ )x J.L 1 <f..l. - v) 

v z-l 

x [ F (- v, v + l; l + f1. j ~ + ~ z) 

- (z- l)J.L J - e + iv7T ;:-1 F (- v, v + l; l + f1.; ~~ - ~z) 

with the upper or lower sign chosen according as lm z ~ 0. 
From (6), 3.2 (3), and ( 16) 

( 17) rr 1(1 + f..l.) pJ.L ( z) = ['(v + f..l. + l) 1(f..1.- v) (:.::.2 )~f.L sin(f..I.TT) 
v z -l 
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(7) 

(8) 

(9) 

SPECIAL FUNCTIONS 

e- i!J:rr QJ..L(x ± i 0) = e ±~ iJ..L7T [ QIJ.(x) + i (rr /2) PiJ.(x)] 1 11 II II 

2xFU~ -~v -~p., l+ ~v- ~ll; 3/2; x 2
) 

['(~ + ~1/- ~ll) f'(- ~I/- ~ll) 

(12) (l- x2 )~1J. 2-J..I.rr- 312 QJ..Ltx) 
11 

3.4 

cot[ ~rr(v + p.)] z F(~- ~v- ~p., ~v- ~IL + l; 3/2; x 2
) 

[' (~ + ~1/- ~ll) f'(- ~I/- ~p.) 

(13) 

~ tan[~ 17 (v + p.)] F (-~ v- ~ p., ~ + ~ v- ~ p.; ~; x 2
) 

['(1 + ~v- ~p.) r(~- ~v- ~p.) 

2 CY.: (x) sin (p.rr) = rr[PIJ.(x) cos(p.rr)- rt + ll + l)) P;J..L (x)] , 
II II l V-p.+l 

(14) P~ (-x) = P~ (x) cos [17(v +fL)}.- (2/rr) ~(x) sin [rr(v + p.)] 

0 <X< l, 
(15) <4' (- x) =- Q~ (x) cos [ rr(v + p.) 1 .- ~" P~ (x) sin [ 7T(v + ll)] t 

0 <X< l, 
( 16) sin [ 7T(v - IL)) .Q~v-l (x) 

IJ. 
= sin [ rr (v + u)] Q~ (x)- rr cos(vrr) cos(ll77) P11 (x), 

(17) f' (v + p. + l) P~J..L(x) 

= ['(v -p. + l) [P:; (x) cos(p.rr) - (2/rr) sin (p.77) Qt(x) 1 t 

( 18) ['(v + p. + l) Q-:; (x) 

= f'(v -p. + l) (Q~(x) cos(p.17) + ~TT p~ \X) sin(p.rr)). 



3.4 

Equation 

(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 

(10) 
(11) 
(l2} 
(13) 
(14) 
(15) 
(16) 
(17) 
(18) 

LEGENDRE FUNCTIONS 

Proved from 

3.2(3) and3,2(12) 
3,2(3) and 3,2(12) 
(3) and (4) 
(1), (3) and (4) 
(6) 
(6) and 3.2 (32} 
(8) and (2} 
(2) and 3,2 (32) 
3,2 (22), (1), and 3.2 ( 12) 
3.2 (40), (2), and 3.2(12) 
3.3 (4), (1), and (9) 
3,3 ( 10), (7), and (9) 
3,3 (12), (2), and (3) 
3,3 (3), (5), and (2) 
(13) 
3.3 (2), (9), and (2) 

For integer m and n we have from (14) and (15) 

(19) p•(-x)=(-l)a+np•(x)· Q•(-x)=(-l)•+n+IQ•(x) 
n n ' n n • 

Fa-x= 0 we find from (11) and (12) 

(20) P~ (0) = '2f 1T -~ cos [ %rr (v + ll)] ['(~ + ~v + %!L)/f'U + ~v- ~!l), 

145 

(21) o:; (0) =-~-I 1TiS sin [ ~rr(v + ll)] ['(% + ~v + %!l)/ f'(l + ~v- ~IL) . 

d ab 
As- F (a, b; c; z) I =- we have from (11) and (12) 

dz z=O c 

Furthermore, from equations (20) to (23) 

(24) PJJ. (x) - (?,; (x) - Q: (x) - P v (x) 
[ 

d d J1. J 
v dx v v dx x=O 
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Since we have from section 3.2 that 

d . d 
p.u (x)- Q.U (x) l.. <Y.: (x)- PJ.L (x) = C(l- x 2)- 1 , 

v dx v v dx v 

the constant C may be determined by putting x = 0 and using (24). Then 
we obtain 

(25) 2 [ d d J (l - x ) p.u (x)- Q.U (x) - QJ.L (x) - p~-t (x) 
v dx v v dx v 

221-t r c 1 + ~ 11- + ~ v) r <~ + ~ 11- + ~ v) 

f'(l + ~v- ~p.) f'(~ + ~v- ~p.) ' 

3.5. Trigonometric expansions for P~ (cos e) and Q~ (cos e) 

We put z = cos e ± iO, (z 2 
- l)l{ = e± i~7T sine in 3.2(45) and obtain 

(l) e-iJ.L7T Q~ (cos e ± iO) [' (v + 3/2) =TTl{ 21-t [' (v + IL + l) e±l{ iJ.L7T 

x (sin e)J.L e+ iB(t +v+~-t> F(~ + /L, l + v + p.; v + 3/ 2; e+ i28 ) , 

and hence by means of 3.4(8) and 2.1 (2) 

f' (v + 1L + l) 
(2) pi-t (cos e) = "-~ 21-t+l (sin e)J.L __ __;_ __ 

v f'~+~~ 

X ~ (~+IL)z(l+v+p.)z L ----'~---__..:_ sin [ (2l + v + IL + l) e]. 
z =o l ! (v + 3/ 2) l 

Similarly from 3.4 (2) 

(3) 
f'(v + p. + l) 

Ql-t ( cos e)= TT~ 2.U (sin e)P. ---'---
V f'(v + 3/ 2) 

xI (~+p.)z(l+v+p.)z 
Z=o l!(v+3/ 2) 1 

cos [(2l + v + 11- + l) eJ .• 

Both series are convergent for 0 < e < TT. In the same manner we obtain 
from 3.2 (44) 

(4) e-i~-t7TQ~(cos e ±iO) f'(v + 3/ 2) =TTl{( 2 sin e)-~ e+i [ ~7T+(v + l{ Je] 

x F (~ +~.t, ~ -p.; v + 3/ 2; ±ie~i e \ f'(v + p.+ l) 
2sme) 

arrl hence by means of 3.4 (8), 3.4 (2), and 2.1 (2) 
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(5) r (v + 3/ 2) p~ (cos e) = 2)4 (rr sin m-~ r (v +fl. + 1) 

x ~ (-1)1 (~+fl)z(~ -~£)z 

1f 0 
ll (2 sinO} 1(v + 3/ 2) 

1 

x sin [ (v + l + ~) fJ + (~. ll + ~) rr + ~ lrrl1 

(6) r (v + 3/ 2) Q~ (cos e) = " )4 (2 sin fJ)- )4 r (v + fl + 1) 

x ~ (-l)l (% +1£)r(~- fi.)r 

zfo ll(2sin0)1(v + 3/2)1 

X cos[(v+l+~) O+(~ ll+~)rr+ ~ lrrj .. 

As can be s e en from (4), the expansions (5) and (6) are convergent if 
rr / 6 < f) < 5rr/ 6. From 3.4 (5) and 3.2 (20), 3.2 (7), and 3.2 (3), respectively 

(7) r u -~£) PJJ. <cos e) v 

=(~sin fJ)-p. F[~ +~ v- ~.fl.;-~v-~ll; 1-~£ ; (sin 8) 2
) • 

O <fJ< rr/ 2, 

(B) r o - fi.) P~ <cos e) 

=(~sin e)-ll- F[l + v -1£,- v -~£; l-1£; (sin ~8)2), 

(9) r o - ~£> PJ.l- <cos e> v 
=(cot %0)J.l- F[-v, v + 1; 1- p ; (sin ~0) 2) , 0 < 8< rr. 

A formula, for P-: (cos fJ) suitable when 0 is s mall (MacDonald, 1914, 
p. 220) is 

(10) p-: (cos 8) = [(v + ~) cos ~(J)-J.l-

x I!JJ- (a) +(sin ~8)2 [(1 / 6) a ! J.l-+3(a) -/J.l-+2(a)+(2a)- 1 
/ Jl+l (a)] 

+ 0 [ ( s in ~ 0)4
) l 

Here a = (2v + 1) sin ~ f) and /A (a) denotes the Besse l function (see 
Ch. 7). 

This expression can be obta ined by writing 3.4 (6) in the form 

P~J.l-(x)=(~::)~JJ. n~o (-
1)" r(v+~~1~;(:~n+1) 

(~ -~.x)" 
X 

n! 

and expressing r (v + n + 1)/ r(v - n + 1) .in terms of powers of v + ~ . 
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3.6.1. Special values of 11. and v 

If p. is a positive integer, 11. = m (m 1, 2, 3, , , , ), we have from 
3.3 (7) and 3.2 (7) 

(l) rev - m + 1) m! p: ez) 

= 2-• rev+ m + 1) ez2 -1)1{• Fe1 +m+v, m-v; 1+m; ~- ~ z), 

and from 3.4 (5) and ( 1) 

(2) rev - m + 1) m! p: (x) 

= e-2)- • rev + m + 1) e1- x2~ • Fe 1+ m+v, m-v; 1+ m; ~ -~. x). 

If 11 is an integer, 3.3 e 1) shows that it is no restriction to assume that 
11 is a non-negative integer, 11 = n, n = 0, 1, 2, , , , , We have to dis­
tinguish three cases: 

ei) If 11. is not a positive integer, the hypergeometric series in 
3 .2 (3) is a polynomial of degree n in z. 

eii) If 11. = m, m = 1, 2, 3, , , , , and n ~ m, (1) and (2) are valid, 
and the hypergeometric series involved are polynomials of degree n - m 
in z. 

(iii) If p. = m, m = 1, 2, 3, .. , , and m > n, then Pt'(z)andP~ ex) 
vanish identically. However rev -p. + 1) P:ez) and rev -p. + 1) P:ex) 

approach finite limits as 11. -+ m, v -+ n. 

It is customary to write P~ez) = P 
11

ez) etc. Often P )z) and Q
11

ez) are 

called Legendre functions, P:(z) and Q~ez) associated Legendre func­
tions. 

From 3.2 e 7) we have 

e3) P)z)=Fe1+v,-v;1;~- ~.z). 

If we differentiate (3) m times with respect to z (m = 1, 2, 3, , , , ) and 
consider 2,1(7), 1.20 e5), 3.2 e7), and 3.3 (7) it follows that 

(4) 
d• f (z) 

P" ( z) = (z 2 -1)l{• 11 

11 dz" 

and hence, with 3,3 ( ll), and 3,2 (8) 

(5) Q•ez) =(z2 -1)X• d" Qv(z) 
11 dz• 

From (4), (5), 3.4 (2) and 3.4 (5) 

(6) 

m = 1, 2, 3, • •, , 

m = 1, 2, 3, • , , , 
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(7) 

m = 1, 2, 3, ••• , -1 < x < l. 

Again from (3), 2.1(7), and 3.2(7) 

(8) p - · (z) = (z2 - 1)-~ .. t ... r p (z) (dz)" 
II 1 1 II ' 

(9) 

Furthermore if 11 is a positive integer, 11 = m (m = 1, 2, 3, • , • )the 
formula 3.2 (32) becomes an undetermined form which can he evaluated 
by applying the usual rules. It results (Hobson, 1931 , p. 205) in 

2rr 
(ll) Q" (z) 

sin (vrr) 11 

= - .-"- P: (z} ·[log (z + 
1
)-2y - t/f(v+ m+ 1)- t/f(v-m+ 1)] 

stn(V17) z-1 

. (z+ 1)1{" "~1 
cos(rrr) 

- e ' "'" - 1.. f'(r -v)f'(r +v+1)f'(m-r) (~-~ z)r 
z -1 r=o r! 

(z+1)~" ~· f'(m +l-v) f'(m+l+v+1) ( ) (' 1 )"+ z 
-- 1.. rrl ~-~z 

z-1 z= 1 l!(m+l)! · 

f'(v +m+ l) cz-1)~" ~ f'(r-ll)f'(r+v+1) - - · .l rr(m -fr) (~ -~ zY 
f'( v -m+ 1) z + 1 r =o r! (r+m)! · 

where 
1 

u{l) = 1 + ~. + ·" +T= tfJ{l + 1) - tfJ{l) = t/J (l + 1) + y, 

u(O) = 0. 

If 11 is a negative integer use 3.3 (2) and (ll) . When m = 0, (ll) becomes 

Q11 (z) =~ P11 (z) [log(::~)- 2y - 2t/f(v + 1) J 
-rr- 1 sin(vrr) l: f' (-v+l)f'(v +l+1)a(l) (~ . -~. z>Z/ (l!) 2 • 

! = 1 

In case if v is also a positive integer, v = n (n = 1, 2, 3, ••• ) we have 

Qn(z)=~Pn(z) [log(::~)-2a{n)J 
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+ i ( -1) 1 (n + l) ! 0 (l) (~ - ~ z) 1/ [ (l ! ) 2 (n - l) !] 
l=o 

(see also 3.6.2). 
From 3.2 ( 16), 3.2 (20), 3 .2 (26), 3 .2 (36), 3.2 (37) and 3.2 (44), 

respectively it is evident that the expressions for p-v+ , pv+2n+! v n v 

P ±(n+~) Qv+n+l Q-v-n-1 Q±(n+~) · _ 0 1 2 d 
11 

, 
11 

, 
11 

, 
11 

In case n - , , , ••• re uce 

to a finite number of terms. In particula r we have 

{
p~ (z) = (277)-~ (z 2 -1)-!41[z+(z 2 -1~]v+~ +[z+(z 2 -1)~]-v-~ l 

(12) 

Q~ ( z) = i (77 /2)~ (z 2 -l) -!4 [z + (z2 -1)~ ]-v-~ , 

( 2 l) -!4 

{
P~ (z)=(2/77)X z- l[z+(z2 -l)X]v+X _[z+(z2-1)X]-v-Xj 
v 2v + 1 

(13) 

( 2 1)-!4 
Q-~ (z) = i(277)~ z - [z + (z 2 -1)~ ]-v-~ , 

v 2v + 1 
and from 3.2 (16) 

{

p ~11 (z) = 2-v (z 2
- 1)~11 ; r(v + 1), 

(14) 

P~11 (cos0) = 2-v (sin 0)11/ r(v + 1). 

From equations (11) to (14) a number of other formulas can be derived 
by applying 3.3 ( 13) and 3. 3 ( 14). 

3.6.2. Legendre polynomials 

A particularly important case of the Legendre function is that in 
which p. = 0 and v is an integer ( cf. also section 10.10). We may assume 
v to be non-negative. From 3.2 (22) we have for n "'0, 1, 2, ••• , 

(15) 
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(-1)n(2n + 1)! 

or, in both cases 

which may be written as 

This is Rodrigues' formula. 

z F (-n, n + 3/ 2 ; 3 / 2; z 2
), 

n(n-1) (n-2) (n-3) 

2•4(2n -1)(2n -3) 
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Thus P n (z) is a polynomial of degree n in z which has the same 
parity as n. 

Pn(-z) ,(-l)nPn(z). 

These polynomials are known as Legendre polynomials. They form an 
orthogonal system for the interval ( -1, 1), and all their roots are real, 
simple and between -1 and 1 (cf. also chapter 10). 

From 3.5 (2) and 3.5 (3) we have 

2zn+2 (n !)2 

( 18) p (cos ('}) = ( ) 
n rr 2n+ 1 ! [ 

n+1 
sin(n+ 1) I'J+ --sin(n+ 3)('} 

2n+3 

and 

(19) 

1 • 3 (n+ 1)(n+2) 
+ -- sin(n+5)8 

2! (2n+3)(2n+5) 

1•3•5 (n+1)(n+2)(n+3) ) 
+ --- ---..,.....,----,-..,..--.....,. sin (n + 7 e + 

3! (2 n+3)(2n+5H2n+7) 
... ] 

22n+1 (n !)2 [ n+ 1 
Q (cos('})= ) cos(n+1)8+--

n (2n+ 1 ! 2n+3 
cos(n+ 3)8 

1 • 3 (n + 1) (n + 2) ( ) 
+ -- cos n + 5 ('} 

2! (2n+3)(2n+5) 

1. 3 · 5 
+ ---

3! 

(n + 1) (n + 2) (n + 3) 
cos(n + 7) e + 

(2n+3) (2n+5)(2n+7) 

o < e < rr. 
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From ~~~::O~ + ~i11 + z F (~, l; 3/ 2; z 2) = + ~i11 + ~ log ( 1 + z ), 
\)- z 

the upper 2r lower sign being taken according as hn z ~ 0, Since 1 - z 
= (z - l) e + i1T, we have 

(20) Q
0
(z) =~log (z + 

1
), 

z -1 

and from 3.4 (12) 
2 

( 
1 

+ x) 
(21) Q

0 
(x) = x F(~, l; 3/ 2; x ) = ~log -- . 

1-x 

Equation 3.2 (13) gives for 11 = 0 and 11 = n 

WIP (z), Q (z)l = [P (z)) 2 _..!!_ [ Qn (z) J =- (z 2 - l)-1 

n n n dz pn (z) 

hence 

(22) Q (z) = P (z) Joo (t 2
- l)- 1 [P (t)r2 dt, 

n n z n 

where the path of integration does not cross the cut. As P 
0 

(t) = 1 [cf. 
3.6 (3)], (20) and (22), the l a tter for n = 0, are in agreement. 

Now, Pn (t) is a polynomial of degree n with n distinct zeros t 
1 

, t 
2

, ••• , 

t n say, and as P n (l) = (-1) n P n (-1) = 1, no zero is equal to ± L By 
decomposition into partial fractions we have 

and hence from (22) (z + 
1
) n 

(23) Q (z) = ~p (z) log -- + P (z) L 
n n z -1 n l= 1 

or 

(24) Q (z)=~P (z)log(
2

+
1
\-W 

1
(z), 

n n Z _ i'} n-
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From (24) it is evident that Q n (z) has logarithmic branch points at 
z = ± 1, hut there is no branch point at infinity so that any branch of the 
function is one-valued and regular in the z-plane supposed cut along the 
real axis from - l to 1. 

From (24) and 3.4 (2) 

(26) Q (x)=~P (x) log(l+x'\_W 
1

(x). 
n n 1 _ xJ n-

Substituting (24) in Legendre's equation 3.2 (l) with ll = 0, we find that 
wn-1 (n = 1, 2, 3, ••• ) satisfies the equation 

d 2 W d W dP 
(27) (l- z 2) 

2
"-

1 2z n- 1 + n(n + l) W 1 = 2 --" 
dz dz n- dz 

and hence it can be shown that (Hobson, 1931, p. 54) 

[n!~~] (2n- 4m- l) 
(28) wn-1 (z) = l (n- m) (2m+ l) pn-2• -1 (z). 

11=0 

This is Christoffel's formula. 
Next, let z be any 

fixed point of the w 
plane which does not lie 
on the real axis between 
-l and 1, and apply 
Cauchy's theorem to the 
domain bounded by the 
contours c1 and c2 of the 
figure. Then we have 

2rri Q (z) = J Q (w) (w- z)-1 dw- J Q (w) (w- z)- 1 dw. 
n c2 n c1 n 

If the radius of C 
2 

increases indefinitely, I -+ 0 by virtue of 3.2 (5); 
c2 

and the contribution of the circular arcs to I vanishes with their radius. 
c1 

Thus we have 

2rri Q (z) = r [Q (v- iO)- Q (v + iO)) (z- v)- 1 dv, n _
1 

n n 
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-
and since the expression in the braces is rr i Pn(v), we have Neumann's 
integral representation 

(29) Q (z) = ~ l
1

1 
(z- v)- 1 P (v) dv = (-1)n+t Q (-z). n n n 

Writing (29) in the form 

(30) Qn (z) = ~ Pn (z) l'
1 
(z- v)- 1 dv- ~ J_'

1 
(z - v )- 1 [Pn (z)- Pn (v)] dv, 

we see by comparison with (24) that 

(31) Wn_ 1 (z) =~ r:<z -v)- 1 [Pn(z) -Pn(v)] dv. 

Generalizations of Neumann's formula (29) are(Gormley, 1934, p. 149) 

(32) QJL(z) = ~ e ip:rr (z 2 - 1)J..I/2 f 1 (1- v 2)-JL/z (z - v)-1 P~v) dv 
II -t II ' 

11 + f.1. = 0, 1, 2, ••• , Re 11 > - 1, z not on the real axis between- 1 and 1; 
and (Wrinch 1930, p. 1037) 

P (z) Q (z) =~ J' (z - v)- 1 P (v) P (v) dv, 
n a -1 n • 

n ::; m, z not on the real axis between- 1 and 1, n, m integers • 
. For the Legendre polynomials we have the generating function 

~ hnPn(z) for lhl < minjz ±(z2 -1)~ 1 
n= 0 

~ h-n-t Pn(z) for lh l > maxi z ±(z2 -1)1{1 · 
n= 0 

This may easily be found by expanding (33) in a series respectively of 
ascending and descending powers of h, and using (16). (For a generali­
zation cf. section 3,15). 

On the other hand if z = cosh(u + iv) (u, v real), 

~ hnQ (z) 
n=O n 

converges for lh I < e± u. Inserting here the expression (30) for Q n (z) and 
considering (33), we obtain 

~ Qn(z)hn=~ J' (z-v)- 1 {l-2hv+h 2)-l{dv, 
n= O -1 

or 
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For further results in case of integral values of p. and 11 compare 
Chapters lO and ll, and for results on associated Legendre functions 
with the sum of the degree and the order equal to a positive integer see 
section 3.15 and MacRobert, 1943, p. 1; 1947, p. 332. 

3. 7. Integral representations 

From 3.2 (7) and 2.12 ( 10) it follows at once that 

2-v(z2 -1)-J.L/z Joo 
(l) P~-'(z) = (z +cosh t)~-'-v-! (sinh t) 211 +1 dt 

11 l(fL -11) 1(11 + 1) 0 
Re(-p.) > Re 11 > -1, 

z not on the real axis between - 1 and oo. 

Similarly from 3.2 (45), and 2.12 (14) 

(2) 1 (II -p. + 1) ['(p. + ~) Q~(z) = e iJ.L7T rrl{ 2-1-' 1 (II + p. + 1) (z2 - 1)~-'/z 

X _[
00 [z + (z 2 -1)y, cosh t]'711_~-'_ 1 (sinh t)2J.L dt 

0 ' 

(3) ['(II - ll + 1) [' (p. + ~) Q~( cosh a) = e iJ.L7T 1T I{ 2-1-' 1 (II +p. + 1)(sinh a)~-' 

X Joo (cosh a + sinh a cosh t)-v-J.L-! (sinh t) 2~-' dt, 
0 

both formulas valid for Re (11 ± ll + 1) > 0. 

Setting e v = cosh a + sinh a cosh t in (3) and using 3.3 (2) we obtain 
00 

I{ .(sinh a)~-' 1 ( +l{)v I{ 
Q~-'(cosh a)= (~rr) eJ.L7Tt e- 11 (coshv-coshaf~-'- dv 

v . ['(~ -p.) 
(4) 

a> 0, Re(ll + ll + 1) > 0, Re ll < ~. 

Furthermore it follows from 3.2 (36) and 2.12 (8) that when z is not on the 
real axis between - 1 and 1, 

(5) 
. 1 (II + ll + 1) /: 

QIL(z) = e~-'m 2-v-1 (z2 _ l)-11- 2 
11 

[' (11 + l) 

X J7T (z +cos t)IL-v-! (sin t) 211 +1 dt 
0 Rell>-1, Re(ll+p.+1)>0. 

From3.2(28) and2.12(8) orfrom (5) and3.3(14) we have 

rr-Y, 211- (z 2 
- 1)-11-/z lrr 

(6) PIL(z) = [z + (z 2 - 1)1{ cos t] "':' +IL (sin t)-2
11- dt 

ll [' (\{ - p.) 0 

Rep.< ~; 
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From (6) 

(7) 

SPECIAL FUNCTIONS 

X f' (sin t)-211- (cosh a+ sinh a cos t) 11 +JJ-dt 
0 

3.7 

Re ll < ~; 

and hence with the substitution cosh a + sinh a cos t = e v, 

(8) 
, (sinh a)J.J­

P~(cosh a)= (~77)-~ ---­
r(~ -ll) 

X J (cosh a- cosh v)-JJ--~ cosh[ (v + ~) v] dv 
0 

Re ll < ~. 

Another integral representation may be obtained by considering 
J e (1l+lOv (cosh a - cosh v)-J.1--~ dv taken around the rectangle with 

vertices(± c, 0) and(± c, iTT), and having indentations at the points 
( ± a, 0). Making c -+ oo and using (8) we obtain an integral formula for 
PI-L(cosh a); in this we change v into- v- land then add the two expres-

11 
sions using 3.3 ( 1). The result is 

(9) PI-L( cosh a) { oo 
~(I -~ (sinh a'f f sin(ll1T) cosh[(v + ~) t] • dt 
- ~7T) +~ 

rc~-ll) (cosh t- cosh a)i-L 
a -100 

sin(vTT) cosh[(v + ~) t ] dt} 
(cosh t + cosh a)I-L+~ 

Re ll < ~. Re(v + ll + l) > 0, Re(JL- v) > 0. 

On substituting foriv+~(t) in 7.8(6) from 7.3(31) and changing the 
order of integration, it is found that 

(10) QJ.J-(z) = e i-L7Ti(27T)-l{ (z 2 -l)J.J-/z r(u + ~) 
11 

x \ .L7T (z - cos t)-J.J--l{ cos[(v + ~) t] dt 
- 0 

- cos(vTT) Joo (z + c osh t)-1-L-l{ e-(11+~) tdt I 
0 

Re ll > - ~. Re(v + ll + l) > 0 

where z is not a point on the real axis between l and- oo. Hence, with 
3.3 (9) we have 

r(u + ~)(z 2 - 1)1-Lfi 
(ll) p-1-L (z) = (~ 77)- ~ ----· -----

11 r (v + ll + l) r (ll - 11) 

X J 00
(z +cosh t)-1-L-l{ cosh[(v + ~) t} dt 

0 

Re(ll- v) > 0, Re(ll + v + l) > 0 
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where z is not a point on the real axis between - 1 and- oo, 

Applying Whipple's transfonnation 3.3 ( 13) to ( ll) we obtain 

157 

. r (v + 1) 1 00 

~ 
(12) Q~(z) = e lJ.L7T rc ) [z+(z 2 -1) cosht)-:-v- 1 cosh(~Lt)dt 

V-JL+1 O 

Re(v ± I!)>- 1, vI=- 1,- 2,- 3, .. . . 

Applying 3.3(14,) to (10) 

r(-v) 7T 1 

(13) PI-L(z) = l.i [z-(z 2 -1)~ cost]v cos(JLt) dt 
v rrr(-v-f1) 0 

+ sin (urr) ]
0

00 
[z + (z 2 

- 1) ~ cosh t) v ei-Lt dt I 
Re(v + f1) < 0, Re z > 0, Rev < 0. 

Hence, if Jl is an integer IL = m (m = 0, 1, 2, • •, ) [cf. (1.2.3)],. we have 

rev+ m + 1) f 7T 
(14) P~(z)= ( [z+(z 2 -l)~ cost]l;'cos(mt)dt 

"r v + 1) 
0 

This equation may be written 

r (v + m + l) /7T [ ( 2 )~ 
(15) P~(z)= 

2
rrf'(v+

1
) z+ z -1 

-7T 
cost]!;' e iatdt 

Hence, substituting t =til - tjF we obtain 

( 16) 
f'(v + m + 1) 

P~(z) cos(mtjF) = ( ) 
2rr r v + 1 

27T 
x .{ [z + (z 2 - l)~ cos(il>- tjF)]V cos(mil>) dil> 

r (v + m + 1) 
(17) P•(zJ sin ;(mtjF) = ( ) 

v 2rr r v + 1 

X l27T[z+ (z 2 - 1)~ cos(il>- tjJ-)]1;' sin(mil>) dil> 
0 

Re z > 0. 

Re z > 0. 

Re z > 0, 

He z > 0. 

In case tjF = 0, ( 16) may be extended to unrestricted values of m 

andRe v >- 1 (Erdelyi, 194,1, p. 351). 
In case m = 0 a generalization of (16) is (Whittaker-Watson 1927, 

p. 329) 

(18) Pv[ z z ' -(z 2 -1)~ (z' 2 -l}~ cost/F) 

= (2rr)- 1 J27T[z + (z 2 - 1)~ cos(tjF- il>)]v 
0 

x [z' + (z 12 - 1)~ cos i1>] ·v- 1 dil> Re z > 0, Re z' > 0. 
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Other expressions for P i:(z) may be derived from the previous results 
by means of 3.3 ( 1). 

By means of 3.4 (5), 3,4 (8), and 3.4 (2) simila r expressions for P/: (x) 
and Q~(x) may be deduced. From 3.4. (8) and (2) with z = cos e we obtain 

(19) 1(11 + ~) 1(v -11 + l) P{:(cos e) = irr- '1. 2-J.L 1(v + 11 + l) (sin e)f-L 

X [ f
0

00 
(cos fJ + i sine cosh t)-v-f-1.-l (sinh t) 2f-L dt 

- Joo (cos e- i sine cosh t)-v-f-1. -l (sinh t)2f.L dt] 
0 

R e 11 > - ~i, R e (v ± 11 + l) > 0. 

And from 3,4 (2) and (2) 

(20) r (11 + Yz) 1 (v -11 + l) Q~( cos e) = 7T 'I. 2 -f-1.-l 1 (v + 11 + 1) (sin e)J.L 

X ( f
0

00

(cos e + i sine cosh t)-v-J.L-I (sinh t) 2J.l-d t 

+ fooo (cos e- i sine cosh t)_"_f-1._, (sinh t) 2f-L dtl . 

Re11 > -~, Re(v ± /1+1)>0. 

From 3.4 (8) and (12), and 3.4 (2) and (12) respectively, we have 

i 1 (v + l) 
(21) P~(cose)= . ( ) [e- i'l.f..L7T f

0

00
(cose+i sine cosht)-v-l 

rr1 V-/1+1 

X COsh (/lt) dt - e '!, if..L7T Joo (COS e - i sin e cosh t)-v-l 
0 

x cosh(llt) dt] 

1 (v + 1) '1. . Joo 1 
(22) Qf-L( cos e) = [e- l j.L7T (cos e + i sin e cosh t)-v -

v 21(v -11 + l) o 

X cosh(/lt) dt + e'l. if..L7T J; (cos e- i sine cosh t)-v-l 

x c osh (llt) dt] ; 

both formulas being valid for Re(v ± 11> > - 1, v ,f- 1, - 2,- 3, .... 
From 3 .4 (5) and (6) 

(23) P~( cos e) 

= (cose+i sine cost)" f-L (sint )-2f.l. dt 
rr - '1, 21-L (sine)-f-L17T + 

r <~ -11) o 

and from 3.4 (5) and (13) 

(24) P~(cos e) 
e 'l. if..L7T 1(-v ) 
----- [ .[7T (cose-i s ine cosht) v cos(llt) dt 

1(-v -11) 0 

ne 11 < ~ 
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+ sin(wr) J;' (cos{)+ i sin{) cosh t) 11 eJ.Ltdt] 

0 < {) < rr/2, Re(-v -fl.)> 0. 

From 3.4(5), (16), and (17) 

r (v + m + 1) 
(25) P~(cos {)) cos(rru/J) = im -:---=::-:--..,.,--

2rr rev+ 1) 

X 12TT [cos {) + i sin {) cos (cf> - 1/J)] 11 cos (mcf>) dcf>, 
0 

r (v + m + 1) 
(26) P~(cos {)) sin(rrujf) = i" -----

2rr r (v + 1) 

x _£2TT [cos{)+ i sin{) cos(<l>- t/J)] 11 sin(mcf>) dcf> 0 < {) < rr/2. 

In case rr/ 2 < {) < rr the expression on the right-hand side of (25) and (26) 
can he evaluated by means of 3.4 (14). 

With the substitution cos {) + i sin {) cos t = e iv we find, from (23), 

(27) pu( cos{)) = U2rr)-y, (sin {))J.L 
ll . r();2 -fl.) 

x fo8 (cos v - cos {))-J.L-Y. cos[(v + );2) v] dv 

0 < {) < TT, Re f.1. < );2 . 

This is the Mehler-Dirichlet formula. 
Furthermore, (Copson, 1945, p. 81) 

(28) Q (cos()}=~ in+ I J7T I sin tIn (sin{)+ i cos{) sin t)-n-l dt. 
n -7T 

The formula 

(29) r(f.J.) p -1-L (z) = (z 2 - 1)-J.L,h J.z p (t) (z- t)J.L-I dt, 
ll I ll 

valid for Re f.1. > 0, z not on the real axis between - 1 and 1, may easily 
he proved from 3 .6(3) and 2.1(7). The integral J,z (t- 1)n (z- t)u-l dt, 
which occurs in the proof, may he evaluated by the s ubstitution 

t=v(z-1)+1 

and 1.5 ( 1) as 

(z - l) n+J.L r (n + 1) r(f.l.) / r (n + 1 + f.J.). 

In the same manner 

(30) r(f.J.) p-1-L(x) =(l- x 2 )-J.L/2 r p (t} (t-x)J.L-I dt 
ll X ll 

by means of 3.6(3), 1.5(13), and 3.4(5). 

Re f.1. > 0, 
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Similarly we have 

(31) r(l-t) Q-M{z) = e-J.Lni (z 2 -l)-J.L/2 ("CO Q (t) (t- z)J.L-I dt 
11 Jz v 

Jz J > 1 , Re t-t > 0, Re(v -ll + l) > 0, 

by means of 3.2 (5), 1.5 (2) and the substitution t = vz + z. 
Furthennore from 3.2(45) and 2.12(15) 

(32) ro~ -I!) Q~(z) = e iJ.L7T 2J.L IT~ (z 2 - 1)J.Lfi [z + {z 2 - l)~j-~~-~ 
x _(,., e-(II+J.L+I)tl(1- e-1) [z + (z 2 - 1)~- ze- t+(z 2 -l) e- 9tdt 

Rell < ~. Re(v +t-t + 1) > 0. 

The correspondingexpressions for P/:(z), Q~(cos (}), and P.t:(cos (}) 
follow by means of 3.3 (9), 3.4(2), and 3 .4 (8) respectively. 

The formula 

2Jl. r (1- 2j.L) (z 2 - 1)-J.L/z 
(33 ) P J.L (z) = --:----:-~--..,.----,------,. 

II r{l-1-t)r(-t-t-V)r(ll- 1! + 1) 

X _[
00 

(1 + 2tz + t 2 )J.L-~ t-l-v-J.Ldt 
0 

Re(j.L +v) < 0, Re(j.L-v) < 1, Jarg(z ±1)J <77 

may be proved by writing 1 + 2tz + t 2 = (l + t) 2 [1- 2t (1 + t)- 2 (1- z)},, 
expanding the integrand in a series, integrating tenn by term, and using 
1.5 (12), 2.1(2), and 3.2 {7). For representations of the Legendre functions 
as loop integrals see Hobson, 1931, pp. 183 -200, 236-243, 266. 

3.8. Relations between contiguous Legendre functions 

The recurrence formulas for the Legendre functions may be derived 
by applying Gauss' relations between contiguous hypergeometric func­
tions, 2.8. So, we have from 3.2 (14) and 2.8 (30) 

(1) PJ.L+2{z) + 2(" + 1) z(z 2 -1)-~ p J.L +1(z) v ~ v 

= (v- t-t) (v +I! + 1) P~(z) 

from 3.2 (28) and 2.8 (28) 

(2) (2v + l) z P~ (z) =(v-I!+ l) P/:+
1
(z) + (v + t-t> P~_ 1 (z) 

and from 3.2 (24) and 3 .2 (4) 

(3) PJ.L (z) - PJ.L (z) =- (2v + 1) (z2 - 1) ~ pJ.L- 1(z) v -1 v+l 11 • 

The following fonnulas may be derived from (l) to (3) 

{4) (v -t-t) (v -ll + l) P~+~z) - (v + ll) (v + t-t + l) P.;:-_ 1 (z) 

= (2v + l) (z 2 -1)~ PJ.Lv+ 1(z), 



3.8 

(5) 

(6) 

(7) 

(8) 
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P 1-L (z)- zPI-L(z) =- (v-, + 1) (z 2
- 1)~ pi-L- 1(z) v-t v ,... v ' 

z PI-L(z) - P 1-L (z) =- (v + ,) (z 2 - 1)~ p1-L- 1(z) 
v v+t ,... v ' 

(v- !L) zP~(z)- (v + !L) Pv~1 (z) = (z 2 -1)~ PI-L:'(z), 

(v -!L + 1) l-*+
1
(z)- (v +!L + 1)zP1-Ltz) = (z 2 -1)~ p 11-+1(z). v v v 

Differentiating 3.2 (7) and using 2.1(7) 

(9) 
dP,:(z) ~ 1 !LZ 

= (v + f.L) (v- f.L + 1) (z 2 - u- p!-L- (z)- ----:--- p!-Lv (z). 
dz v z 2 - 1 

Eliminating p~- 1 (z) by means of (6) it follows that 

dPI-L(z) 
(10) (z 2

- 1) v = (v- !L + 1) P~ 1 (z)- (v + 1) z PI-L(z) 
dz v v 

= vz P~(z) - (v + f.L) P ~- I (z). 

It may easily be shown that the formulas ( 1) to (10) a re valid for 

Q~(z). ' . 
With PI-L(x + iO) = e -~ tJ.L7T PI-L(x) we have the following recurrence 

v v 
relations for Legendre functions on the cut: 

(ll) p~+2 (x) + 2(f.L + 1) x(1- x2)-~ PJ.Lv+'(x) + (v- !L) (v + f.L + 1) P:(x) =0 , 

(12) (2v + 1) x PI-L(x) = (v- !L + 1) p11- (x) + (v + f.L) P~-t (x), 
v v+t 

(13) P~-t (x)- P~+t (x) = (2v + 1) (1- x2)~ p~- 1(x), 

(14) (v -(.L) (v -(.L + 1) P~+t (x) -(v +(.L) (v +!L + 1) P~-t (x) 

= (2v + 1) (1- x 2)~ p1-L+ 1(x), 
v 

(15) PI-L (x) -xPI-L(x) =(v _, + 1) (1-x2)~ p!-Lv-'(x), v-1 v ,... 

( 17) (v- f.L)X P~(x) - (v + f.L) P~_ 1 (x) = (1- x2)~ p~+ 1 (x), 

(18) (v- f.L + 1) P~+t tx)- (v + f.L + 1) x P~(x) = (1- x2)~ p~+t ( x), 

dPI-L(x) 
(19) (1- x 2) v = (v + 1) x PI-L(x) - (v- f.L + 1) P:7+t (x) 

dx v 

=- vx P~(x) + (v + !L) P~-t (x). 
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Here again it can be shown, that the formulas ( ll) to ( 19) are valid 
for the Q~(x). 

From (2) we have Christoffel's first and second summation formula 

n 
(20) ((- z) L (2m+ l) P (z) P (() 

It =0 Jl • 

= (n + l) [Pn+1 (() pn (z) - pn (() pn+1 (z) ],, 

(21) ((- z) f (2m+ l) P (z) Q (() 
Jl = 0 m '" 

3.9.1. Asymptotic expansions 

For large positive R e c, the hypergeometric series F (a, b; c; z) is an 
asymptotic expansion in c, even when the series does not converge, 
provided only that z is not a real numbe r > l. Hence, for fixed z and v, 
and Re 1.1. -+ oo,3 .3 ( 17), 3.3 ( 16), 3.2 (3), and 3.3 ( 15) are asymptotic expan­
sions of, respectively, P:;-(z), Q:;-(z), P;;i.L(z), and Q-;;(z). The first, 
second, and fourth expansions h old for a ll z save for points on the real 
axis between - oo and - l and + oo and + l, and 3.2 (3) holds for all z not 
on the real axis between - oo and - l. 

For fixed z and IJ., and Re v .... oo, 3 .3 (21), 3.2 (44), 3.3 (21) together 
with 3.3 ( 1) and 3.3 (22) are asymptotic expansions of respectively P ::< z), 
Q;;(z), P':_

11
(z), and Q~)z). The first, third and fourth expansions hold 

for all z save for points on the real axis between- oo and- l and+ oo and 
+ l, and 3.2(44) holds for all z not on the real axis between- oo and + l. 

The expressions 3.5 (5) and 3.5 (6) are asymptotic expansions in 11 of 
P~(cos e) and Q~(cos e), respectively, valid iff ~ e ~ rr- f , f > o. 

Thus we have 

r (v + /.1. + l) ( 7T )v. 
( l) Q~ (cos e) = r(v + 3/ 2) 2 sin e) 

X I cos[(v +liz) e + rr / 4 + Yz ~-trr J + O(v- 1
) I, 

and 

r (v + /.1. + l) ' 
P~( cos e) = (Yz rr sin 8) - X 

r<v + 3/2) 
(2) 

X I cos[(v + Yz)e -rd4+ Yz 1.1.rr) •+O(v- 1 )]~ 

f~ e:; rr-E, E>O. 
For small values of() see 3.5(10). Formula 3.5(9) gives an asymptotic 
expansion in 1.1. of P~JJ.( cos e). 
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The behavior of Legendre functions in the neighborhood of one of 
the singular points, 1, - 1, or oo, may be investigated by means of the 
expansions of sections 3.2, 3,4, and 3,6, The results, together with the 
restrictions that have to be imposed, are shown in the tables on the 

preceding pages. Information about the source of these results follows 
this paragraph. Equation (3), for instance, shows that in the neighbor­
hood of z = l, the function PI-L(z) is equal to [21-L12 (z- l)-1-L/ 2/r(l- 11)] 
+terms of higher order in z- l provided that 11 is not a positive integer, 
This result is derived from 3.2 (3), 

Equation 

(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 

(10) 
(ll) 
(12) 
(13) 
(14) 
( 15) 
(16) 
( 17) 
(18) 
(19) 
(20) 
(21) 

Proved from 

3.2 (3) 
3,6 (l) 
3.2 (32) 
3.2 (32) 
3,2 (36) and 2.10 ( 14) 
3.4 (6) 
3~6 (2) 
3.4 (lO) 
3.4 (lO) 
(7), 3.4 (2), and 3,2 (12) 
3.4(14), (8), and (10) 
3,4 (14), (8), and (ll) 
3,4 (14), (8), and (12) 
3.4 (15), (10), and (8) 
3,4 (15), (ll), and (8) 
3.4 (15), (12), and (8) 
3.2 ( 18) 
3.2 (18) 
3.2 (5) 

3.10. Expansions in terms of Legendre functions 

Some of the integral representations of Legendre functions are of 
the form of Fourier coefficients and may be used to sum certain Fourier 

senes. 
For a fixed e, 0 < e < TT, let 

(cos v- cos e)-1-L-Y, 0::; v < e or 2" - e < v ::; 2 .,, 
f(v) = 

0 e<v <2rr-e. 
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The Fourier series of f(v) may be formed from 3.7(27). This establishes 
the expansion 

(1) f'(~-11)[P~.:Y,(cos$)+2 ~ P~_l-l (cos8)cos(nv)] 
n = 1 

Hence, replacing v by 11 - e and e by 11 - v, 

In a similar manner, from 3.7 (27) 

(2) ['(~ -11) n~O P~(cos e) cos (n + ~) v 

= {:•)' (si" 8)" (cos v- cos W"-' 

o :o:: v < e, 

8<v<11, 

0<8<rr, Reu. <~ . 

(-cos v) cos(ne)] 

v<8<rr, 

o < e < v, 

O<v<11, Re11<~. 

o ~ v < e, 

8<v<11, 

0<8<rr, Re11<~. 
If we expand (z - cos v)-,u-l-1 into a Fourier series (z fixed and not 

on the real axis between-land 1) and use 3.7(10), we obtain: 

(3) O:\ (z) + 2 n~ 
1 

Q~-l-1 (z) cos(nv) 

= e iJ-L7T (~ rr)X 1(11 + ~) (z 2 - 1)1-L/2 (z- cos v)-1-L-l-1, 

R e 11 > - ~. 

z not on the real axis between - l and l. 
Furthermore from 3.7(16) 

(4) Pv(z)+2 I 
111: = 1 

r( ) P :(z ) cos [m(v - ~b)] 
1 v+ m +l 

f'(v + l) 

= [z + (z 2 
- l)X cos(v- ¢)]v Re z > 0. 
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Hence, putting¢ = 0, changing v into- v - 1 a nd using 3.3 ( l) and 1.2 (3) 

r(v- m + l) 
(-l)'" ( P "(z) cos(mv) r v +l) 11 

(5) P (z) + 2 ~ 
1J WI= 1 

= [z + (z 2 - l) ~ cos v ]711 -
1 

Re z > 0 

Dougall's expansion 

sin(vrr) ~ ( l l ) 
(6) P-:(cos e)= L., (-W ------ p-.u (cos e) 

1T n= o v-n v+n+l n 

-rr <O< rr, t.L2:0 

may he proved as follows. We start with the formula 

(7) cos( (v + ~) vl~= sin(vrr) f (-l)n (_I_ - l )cos((n + ~) v) 
rr n = 0 \v - n v + n + l 

- rr < v < rr, 

which may easily he established by evaluating the contour integra l 

j[(z - v) sin(rrz))- 1 cos( (z + ~) v] dz 

t aken around a circle with the origin as center and (N +" ~) rr as radius. 
(N is a finite integer.) Applying Cauchy's theorem and making N -+ oo 

we get (7). Substit~ting (7) in 3.7(27), integrating term by term and 
replacing IJ. by - IJ. we find (6). 

Again from 3. 7 (27) 

p-.u(cos 0) P~A.(cos 0') 

= (~rr}- 1 sm cos( (v + ~)v] (cos v- cos e).U-X dv 
11 ( • m-.u Ie 

r <ll + ~> o 

(sinO ')-A.je' A:, 
x cos[(v + ~)¢]{cos¢ - cos 0 ') -~ d¢. 

r (,\ + ~> o 

Using (7) again and integrating term by term we find 

sin(vrr) 
(8) p~.u(cos 0) P-

11
A. (cos O') = ---

rr 

X ~ (-l)n (-
1

- - l \ p~.U (cos 0) p-} ... (cos 0 ') 
n=o v-n v+n +l) 

- 1T < e + e I< 1T, - 'fT < e - er < 1T, 1J. 2: 0, A ~ 0. 

F urthermore, putting IJ. = 0 and ,\ = m in (8), (m is a positive integer) 
differentiating m times with respect to x and using 3,6 (6), 
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(9) 

p~~);:(•~)')! (-1)• (-1 __ 1 \P:(x)p-n•(x') 

TT n"" a v - n v + n + 1-} 
0 < (} < TT, 0 < (} 1 < 7T , (} + (} 1 < 7T, X "" COS (}, X 

1 
"" COS (} 

1 
, 

(For similar expansions cf. MacRo bert, 1934·) 
From the asymptotic expansions 3 .3 (21) and 3,2 (44) for P n (zr) and 

Qn(z) respectively [cf. 3,9(1)] we find that the right-hand side of 3,8(21) 
tends to 1 when n tends to infinity, provided, that 

lz +(z2- 1)~1 < 1(+((2 -1) ~1. 

and we obtain Heine's formula 

(lO) ((- z)-1 = ~ (2m+ 1) P (z) Q (() • 
• =0 • • 

For numerous other formulas see Dougall, 1919; Darling, 1923; 
Prasad, 1930, pp. 64 ~7; 159; 1931; Shabde, 1931, 1932, 1933; Banerjee, 
1932; Mac Robert, 1934, 1935, 1936. 

3.11. The addition theOI'ems 

The relation 

( 1) P[zz ' -(z 2 -1)~(z' 2 -1)~ coso/]=P (z)P (z') 
v v v 

oo r~-m+U , 
+ 2 I. (-1)• P •(z) P :<z ) cos (mo/) 

• "" t r (v + m + 1) v 

Rez > O, Rez' > O, larg(z-1)l < rr, larg(z'-1)l<rr 

may be proved as follows. We have from 3,10(4), 3.10(5) and Parseval's 
theorem (Titchmarsh, 1932, p. 421) the series 

00 r(v- m + 1) 
2Pv(z) Pv(z') +4 I. (-l)• p•(i) p•(z') cos(rno/) 

• "" t r (v + m) v v 

cc:nverging to 

(1/ rr) Llz + (z2 - 1)~ cos(<l> - o/)) 1;' [z' + (z' 2 - 1)~ cos <1>]-v-t d<l>, 
-TT 

and this latter expression is equal to 

2 P)z z ' - (z2 - 1)~ (z ' 2 -l)~ coso/) , 

by 3,7(18) which establishes (l). 
Furthermore (Hobson, 1931, p. 371) we have by virtue of 3,4 ( 14) 

(2) P v< cos (} cos ()' +sin(} sin (}' coso/) 
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= P
11

(cos (J) P
11

(cos (J 1
) 

+2 l: (-l)" P:,"(cos(J) P'"(cos(J 1
) cos(rmp) 

a=l V 

= pl) (COS (J) PV (COS e I) 

2 f'(v-m+l) 
+ 2 =-:-------,-P~(cos e) P~(cos e 1

) cos(mif!) 
f'(v + m + l) 

• =I 

0 5_ (J < TT, 0 5_ (J < TT, (J + (J 1 < TT 1 if! real. 

Hence, with 3,4(14) 

(3) Ql) (COS e COS e I + sine Sin (}I COS if!) 

= P v< cos e I) Q
11 

<cos e> 

+ 2 l: (-l)• P:,"(cos (J I) Q" (cos e) cos(mif!) 
a =I V 

= P
11

(cos e 1 ) Q
11

(cos e) 

~ f'(v- m + l) 
+ 2 ~ _f'_(_J/_+_m_+_l_) p ~(COS(} I) o: (COS e) COS(rmp) 

a= I 
0 < (} 1 < rr/2, 0 < e1< TT, 0 < e + e 1 < TT, 

From (1) and 3, 3 (ll) 

(4) Q)tt 1 -(t2 -l)~ (t 12 -l)~ cosif!], 
00 

=Q
11

(t) P
11

(t 1
) +2 .~ 1 (-l)• Q~(t) P:,"(t') cos(mif!) 

if! real. 

t, t' real, l < t' < t, vi= -1, -2, -3, .•• , if! real. 

(For similar expansions cf. Cowling, 1940, p. 222,) 

3 .12. Integrals involving Legendre functions 

If w~(z) and w~(z) denote any solutions of Legendre's differential 
equation 3,2(1) with the parameters v, 11. and cr, p, respectively, then it 
follows from 3.2(1), 3.8(10), and 3,8(19) that 

(1) Jb[(v-cr)(v+CT+l)+(p 2 -ll. 2)(l-z2
)- 1 ] u.fL wPdz 

a v a-

= [< l - z 2) EwJ.l. _!!:.___ wP - wP -~ wJ.l. )~b 
11 dz a- a- d z 11 

a 

= [ z (v -a}wJ.l. wP +(cr+p)wJ.l.wfJ 1 -(v+")wJ.l. 1 wfJ]~ v a- v a- - r v- a- a 
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When I.L = p = 0, we have from (1) and 3.8 (7) 

(2) 

If W
11 

and wu denote two Legendre functions on the cut, we find from (l) 
and3.8(17) 

(3) 

The following results can be easily proved from (2) and (3) by the a id of 
theformulasof section 3 .9.2. 

Re u > Re 11 > 0, 

(5) J;'" Q
11

(x) Qu(x) dx =[(o--11) (o-+ 11 + 1)]";" 1 [f/!(o-+ 1) -1/J(II + 1)] 

Re(o-+11) > -1, U+11+1f,O, ll,af,-1,-2,-3, ... , 

(6) 

(7) 

F" [Q (x)] ~ dx = (211 + 1)-1 f/!' (II + 1) 
1 . II Re 11 > - ~. 

.1 J P (x) P (x) dx = 2rr- 2 [(6-- v) (o-+ 11 + 1)]-1 
-1 II IJ 

x l2sin(rrll) sin(rro-) [ljt(ll + 1)- tjJ(o-+ 1)] rt-rr sin(77U-rrll) I 
O"+v+1,b0, 

in particular for 11 = n, a-= m (n, m integers) 

(8) f_\ P n(x) P,. (x) dx = 0, 

(9) 

1 11 1 (10) [P n(x)F dx = (n + ~)- n = 0, l, 2, , .. , 

(ll) I\ O)x> ou<x) dx =[<a--~~) <a-+ v + m- 1 

x l[w(v + 1)- f/!(o- + 1)] .[1 + cos(cnr) cos(vrr)] .- ~" sin(vrr- o-rr)l 

U+ 1/ + 1 /= 0, v, o-f, -1, - 2, -3, ... , 

(12) f [Q)x)]~dx=(2v+1)- 1 l~rr 2 - f/!'(v+1) [1+(cosllrr) 2]1 
-1 

II I= -1, -2, -3, , .. , 

x [1- cos(o-rr- VIT)- 2rr-1 sin(rrv) cos(rro-) [ f/!(v + l)- tjJ(o-+ 1)]1 

Rev > O, Re o-> 0, o-f=v, 
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Re 11 > 0, 

(15) .fo' P11 (x) Po- (x) dx = 211-1 [(o--11) (cr+ 11 + l)r1 

x [A sinO·~ o-rr) cos0~111T} - A-1 sin(~1111) cos(~2o-7T)]; 

(16) J~ Q 11 (x) Qa-(x) dx =[(o--11) (o-+11 + l))- 11c,{l(11 + l)- c,{l(o-+ l) 

- ~" [(A- A- 1 )sin(~ CT71+ ~117T)- (A+ A- 1) sin(~cr" - ~1111}1! 

Re11 > 0, Recr > O, 

(17) ~1 
P

11
(x)Qo- (x)dx=[(u-11)(u+11+l)r 1 

x [A- 1 cos(~111T- ~o-11) - l] Reo-> 0, Re11 > 0. 

In (15) to (17) 

A = f' (\{ + ~ 11) f' (l +~.a} • 

['(~ +~a-)[' (l + ~ 11) 

If in ( 1) 11. = p = m, 11 = n, a- = l (l, m, n, positive integers) we ob­
tain from 3.9 (8), 3 .9 ( 10), and 3.4 (19) 

l ( l)Z+n (n + m)! 
( 18) r Q ~ (x) p i<x> dx = ( -l)• (l )-(l- l) 

-1 -n +n+ (n-m)! 

Likewise from (l) if m, n, l, k, are non-negative integers we obtain 

(19) ~:P~(x) Pi(x) dx = 0 l f, n, 

(20) 11 
p• (x) pk(x) (1- x 2

)-
1 dx = 0 k f, m, 

1 n n 

(21) I_' [P•(x)Jldx=(n+~) - 1 (n+m) ! /(n-m)!, 
-1 n 

and 

(22) 11 
(l-x2)- 1 [P"(x)]~ dx=(n+m)! / [m(n-m)!]. 

1 n 

Furthermore we have 

~ 2-o--l ,..,(1 ~ 
(23) .(p (x) xo- dx = 

17 1 
+ U J 

0 11 f'(l+~o--Yz11)f'(~o-+~11+~/2) 
Re o-> -1. 

This can be proved by substituting 3.2 (3) and 2.1 (2) and integrating 
term by term. Using 1.5 (l) and 2.1 (23) we first find 

J' P (x) xo- dx =(a- + l)- 1 F(-11, 11 + l; CT+ 2; ~) 
0 ll 

= Ta--l (a- + l)- 1 F (a-+ 11 + 2, a- - 11 + l; CT + 2; Y:;) 

and with 2.8(50) the result (23) follows at once. 
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Barnes (1908, pp. 183 ff,) has proved that 

(24) fo1 xa- Cl- x 2
)-M12 P~(x) dx 

(25) 

2/J--1 f'(~+~o) f'(l +~a-) 

f'(l +~a-- ~v- ~ll) f'(~a-+ ~v- ~ll + 3/2) 

Re ll < 1, 
1 

(-It 2'"+1 f"(1-m+v) r xa-(l-x2).;2 p•(x)dx Jo v 

f'(~ +~a-)f'(1+~o)f'(1+m+V) 

f'( 1 +~a-+~ m- ~ v) f'(3/2 +~a-+~ m + ~,v) 

Rea->-1, 

Rea->- 1, m a positive integer, 

(26) { (1- x 2
)-

1 [P~(x)JZ dx =- f'(l + ll + v)/[2u f'(l-ll + v)] 

Re /l < 0, v + ll a positive integer. 

Other integrals involving Legendre and trigonometric functions are 
(Mac Robert, 1940, p. 95, 96; 1947, p. 366, 367): 

(27) J'" (sin t)a-l p-M (cos t) dt 
0 v 

f'(~ +~a+ ~v) f'(~a- ~II) f'(~/l + ~V + l) f'(~/l- ~V + ~) 

Re (a ±~-t) > 0, 

(28) .J; (sinh t) a- l P~M(cosh t) dt 

2-I-IJ. f'(~a + ~ll) f'(~v- ~a+ 1) f'(~- ~a- ~v) 

f'(~ll + ~~~ + 1) rc~ + ~ll- ~v) f'(l + ~ ll -~a) 

Re(a + ll) > 0, Re(v- a + 2) > 0, Re(l- a - v) > O, 

(29) f'(l + ~~~- ~ll) ['(~ + ~v +~a) J"" (sinh t)a-l QM(cosh t) dt 
0 v 

= e i!J.7T 2/1--a f'(~ + ~v + ~ll) f'(l + ~v- ~a) ['(~a+ ~ll)f'(~a-~ll) 

Re(a ± ll) > 0, Re(v -a + 2) > o. 
Furthermore (Shabde, 1945, p. 51) we have 

(30) [f'(v + 1) f'(IL + 1)]2 f P (x) P (x) (I+ x)V+!J. dx 
-1 v /1-

Re(v +IL + 1) > 0. 

For further integrals involving Legendre functions see Chapter 7 and 
Bailey, 1931, p.187; Banerjee, 1940, p. 25; Barnes, 1908, pp. 179-204; 
B. N. Bose, 1944, p. 125; S. K. Bose, 1946, p. 177; Dhar and Shabde, 
1932, p. 177; Mac Robert, 1939, p. 203; 1940, p. 95; 1947, p. 366, 367; 
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Meijer, 1939, p. 930; Prasad, 1930, p. 33; Shabde, 1934, p. 41; Sircar, 
1927, p. 244. For integrals with respect to their degree see MacRobert 
1934, 1935. 

3.13. The ring or toroidal functions 

The ring or toroidal functions arise when Laplace's equation ~V = 0 
is transformed into toroidal coordinates (7J' e' ¢) 

c sinh 7J cos ¢ c sinh 7J sin ¢ c sin e 
( 1) X = y = Z = ------

cosh 7J - cos e ' cosh '7 - cos e ' cosh '7 - cos e 
with the substitution s = cosh '7 and v = (cosh '7 - cos 0) v (s, e' ¢) 

the equation ~V == 0 becomes 

a [ 2 av J a2v 2 I a2v (2)- (s -1)- +- + v/4+(s -1)- - =0. as as ae 2 a¢ 2 

With v == v
1 

(s) v
2

(0) v
3
(¢), this leads to the following differential 

equation for v 1 

( 
2 d2v I dv I 2 I 2 

(3) 1-s) -
2
- -2s -'--+[(v-~)(v+~)-(1-s )";" 1.1. ] .v

1 
=0, 

ds ds 

v and 1.1. being separation parameters. According to 3.2 (1) solutions of (3) 
are 

(4) {P~-~ (cosh 7J) 

= Q~-~(cosh7J). 
The behavior for large values of '7 follows from 3.2 (28) and 3.2 (45): 

(5) r(l-1.1.) p~-l{ (cosh 7J) = 22?t (1- e-ZI') )-J.L e-(v + l{l'T) 

x F (~ . - 1.1., ~ + v - fl.; 1 - 21.1. ; 1 - e- 27J ) , 

( 6) r (l + V) Q~-!4 (COSh TJ) == 7Tl{ e iJ.L7T l (~ + V + IJ.) ( 1 - e- 2:rJ) J.L e- (V +){ )7) 

x F(~+f1.,~+V+1J.;1+v;e-27J), 

Special cases of (4) are 

(7) P -){{cosh 7J) = (~rr cosh '7/2)- 1 K(tanh 7J/2), 

(8) Q_l{ (cosh 7J) = 2e-7J 12 K(e-'TJ), 

(9) Pl{ (cosh 7J) == (rr/2)- 1 e'TJ / 2 £[(1- e-27J) ){ ] .. 

K and E are the complete elliptic integrals of the first and second kind 
respectively (cf. also Darling, 1923; Lowry, 1926; Airey, 1935). 
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All other properties and representations of the ring functions follow 
from the formulas of the earlier sections of this chapter. (For an expan­
sion theorem involving toroidal functions cf. Banerjee, 1938; 1942.) 

.3.14. The conical functions 

The differential equation 

(l) (l-z2) d2w -2z dw -[p2 +~ +(l-z2)-1 JL2] w = O 
dz 2 dz 

(p is a real parameter) is a special case of 3.2 ( 1) with v = - ~. + ip. 
Solutions of (1) are 

{2) P~~+ip(z) and Q~~+ip(z). 

The conical functions are solutions for a real argument x numerically 
less tha n unity. 

(3) P~~ + ip ( cos 8) and Q~~ + ip (cos 8). 

The principal properties of these functions can be obtained from the 
general results regarding P::(cos 8) and Q~(cos 8). For instance from 
3.5 (7) and 3.5 (8) 

p2 + {~) 2 . 2 
(4) - P-~+ip(cos8)=l+ 

22 
(sm()} 

[p2 +{~)2J[(p2 + (3/ 2)2] 
+ 2 2 (sin 8) 4 + 

2 • 4 
0 :<;: 8 < ~ IT, 

(5) 

0:;: 8 < 1T, 

and it is seen that conical functions of the first kind are positive for real 
p. A special case of (5)is 

P -~ (cos 8) = (~ IT)- 1 K (sin 8/2). 

K is the complete elliptic integral of the first kind. (cf. also Darling, 
1923; Lowry, 1926; Airey, 1935.) 

Formulas similar to those of Neumann, 3.6 (29) and Heine, 3.10 (9) 
respectively, have been given by Mehler, 1881, p. 193: 

(6) IT P -~ + ip(-x) =cosh (prr) .(' (v- x)- 1 P -~ + ip (v) dv x < I, 

{7) 
_1 loop tanh piT 

(y-x) =rr P_v+ . (y)P_v+·(-x)dp. 
cospiT " •P " •P 

0 
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These formulas are a special case of the following inversion formulas 
(Mehler, 1881, p. 192; Fock, 1943). 

(8) f(t) = t tanh (rrt) J;oo P .... ~ + it(x) g (x)dx, 

(9) g(x) = .C P -){ + it<x) f(t) dt. 

All other properties and r epresentations of the conical functions 
follow from the formul as of the earlier sections of this paper. See also 
Mehler, 1881 and Neumann 1881. For an expansion th eore m involving 
conical functions see Banerjee, 1938, p . 30. 

3 .15. Gegenbauer functions 

3.15. 1. Gegenbauer polynomials 

Gegenbauer's polynomial C~(z) for integral value of n is de fined to 
be the coefficient of h n in the expansion of (1- 2hz + h 2 )-v in powers 
of h (cf. also section 10.9): 

(l) 

Since 

(1-2hz+ h 2)-v = (1- h)-zv [1 + 2h(l- h)-2 (1 - z)rv 

1: (-2) ~ f'(s + ;.,) (1- z)• h •(l- h)-zs-zv / [s! f'(v)] 
s=O 

and 

h5 (1- h)-zs-zv = ~ f'(m + 2s + 2v) h"+•j[m! f'(2s + 2v)],. 
II =0 

the coefficie nt of h n in (l) is found to be 

(2) l
n (-1) 1 [' (v + l) [' (n + 2v + l) (~ - ~ z) 1 

cv ( z) = . ' 
n l=o ll f'(v) f'(2l + 2v) (n -l)! 

and by means of 1.2 (3), 1.20 (5), and 2.1 (2) we find that 

(3) 
['(n + 2v) 

cv(z) = F(n + 2v, -n; v + Yz ; Yz -~ z) 
n f'(n + 1) f'(2v) 

n = 0, 1, 2, •••• 

From (3) and 3.2 (7) 

(4) cv (z) = 2v-l{ 1 (n + 2v) [' (v + ~) (z 2 - 1)!4' - l{v 
. n 

x Pn~;.:'~ (z)/[f'(2v) f'(n + l)] 
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From (4) and 3,2 (22) 

(5) C~n(z) = (-l)" f'(v + n) F(-n, n + v; ~; z 2)/ [n! f'(v)], 

(6) ~n+ 1 (z) = (-l)" 2 f'(v + n + l) z F(-n, n + v + 1;3/ 2; z 2 )/ [n! f'(v)]. 

From (3), (5), and (6) 

(7) CV (l) = (-l)" C' (-l) = f' (n + 2v)/ r n! [' (2v)). 
n n 

From 3.2 (23) 

(B) CV(z) = (2z)" ['(v + n) F(-~ n, ~ - ~ n; l- v- n; z- 2)/[n! f'(v)], 
n 

S ~n 
(9) cv(z) =[f'(v)F 1 ~ (-l)• f'(v + n- m) (2z)"-2a/lm! (n- 2m)!]. 

n • =0 

Hence it can be shown that 

x (- 2)" [' (v + n) f'(2v + n) /[n! [' (v) [' (2v + 2n)]. 

From (9) 

d" 
(11) -- [C 11 (z)] ~=- 2 n [' (v + n) / f' (v). 

dz" n 

A trigonometric expansion of C~(cos ¢) may be obtained as follows. 
We write 

(12) (l-2h cos¢ +h 2)-11 =(l-hei¢)-v(l-he-i¢)-v 

and expand the left-hand side and each of the two factors on the right­
hand side in powers of h. Thus we have 

~ cv (cos ¢) h" [[' (v)F 
n=o n 

= l ~ f'(s+v)h•eis¢ /s !ll ~ f'U+v)h 1e-i1¢jl!] , 
s=o l=o 

and comparing coefficients of h" on both sides 

[[' (v)l ~ c~ (cos¢) 

= i: f'(m+ v) f'(n- m + v) e- i(n-2 • 1¢ / [m! (n- m)!] , 
• =o 

or 

(13) ~ [[' (v)l ~ c~ (cos ¢) 
~~n 

~ f'(m + v) f'(n- m + v) cos[(n- 2m) ¢]/[m! (n- m) !]. 
"=o 
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When n is even, only half of the last tenn (corresponding tom=~ n) must 
he taken. 

From (13) 

(14) lim f'(v) C~(cos rj>) = 2n- 1 cos(n¢) n = 1, 2, 3, •• •• 
v->O 

From the identity 

(1- 2h cos¢ + h 2)- 1 = (2i sin¢)- 1 

x[(1-hei<f>)-1 e'<f>-(1-he-i<f>)-1 e-i<f>] 

we obtain the result 

(15) C ~ (cos¢) = sin[(n + 1) ¢).,(sin¢. 

To establish the orthogonality relations of Gegenhauer's polynomials, 

(16) J 1 
cv (x) cv(x) ( 1 - x2)ld~ dx = 0 _

1 
n r nl=r, 

(17) J l ( ( )] 2 ( 2 -~ 2
1
-2V" f'(n + 2v) cv X , 1- X )V dx = , 

-1 n n! (v + n) [f'(v)J2 

we write the integral on the left-hand side by means of ( 10) in the fonn 

cv(x) -- [(1-x )n v-1'.11 dx (-2)n f'(v + n) r(2v + n)1. 1 dn 2 + u 

n I f'(v) f'(2v + 2n) r dxn · · • 
-1 

Integrating n times by parts and using (ll) we obtain (16) and (17). 
From (16) and (17) with C~(x) = 1 we have 

., {0 n = 1, 2, 3, ... , 
(18) fo C~(cos ¢)(sin ¢)2V drf> = 

2-2V rr f'(2v + 1) [f'(1 + v)]"7 2 

n = 0. 

The addition theorem for the c:(z) has been given by Gegenbauer 
( Gegenbauer, 1893, p. 942) 

(19) [f'(v)]~ C~[z z
1 
-(z 2 -1)~ (z~ -1)~ cos¢], 

=f'(2v-1)[ ~ (-1) 1 4 1f'(n-l+1)[r(v+l)]~(2v+2l-l) 
l=O 

X (r(n + 2v + l))"7 1 (z 2
- 1)~ 1 (z~ -1)~ 1 C~~: (z) C~~ l(z 1 ) 

XC~-~ (cos rp )) • 

From (18) and (19) 

(20) l"' cv(cosi/J cosi/J' +sin~/~ sini/J' cos¢)(sin¢)2V-I d¢ 
0 n 

= 2w- 1 n! (['(v)} ~ c;:(cos 1/J) C~(cos 1/J ')/f'(2v + n) Re"' > o. 
(For further integral formulas cf. Watson, 1944, pp 367 -369.) 
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3.15,2 Gegenbauer functions 

From 2.1 ( l) it is to be seen that (3) with n replaced by a (a arbitrary) 
is a solution of 

(21) (z 2 -1) w" +(2v + l) zw' -a (a+ 2v) w=O. 

We therefore define Gegenbauer' s function for arbitrary (possibly complex) 
values of a by (3) or (4) with n replaced by a. 

From (4), 3. 7 (6), 3, 7 (8), and 3, 7 (34), respectively 

(22) CV(z) = 11-~ r(a + 2v) r(v + ~)/[r(v) r(2v) rCa+ l)] a 

x .f'" [z+Cz2 -l)l< cost]'T(sint)b-'- 1 dt Hev > O, 
0 

(23) C~(cos ¢ ) = 2v 11-~ r(a + 2v) r(v + ~)/ [r(v) f'(2v) rCa+ l)] 

x (sin ¢) 1
-

2v J ¢ cos[(v +a) v] (cos v- cos ¢)v- 1 dv 
0 

Rev>O, 0 < ¢ < 77, 

(24) C:Cz) =- 77- 1 sin(a77) J
0

00 

(l + 2tz + t 2) - v t-~ 1 dt 

-2 < Rev < Rea < 0, \arg(z ±1)\ < 11 . 

(For further integral representations cf. Dinghas, 1950.) 
The Mellin inversion of this last relation is 

(25) (l+2tz+t 2)-v=~i[c+{sina77)- 1 taC~Cz) da 

c- 100 

- 2 < R e v < c < 0. 

From (4) and section 3.8 

(26) (a +2) C~+2 (z) =2Cv +a+ l) zC~+ 1 (z) -(2v +a) ~(z), 

(28) (a+ 2v) C~(z) = 2v [ C~+ 1(z)- z C~~~ (z)) ~ 

(29) a C~(z) =(a - l + 2v) z C~_ 1 (z)- 2v(l- z 2
) c::_:

2
1 (z), 

d 
(30) dz C~(z) = 2v C~~: (z). 

From 3,3 ( 1) and (4) 

(31) C~(z) =- sin(a77) C..:'a -wCz)/[ sin77(a + 2v)). 

A second solution of Gegenbauer's differential equation (21) is easily 
found to be 
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1 r(v)r(2v+a) 
(32) D~(z) = 2- -a. r( ) F(v +V. a, v +~+~a; v+a+1; z 2

). 
v+a+1 

The D~(z) satisfy the same recurrence relations as the C~(z). 
A relation between D~(z) and C~(z) analogous to Christoffel's re­

lation between Qn(z) and P n(z) [cf. 3.6(24), 3.6(28)1 has been given by 
Watson (1938) 

(33) DV(z) = ['(2v) cv(z) foo (t 2 - l)-v-!0 dt 
n n z 

- [' (2v) (z 2 - 1)~ -v [ ~f !0] (v + rz- 2m- 1) 
11 =o 

(1- v). (2v +rz-m). 
X ~----~--~----~ 

(n-m),+1 (v)il+l 

3.16. Some other notations 

Rev > 0. 

The factor e iJ.L7T in the definition of Q~( z) 3.2 (5) is often omitted. 

(MacRobert). 
In the definition of Q~(z) given by Barnes, the factor e iJ.L7T in 3.2(8) 

is replaced by 

sin[rr(v + J.t)] 

sin(vrr) 

furthermore the factor e iJ.L7T on the left-hand side of 3,4 (2) is omitted. 
Ferrers' associated Legendre function (Mac Robert, 1947, p. 307) is 

denoted by TJ.L(x) and is identical with pJ.L(x) (- 1 < x < 1). v v 
A different notation for Gegenbauer' s functions is used by C hu and 

Stratton, 1941. Instead of (4) and (32) respectively we find 

CV(z) = (z 2 - 1)-~V pv (z) 
a a+v ' 

They satisfy the following differential equation 

(z 2 - l) w" + 2(v + 1) zw -a (a + 2v + 1) = 0. 
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CHAPTER IV 

THE GENERALIZED HYPERGEOMETRIC SERIES 

4.1. Introduction 

Gauss' hypergeometric series F (a, b; c; z) has been generali zed by 
the introduction of p parameters of the nature of a, b, and of q parameters 
of the n ature of c . The ensuing series 

(l) 
[

a1 , ••• ,ap;z] 
P Fq = F (a · p · z) p q r ' t' 

P 1 • • • • , Pq 

I (a,),; 

n =I (pI )n 

is known as the generalized hypergeometric series. Gauss' series in the 
present notation is 

2 
F1 (a, b; c ; z) = F [

a, cb ; z] 
Here 

(2) (a)o = 1, (a)n = a(a + 1) ••• (a+ n- 1) = r(a + n)/r(a) 

n = l, 2, , , , , 

and z is a complex variable. In general (that is, excepting certain in­
teger values of the parameters for which the series terminates or fails 
to make sense) F converges for all finite z if p ~ q, converges for 
lzl < 1 if p = q + l, !nd diverges for all z I= 0 if p > q + l. 

The numbers a 1 , ••• , a P are called the numerator-parameters and 
p 1 , •• ,, Pq ,are referred to as denominator-parameters. 

The senes F is not the only generalization of Gauss' series. The p q 
hyperg eometric equation is a linear differential equation of Fuchsian 
type, but, while the series (l) also satisfies a linear differential equa­
tion, this is not of Fuchsian type. Thus the differe ntial equa tion can be 
used as the bas is for another generalization in which one c onsiders the 
generaliza tion to he the solution of an equation of Fuchsian type of 
higher order. In this connection L. Pochhammer (1870) has investigated 
the most general homogeneous linear differential equation of the n-th 
order which has singularities at a 1 , a

2
, •• • , an, oo and is such that the 

182 
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general solution in the neighborhood of every singularity av (v l, 2, 
, n) is of the form 

~ c (z - a )" + zP ~ c 1 (z -a )" 
• =0 • v .. =0 ll v 

where c 
0

, c 
1 

, ••• , c n-
2 

and c ~ are arbitrary constants. Similarly, the 
expansion for large z of the general solution is assumed in the form 

z(T :f g z- II + z T ~ g I z- " 
II =0 a Jll = 0 a ' 

where g
0

, ••• , g n-
2 

and g~ are arbitary c_9nstants. It can be shown that 
the differential equation is determined by these postulates. 

The point of departure for another generalization is Schwarz's s­
function ( cf. 2. 7.2) which maps a half-plane on a triangle formed of three 
circular arcs. Koppenfels (1937, 1939) has studied the function which 
maps the area bounded by four circular arcs on a half-plane, assuming 
that two of the four angles of the curvil1inear quadrilateral are rr/2 and 
the other two either TT /2 and 3rr /2 or 3rr /2 and 3rr /2. 

E. M. Wright (1935, 1940) has investigated the asymptotic behavior 

of the sum 

f f'(a 1 +{3 1 n) ••• f'(ap+8Pn) z 

n=o f'(p
1

+1!
1

n) •••f'(pq+!Lqn);! 

for large I zl. Here the {3 rand the 11 tare real, positive and 
q p 

l + }; IL t- k {3 ·> 0. 
t=1 r=1 r 

If all the 11 t and B·r a:re equal to unity, this reduces to a multiple of 
F. 

P Heine's hypergeometric series are discussed in section 4.8. For 

further generalizations see Chapter 5. 
The following conventions will be observed throughout this chapter: 

The values of the q parameters p 
1 

, ••• , p in F are always dif-
q p q 

ferent from 0, -l, -2, .... 
If the variable z in q+ 1 F q is not equal to unity, we assume tacitly 

lzl < l. 
If the variable z of q+

1 
Fq is unity, we always assume 

q q+1 

Re l }; p t- }; 
t= 1 r= 1 

a I> 0. r 

If the variable z in a F is unity it will be omitted. 
p q 
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4.Z. Differential equations 

The function P F is defined by 4.1 ( l). The series was introduced by 
Clausen ( 1828) in the case p = 3, q = 2; the notation is that of Poch­
hammer as modified by Barnes. If one of the a r is a non-positive integer, 
the series terminates; the cases in which one of the p tis a non-positive 
integer are excluded. 

If p = q + 1 and 

(1) s=Re(p + .. ·+p -a -· .. -a ) 
1 q 1 q+1 ' 

then the series in 4,1 (1) converges for all lzl = 1 if s > 1; it converges 
for all lzl = 1, z F 1 if 12 s ~ 0 and is divergent if s ~ 0. The proof is 
the same as the one given in 2,1,1 for 

2 
F

1
• 

Let o denote the operator zdl dz • Then u = F satisfies p q 

(2) I o (o + p - 1) ... (0 + p - 1) - z (o +a ) ••• (o + a ) l u = o. 
1 q 1 p 

which is equivalent to the general equation of the type 
q 

(3) I, zn- 1 (a z-b )Dnv+a
0

v+zqDq+ 1 v=O 
n==1 n n 

or 

(4) (a z- b) D v +a v + z q (1- z) n q+ 1 v = 0 
n n 0 

q?. p, 

p=q+1, 

where an, b
11

, are constants, an/: 0 and D = dldz. For (3), z =0 and 
z = oo are singular points, of which z = 0 is of regular type (cf. Poole 
1936, Chapter 5); (4) is of Fuchsian type ( cf. Poole 1936, p. 77) with 
regular singularities at 0, oc, 1. For a set of linearly independent solu­
tions for the neighborhood of z = 0 and z = oo see section 5,4, There and 
.in the greater part of the literature, only the "general" case is inves­
tigated where none of the p t and none of the differences p r- p 

0 
, a r- as 

(r I= s) is an integer. 
In the case p ~ q, E. W. Barnes (1906) gave the asymptotic expan­

sions for the solutions of (2) in the 11 general" case (see above). L. 
Pochhammer (l893b) considered various forms of (2) and (3) and gave a 
complete set of linearly independent solutions in the form of multiple 
integrals. In particular the cases, q = 3 and q = 4 (p ~ q) were inves­
tigatedby L. Pochhammer (1893 a, 1895, 1898). 

In the case p = q + 1 Pochhammer (1888 b) investigated (2) and (4) 
in the 11 general 11 case and gave multiple integrals which are solutions in 
the neighborhood of z = 0, oc, l. He also showed that there exist p 
linearly independent solutions which are one-valued in the neighborhood 
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z = l. In the case p = 3, q = 2 this had been done already by E. Goursat 
(l883, 1884). Thomae (1869) gave the connection between complete sets 
of linearly independent solutions at z = 0 and z = oo for p = 3, q = 2. This 
has been done for all values of p (= q + 1) by F. C. Smith (1938, 1939), 
who also investigated various special cases where some of the solutions 
of (2) and (4) involve logarithms (some or all of the differences Pr - p s 

may be integers, but the pt- a and the p t themselves are not integers, 
or some or all of the ar- as are integers, but the ar- p t and the ar 
themselves are not integers). 

If v(z) satisfies (2) and if it can he obtained from an analytic function 
w(t), such that lim w(t) = 0, by a Laplace transformation 

t-+0 

v(z) =J00 

e-%tw(t)dt, 
0 

then w(t) satisfies 

(5) l(-1)P+ 1 8(8+1-a ) ... (8+1-a) 
I p 

+ (-1) q+l t(8 + 1) (8 + 2- P ) ••• (8 + 2- P )I v = o 
I q 

where 8 "" ti) /a t. 
For other results on differential equations satisfied by functions 

involving generalized hypergeometric series see Chaundy (1943). 

t.3. Identities and recWTeoce relations 

(1) 

T. Clausen (1828) proved that 

[ 

2 a, a+ b, 2b; z 
[F(a, b; a+b + %; z)J2 = F 

3 2 a+b+~; a+2b; J 
and he a lso showed that this is the only case in which the square of 
F(a, b; c; z) can be expressed in terms of a 

3
F

2 
of argument z. More 

generally, E. Goursat(1883) proved thatF(a, b; c; z)F(a', b'; c';z) 
is a F of argument z only if either 

p q 

a' =a+1-c, b 1 =b+1-c, c' =2-c 

c - a - b = n + ~.. n = 0, ± l, ± 2, . • • , 

or if a - a 1 
, b - b 1 

, c - c 1 are integers and c + c 1 
- a - a 1 

- b - b 1 = n 
where n = 0, 1, 2, •••• 

W. N. Bailey (1928) gave new proofs for this and for similar results 
by Orr, Preece (l924), and Ramanujan and supplemented their results 
by some new formul as. We have: 

(2) 
0
F

1 
(p; z) 

0
F

1 
(o-; z) 

= 2 F3 (~p +~. U, ~ p +~ o- - %; p, o-, p + o-- 1; 4 z) 
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(3) 0 Ft (p; z) 
0

Ft (p; -z) = 0 F3 (p, Y2P, ~p + ~;- z 2 /4). 

(4) 
2

F
0 

(a,f3; z) 2 F
0

(a,{3;-z) 

= 4 Ft[a,{3, ~(a +f3), ~(a +f3 + 1); a +{3; 4z 2
] 

(5) t Ft (a; p; z) t Ft (a; p; - z) 

= 2 F 
3 
(a, p - a; p , ~ p, ~ (p + 1); z 2 /4) 

(6) t Ft (a; 2a; z) t Ft ({3; 2{3;- z) 

= 2 F)~(a +{3), ~(a +{3 + 1); a+~. f3 + ~. a+ {3; z 2 /4] 

(8) 2 Ft (a, f3; a+ f3 - ~; z) 
2

Ft (a, f3; a + f3 + ~; z) 

= 
3

F
2 

(2a, 2{3, a+ (3; 2a + 2(3 -1, a +(3 + ~; z) 

(9) 2 Ft (a,/3; a +{3- ~; z) 2 Ft (a -1, {3; a +/3 - ~; z) 

= 
3 

F
2 
(2a- 1, 2{3, a + f3 - 1; 2a + 2{3 - 2, a + f3 - ~; z) 

4.3 

The series in (4) converge only if a or (3 is a non-positive integer, but 
(4) is fonnally valid for all values of a, (3, in the sense that a formal 
multiplication of the power series on the left-hand side gives the right­
hand side. The other fonnulas hold at least for I z\ < l. 

For the related fonnulas by Cayley and Orr [ cf. 2.5 (4)] see Bailey 
(1935). The following formula is due to H. B. C. Darling (1932) (cf. also 
Bailey 1935)': 

[
a, {3,y;z] F [1- a,1-{3,1-y;z] 

(lO) 3Fz 3 2 o, f 2- o, 2- f 

= ..:....:2_ F [ a+1-o,f3+1-o,y+1-o;z] 

c-O 3 2 2-o,E+1-o 

[
o- a o- f3 o- y· z] 

x 
3 

F
2 

' ' ' + a product obtained o, 0 + 1- f 

by interchanging o and E . 
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For other relations connected with the identities of Cayley and Orr see 
section 2.5.2 and J. L. Burchnall, T. W. Chaundy (1948). A large number 
of expansions of hypergeometric functions in series of other hypergeo­
metric functions has been given by T. W. Chaundy (1912, 1943). The 
simplest cases are: 

(ll) F(A, B ; C; z) = ~ (-1)' 
r = O 

[A, B, c, -r; 1] 
a, b, C 

z r 
2 

F 1 (a + r, b + r ; c + r ; z) 

~ (-1)' (a)r (b)r 
r=O (c+r-1)rr! 

X F [A, B, c + r- 1, -r ; 1] 
4 3 zr

2
F

1
(a+r,b+r;c+2r;z) 

a, b, C 

00 

(12) 
0

F
1 

(c; pz) 
0 

F
1 

(c'; qz) = L 
n=O 

(13) 1 F 1 (a; c; pz) 1 F 1 (a' ; c' ; qz) 

(pz)n 
2 F

1 
(1- c- n, -n; c'; p/ q) 

n ! (c)n 

= ! (a}n (pz)n F [-a', 1- c- n, -n; -q/p] 

n= o n!(c)n 3 2 c', 1-a-n 

(14) 
2

F
1 

(a, b; c: pz) 
2

F
1 
(a', b'; c ' ; qz) 

= ~ _(a_)n_(b....:.:)n'--(p_z)_n [a', b ', 1-c -n, -n; q/p J 
~ 4F3 , 

n= o n! (c) n c 1
, 1- a-n, 1- b- n 

(15) 
2

F
0

(a, b;pz) 
2

F
0
(a', b'; qz) 

= ~ (a)n(b)n(pz}n3F2 [a', b', -n;-q/ p J 
n~o n ! 1 -a - n, 1 - b - n 

The series in (lS) do not converge unless they terminate; but the coef­
ficients of corresponding powers of z on both s.ides are equal. 

T¥<o functions F are called contiguous if their arguments and para-
P q 

meters have the same value with the exception of one parameter for which 
the values are supposed to differ by ± l. There exist 2p + q linearly 
independent linear r elations between a fixed F and its 2(p + q) contig­
uous functions. The coefficients of these relations are linear functions 
of the variable and polynomials of the parameters. These relations have 
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been given by E. Rainville (1945) for the cases where all of the denom­
inator-parameters are different from 0, -1, -2, . , . and if p ~ q + 1. 

4.4. Generalized bypergeometric series with unit argument in the case 
p=q+l 

Standard types of generalized hypergeometric series. When the para­
meters in q+ 1 Fq (ar;pt; z) are such that 

{l) a +a +•••+a =-l+p +·••+p 1 2 q+ 1 1 q 

the series is called Saalschiitzian. If we have 

(2) l +a = p +a = • • • = p +a 1 1 2 q q+1 

the series is called well-poised. If all hut one of the equations in {2) 
are satisfied, the series is called nearly-poised. Then the pararreters 
can always he arranged, (without changing the series itself) in such a 
way that the breakdown in the equality of sums of pairs of parameters 
occurs with the first or with the last pair; accordingly, q+ 1 F q is called 
nearly-poised of the first or second kind, respectively. 

Saalschiitz' s theorem 

(3) F [
a, b, -n; J _ (c - a)n (c - b)n 

3 2 - ( ) ~ n = 0, 1, 2, , •• , 
c, l +a+ b - c - n c n (c -a - b)n 

which has been proved in section 2.1,5 and stated in 2.1 (30) sums every 
terminating Saalschiitzian 

3 
F

2 
• For a non-terminating Saalschiitzian 3 F2 

we have (cf. Saalschiitz 1891, Bailey 1935, p. 21) 

(
4

) F [a, b, c +f-a- b - l ;] 
3 2 c, f 

r (c) r (/) r (c - a- b) r (f- a- b) 

r(c- a) r(c- b) r(f- a) r(f- b) 

( b )
-1 r(c) r<f) 

+ a+ - c 
r(a) r(b) r(c +f-a- b) 

x 3FZ [c -ca--a~: ~,b; ~;f-a- b] · 
Again, this is a special case of one of a large number of linear relations 
between three series 

3 
F

2 
; for a full account of these see Bailey (1935, 

Chapter 3). 
Every well-poised 

3 
F

2 
of unit argument can be summed in terms of 

gamma functions. The result is 
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(5) 
[ 

a, b, c J 
3 F 2 1 + a - b, 1 + a - c 

r(l +~a) r(l +a- b) r(l +a- c) T (1- b - c +~a) 

ru +a) ru-b+ ~a) ru- c +~a) r(l +a- b -.c) 

This is Dixon's theorem (cf. Dixon 1903, Watson 1924, Bailey 1937 and 
MacRo bert 1939). Other cases where a 

3 
F 

2 
of unit argument can be 

evaluated are: 

(6) [ a, b, c; J 
3 F2 ~(a + b + 1), 2 c 

r (~) r (c + ~) r (~a + ~ b + ~) r (c + ~ - ~a - ~b) 

r(~a + ~)/r(~b + ~) r(c +~-~a) r(c +~-~b) 

(Watson's theorem, cf. Whipple 1925) and 

(7) 3 F2 [ f,a~~: ~ _c;J 
1T r(f) r(2c + 1-f) 2 1 - 2

<' 

r(c +~a+~- ~j) r(~a + ~f)r(c+~+~b-~f)r(~b+~f) 

(Whipple's theorem, cf. Whipple 1925). 
Dougall's theorem sums a terminating well-poised 

7 
F

8 
of unit argument 

with a special value of the second parameter: 

(S) [ a, l +~a, b, c, d, e, -n; J 
7 F 8 ~a, 1 + a - b, 1 + a - c, 1 + a - d, 1 + a - e, 1 + a + n 

(1 +a) (1 +a-b-c) (1 +a- b- d) (l +a- c- d) 
= (1 +a: b) (l +a- c) "(l +a- d) (1 ~a-b-c- d)" · 

n n n n 

where l + 2a = b + c + d + e - n and n = 0, 1, 2, ••• (Dougall 1907). 
There exists a large number of transformations of series q+l F q with 

unit element, i.e., formulas which express one such series by one or 
more others, in many cases with varying values of q. A simple example 

is: 

[ 
-n, b, c, d; J (w- d)n 

(9) 4F3 1-n-b 1-n-c w = (w) 
' ' n 

[ 
d, 1-n-b-c, -~n, ~-~n, 1-n-w; ] 

x 5 F4 1-n-b, 1-n-c, ~(l+d-w-n),l+~(d-w-n) 
which transforms a terminating nearly-poised 4 F 3 of the second kind 
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into a 
5

F
4

• For this and for results of a more difficult type see Bailey 
(1935 Chapters 3 to 6), Whiw le ( 1935, 1937), MacRo bert ( 1939), Mitra 
(1942), Bose (1944). 

4.5. Transfonnations of
9

+ 1 F9 
and values for arguments other than unity 

Except for the connection between generalized hypergeometric series 
of argument z and z _, which are solutions of the same differential equa­
tion (cf. Thomae 1869, F. C. Smith 1938, 1939) no linear transformations 
of q+ 1 F q seem to be known in the general case if q > l. In certain cases, 
quadratic and cubic transformations exist for 3 F

2
, e.g., 

[ 
a, b, c; z ] 

(l) 3 F2 1 +a- b, 1 +a- c 

[

1+a-b- c, ~a, ~a+~;-4z(l-z)-2] 
=(1-z)-a F 

3 2 1 + a - b, 1 + a - c 

(Whipple 1927) and 

(2) [a, 2b-a-1, 2-2b+a; z/ 4] 
3 Fz b, a- b + 3/2 

( 
_ [a/ 3, a/3 + 1/3, a/ 3 + 2/3; -27 z/[4(1-z) 3~ 

=1-z)a F 
3 

2 b, a - b + 3/2 

which have been proved by Bailey (1929). Bailey also gave a linear 
transformation of a nearly-poised 

3 
F

2 
of the first kind: 

(3) (1- z)2a-l F [ 2a- 1, a+ ~. a- b- ~; z] 
3 2 a - ~. a + b + ~ 

= 1-z F • ( ) 2b _ 1 [ 2 b - 1. b + ~. b - a - ~; J 
3 2 b-~,a+b+~ 

Burchnall (1948) has proved that a well-poised 
3 

F
2 

of argument x can 
be expressed as a sum of series 

3
F

2 
of argument- (x- 1) 2/ (4x). 

There are a lso a few cases known where a q+! F
9 

can be e valuated 
for an argument ~ 1, e.g., 

(
4

) F [a, 1+~a,b,c;-1 J r(1+a-b)r(l+a- c) 
4 3 ~a, 1+a-b, 1+a-c r(l+a)r(l+a-b-c) 

(cf. Bailey 1935, p. 28, and also Bailey 1929). 
Some special cases: The formulas developed in section 4.4 and in the 

present section contain a large number o.f results which cannot easily be 
proved directly and which have found much atten tion in the literature. 
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For instance, 4.4(5) gives (with a= b = c = -n): 

(5) ~ (-l)r = n [(n)] 
3 

cos ~rrn r(~) r(~ + ~n.) r(l + 3n/ 2) 2" 

r=O r rrr(l+~n)r(l+~n)n! 

If we substitute b = l + a + n in 4.4 (8) and let n -> oo we obtain 

[ 

a, l +~a, c, d, e; J 
(6) F 

5 4 ~a, l + a - c, l + a - d, l + a - e 

r (1 + a - c) r (1 + a - d) r (1 + a - e) r (l + a - c - d - e) 

r (l + a) r (l + a-d - e ) r (l + a- c - e) r (l + a- c -d) 

A special case of this is the Dougall-Ramanujan formula 

oo (-x)n(-y)n(-z)n 
(7) l + 2 I 

n=t (l+x)n(l+y)n(l+z)n 

r (x + l) r (y + l) r (z + l) r (x + y + z + l) 

r~+z+l)r~+z+l)r~+y+l) 

which is valid for Re (x + y + z + l) > O. Another consequence of (6) 
(with a= l, c = l - x, d = e = l) is 

x - l (x - l) (x - 2) 
l - 3 -- + 5 - ..• = 0. 

x + l (x + l) (x + 2) 
(8) 

The series on the left-hand side converges if Re x > l. A large number 
of other special cases is given by Bailey ( 1935, Examples pp. 96, 97) and 
Hardy (1923). 

The truncated hypergeometric series 

I
n (a) (b) 

Y (a b c z) = r r z r 
n ' ' ' l ( ) r=or. Cr 

can be expressed in two different ways in terms of 
3 
F

2
: 

_ [-n, a, b; z] _ . [(2
- n, a, b; z] 

y - 3 F2 - hm 3 F 2 
n -n, c (-> o (- n, c 

and 

(a) (b) [l, -n, l- n- c; z -t J 
Y = n n z" F 

n (c) m! 3 2 l- n- a, 1- n- b 
n 

If z = l we ha ve 

r (a + n + 1) r (b + n + l) [ a, b, c + n; J 
Y n (a, b, c, l) = 1 r ( b 1) 3 F 2 c , a + b + n + l 

n. a+ +n+ 
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rn +a- c) r(l + b- c) 

ru- c) ru- c +a+ b) 

x{ 1 - (a)n+t (b)n+t F [1-a, 1-b, n.+ 1;]} 
(n.+1)!(c-1)n+~ 2 2-c,n.+2 

= F ' ' ' 
r(a+n.+l)r(b+n.+1) c - a c-b·c+n. ·J 

n. ! r (a+ b - c + 1) r (c + n + 1) 3 2 c, c + n + 1 

4.5 

(cf. Bailey 1935, pp. 93, 94). Corresponding fonnulas exist for the trun­
cated 3 F 2 and a special truncated 

7
F

6 
with unit argument (cf. Bailey 

1935, pp. 94, 95). 

4.6. Integrals 

The analogue of the Eulerian integral representations in section 
2.1.3, in the case of the general F has been given by Pochhammer , p q 
(1893 b), Erdelyi (1937), [cf. also 5.2 (2)] and by Pevnyi ( 1940) for 
integral relations of the type given in 2.4 (2). The extension of Barnes' 
integral rep res entation 2.1( 15) to the case of a general F can be p q 
derived from the results in sections 5.3 and 5.6. 

Many definite integrals can be expressed by one or s ·everal series 
F • In particular, the Laplace transform of a F , p .:::; q, is p q p q 

sfooe-st F [a,, ... ,ap;t]dt= F[l,a,, ... ,ap ;s-1] 
0 p q p+l q p,, .... p p,, ... ,p 

q q 

A fonnula by Shanker (1946) gives the Hankel-transform of a 
2 
F 

2
: 

f
0

00 

tp-l{ 
2

F
2 

[p, ~(p + m + 1); ~(p- m + l), ~(p+v+l); ~t 2 ] 

x J
11 

(zt) (zt)l{ dt = (-l)• zp-l{ 

x 2 F2 [p, ~ (p + m + l); ~(p - m + l); ~ (p + v + 1); - ~ z 2 ], 

where 

m = 0, 1, 2, ••. , and Re(p + v + 1) > 0, Re(p- m + 1) > 0, Rep> ~. 

For other special results see section 4.7 and Erdelyi (1938). 

4. 7. Various special results 

H. Bateman (1933, 1934) and Pasternack (1939) investigated the 
polynomials in z, 

Fn (z) = 
3 

F 2 (-n, n + 1. ~ + ~ z; 1, l; l) n = 0, 1, 2, ••• , 
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and Bateman (1936) studied the polynomials Zn (z) and J~· v (z) defined 
by 

n = 0, 1, 2, ••• , 

r (v + n + l + ~ u) 
z-uJnu,v(z)= tr( )r( I )IFz(-n;u+l,v+l+ ~ u ; zz). 

n. u+l v+l+~u 

Bateman's results have been generalized by Pasternack (1937, 1939) 
and by S. 0. Rice (1939). The latter introduced 

Hn(~, p, v) = 
3

F
2
(-r., n + l, ~ ; 1, p; v} 

where n = 0, l, 2, ••• and~. p, v, are complex variables but p ~ -n- l, 
-n- 2, •••. Rice found that 

Hn (~, p, v) 

= r(p) 11 

t.f-l (1- t)p-,f-l p {l- 2vt) dt 
r( ~) r (p - ~) 0 n 

Rep > Re ~> 0, Pn(z) = 
2

F
1 
(-n, n + l; l; ~ - ~z) 

and that 

Hn(~, p, v) r(p- q) r(q) r(~) r(p- ~) 

__ r (p) 

1 
u+ ioc 

r (s) r (q - s) r ( ~- s) r (p - q - ~ + s) H n (s, q, v) ds 
2rri . 

U-100 

0 < Re a < Re q, 0 < Re (~- a) < Re (q - p). 

The generating function of the H n is 

(l-t)-1 
2 F1 [~, ~; p; -4vt(l-t)-2

] 

= ~ tn Hn(~, p, v). 
n= 0 

If Q n (z) is defined by 3.6 (24), then 

~ (2n + l) Q (z) H (~, p, v) = (s - l)-1 
2 F 1 [~, l; p; 2v/ (l- s)] 

n= 0 n n 

If n-+ oc, an asymptotic expression for H n (~, p, 1) is 

r(p)n-z.f r(p)n Z<f-Zp 
- - ----- + (-l)n ---'-----,-------,-
r <r - ~) r (l - ~) r c~- P + l) r (~) 

Rainville ( 1945) gave recurrence relations for the J~· v and showed 
that H (~, p, v) satisfies the four-te rm recurrence relation 

n 
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n (2n - 3) (p + n - 1) H n 

=(2n -1)[(n-2)(p -n+ 1)+ 2(n -1) (2n-3)- 2(2n - 3 Ht+ n-1)v] 

x H n-t -(2n- 3)[2(n -1)2 -n (p -n + 1) + 2(2n -1)( t -n + 1) v] H n-
2 

-(n-2)(2n-l)(p-n+l) Hn_
3

• 

M. C. Fasenmyer ( 1947) proved that 

a 
V a;; [Hn (,;, p, v) + fln-l (,;, p, v)] 

= n[fln(,;, p, v)- fl n-l (t , p, v)] 

and studied the polynomials 

[

-n, n + 1, a1 , ••• , a ; z] 
fn(ai; bj; z)= p+2Fq+2 v 1 b b P 

/ 2t , t ' • •• ' q 

which can be generated by 

(1-t)-' G r -4zt J L (l- t) 2 

where 

[

a
1

, . .. ,ap;y] 
bl' ... ,bq 

i = 1, ... ' p, j ~ 1, • •• ' q 

For recurrence relations, series and integrals involving the f n see 
Fasenmyer (1947) and also Chaundy (1943). A particularly simple result 
is an integral representation for Bateman's Z n (z ): 

2 
Z (z 2

) = rr- ~ Joo e-t I• L (tz ) L (-tz) dt 
n o n n 

where L n (z) denotes the n-th Laguerre polynomial (cf. Chapter 10), and 

[n(t; p; v) = i(4rr)-~ J~o+> (-t)-~ e-tHn(.;, p, -v/ t) dt, 

fin(,;, p, v) =rr- y, f
0

00

t-Y, e-tfn(t; p; vt)dt. 

Erdelyi (1938) has proved the expansion 

e -z /2 

~ An(.\ ~-t + n, t)z" 1 F 1 (A +n+l; 2~-t+2n;z ) 
n= 0 t- z 

where 

A n (.\ IL• t) = f. 
r = 0 
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and 

(-1V 
cr.._ =-- F [-r 1-,\· 2(1-p.)· 2] 

,J-L, r 2rr! 2 1 • ' , , 

which is valid for It I > 1, lzl < 1, f1. .fo 0, ± 1, ± 2, ••.• 
Krall and Frink ( 1949) have investigated a class of polynomials 

y n (a, z ). According to Rainville these can be written in the form 

Yn(a, z) = 
2

F
0

(-n, a+ n- 1; -z) 

where n = 0, 1, 2, •••, and a- 1 :# 0, -1, -2, .... They (a, z) are 
n 

orthogonal polynomials on the unit circle associated with the weight 
function 

(a- 1) 
1 
F

1 
(1; a- 1; -z- 1

). 

They can be expressed in terms of Whittaker's function WK (z) [cf. 
,J-L 

6.9(5)] in the form 

( ) t/ (Zzl t-~aw ( -1) 
Yn a, z = e z ~-~a,n-~+~a z • 

For recurrence relations, a differential equation, and other results for 

y n (a, z) see Krall and Frink ( 1949). 

4.8. Basic hypergeometric series 

The following account of the theory of basic generalized hypergeo­
metric series follows closely Chapter 8 of Bailey (1935). Let q be a 
parameter which in general shall be restricted to the domain lql < l. We 
define 

(l) (a) = (1- a) (1- aq) (1- aq 2) • •• (1- aqn-l) 
q,n 

n = 1, 2, ••• , 

(2) (a) 
0 

= 1 
q, 

for all a and q. [The notation [a] for (a) (where the q is not shown 
n • q,.n 

explicitly) is even more common in the hterature .] 
Then 

(3) 

is a function of z and of r + s + 1 parameters a 1 , ••• , ar;p 1 , ••• , p,; q 
which reduces to 

rFs [a,, a2, • •• 'ar; z] 
P,' •.. 'p • 
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if r = s + 1 and . q --. 1. The function 
2 

ell
1 

was first investigated by E. 
Heine (1878, p. 97-125). rell s is called a basic hypergeometric series; it 
seems that the case r = s + 1 is the only one which has been dealt with. 
For basic hypergeome tric series of two variables see section 5,14. 

The simplest case is that of 1 ell 0 (a; z) which is a generalization of 
the binomial series. It may be shown that 

(4) ,ello(a; z)= ~ (a)q,n z"= noo 1-aq"z 
n~o (q)q,n n= o 1 -q" z 

and therefore 

(5) 
1 

ell
0 

(a; z) 
1 

ell
0 

(b; az) = 
1 

ell
0 

(ab; z) 

(cf, Bailey 1935, p. 66). Other elementary cases are: 
00 

z" 
z 2 l (6) ~ 2 ell I (q, q; q ; z) = 

1- q" q n =I 

f z" 
(7) 2 ell I (q, -1; - q; Z) = 1 + 2 

1 + q" n= 0 

00 z" z 
2 ell, (q, q y, ; q3/2 ; z) = l (8) 

1- qy, 1- qn-Y, n= I 

If we divide (8) by z'l. and replace q, z, by q 2
, q exp (2ix) where xis 

real, the imaginary part of the series becomes 

~ qn+Y, sin(2n + 1) x = Kk sn (2Kx \ 
Lt 1-q2n+l 2 \ J n= o 1T 1T 

=(sinx)q 'l. n 
n=l 

(1 - 2q 2n cos 2x + q 4n) (1 + q 2n- I )2 ( 1 - q4n )2 

(1- 2q2n I cos 2x + q4n 2) 

where sn u denotes Jacobi's elliptic function of modulus k, and where 
k, K, and q are connected by 

(9) q = exp (-rr K 1
/ K), 

This result is pa rt of the theory of elliptic theta-functions, see Chapter 
ll. 

Many of the results in the theory of generalized hypergeometric 
series h a ve ana logues in the theory of basic hypergeometric series, 
This holds in p articular for the theorems on well-poised series. The 
analogue of Dougall's theorem 4.4 (8) .is 
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(ll) 

GENERALIZED HYPERGEOMETRIC SERIES 

[ 

~ ~ b d -n J a, qa , -qa , , c, , e, q ; q 
8$7 ~ ~ N+l a , -a , aq/b, aq/ c, aqj d, aq/ e, aq 

= (aq\,N (aqjcd\,N (aqj bd)q,N (aq/ bc)q,N 

(aq/b) N (aqyc ) N (aq/d) N (aq/bcd) N 
~ ~ ~ ~ 

197 

where be de = a 2 qN + 1 and N = 1, 2, 3, •••• The effect of the presence 
of the four elements qa\ -qa~, a~, -a~ in the function on the left is 
merely the insertion of the factor (l - aq 2

")/ ( 1 - a) in the general term 
of the series. Another important result (which is the analogue of a 
theorem due to Whipple) was proved by Watson (1929): 

[
a, qa\ -qa\ c, d, e, [, g ; a 2 q 2 j (cdefg)J 

(12) 8 <II 7 ~ ~ 
a , -a , aq/ c, aq/d, aq/e, aq/ f, aq/g n r1- aq") (1- aq"/fg) (l- aq"/ge) (l- ag"/ ef) 

n = 1 E1- aq"/e ) (1- aq"/f) (1- aq"/g) (1- aq"/ efg) 

X <II • [ 
aq/cd, e, [, g; q J 

" 
3 efgla, aq/c, aq/ d 

For more general results see W. N. Bailey (1935, 1936, 1947 a, b, 1948 
a, b). A discussion of the state of the theory is also given by Bailey 
(1947a, 1948b). 

Among the consequences of (ll) there are the basic analogues of the 
theorems of Saalschiitz 4.4 (3), Gauss 2.1 (14) and of 2.9 (2) viz. 

[

b, c,q-N;q] (dj b) N(dj c) N <II = q, q, 

3 
2 d, bcq 1 -Njd (d) N (d/ bc) N 

q, q, 

2

<11
1 

[b, c; dj bcJ =ll (1-dq"/ b) (1-dq"/c) 

d n = 
0
(1- dq") (l- dq"/ bc) 

,<I>, [a,:; z] . '<1>, [ab/c ; d ,<I>, [ c/ a, c~b; abz/ c J. 
A large number of identities can be derived from (12). Some of these 

are Euler's identity 

1+ ~ (-1)"[q ~n(3n-l)+q~n(3n+ll]= n (1-q"), 
n= I n =I 

the Rogers-Ramanujan identitie s 
2 

00 q" 
1+ ~ 

n=l (1-q)(l-q 2
) ... (1-q") 
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IT (1-qi+Sn)-1 (1-q4+Sn)-l, 
n= 0 

and a result due to Gauss 
00 

1+ ~ q~n(n+l) 
n= I 

n( 1 q2n) 

1 - 2n-1 • 
n =I q 

For the proofs and for other results see .Bailey ( 1935). 
The basic analogue of Kummer's formula 2.8 (47) has been proved by 

Daum (1942). The result is 

~ [a,b;-q/ b] 
2 I aq/ b 

where 

D.(aq/ b) D.(qa~) D.(-qa ~ ) D.(-q/ b) 

= D.(aq) D.(-q) D.(qa l{/b) 0(-qa~/b) 

noo 1 n+l -q 
O(z)= n. 

n = o 1- zq 
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CHAPTER V 

FURTHER GENERALIZATIONS OF THE HYPERGEOMETRIC 

FUNCTION 

5 .1. Various generalizations 

The classical hypergeometric series 

(l) F(a,f3;y;x)=1+ af3 x+ a(a+1)f3(f3+1) x2+ ,· 
1y 1 . 2 • y(y + 1) 

has inspired the investigation of many functions and series. In this 
chapter we shall be concerned with those generalizations which are 
commonly regarded as hypergeometric functions. Other generalizations, 
for instance, Mathieu and Lame' functions, will be found in other chapters. 

The generalized hypergeometric series 

(2) 
(a

1
) • • • (a ) xn 
n p n 

(p ) ••• (b ) -;;t ' 
I n q n 

where 

(3) 
r(a+v) 

(a)v = r(a) (a)
0 

= 1, (a) n = a (a + 1) • • • (a + n - 1), 

and where it is assumed that the parameters are such that at least one 
of the definitions (3) makes sense, has already been introduced in 
Chapter 4. Here we shall regard (2) as a formal power series and will 
pay no attention to questions of convergence. 

It is usual to define the most general (formal) hypergeometric series 
as a formal power series for which the ratio of two consecutive coef­
ficients is a (fixed) rational function of the index. More precisely, 

oo cn+l = P(n) 
(4) y = ~ c x n, , 

n = 0 n C n Q (n + 1) 

where P and Q are polynomials; we assume that 

Q (n + 1) = (n + 1) Q 
1 
(n + 1) 

where Q
1 

is a polynomial such thatP(n) and Q
1
(n + 1) have no common 

factors. The respective degrees of P and Q 1 are p and q. The factol'-

202 
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ization of P and Q 1 in linear factors at once leads to the expression of 
(4) in tenns of the symbol F , so that essentially (2) is the most general p q 
(fonnal) hypergeometric series. 

The differential equation satisfied by (4) can be written in tenns of 
the differential operator 

d 
8 =x-. 

dx 
(5) 

We have 8x n = nxn and hence for any polynomial operator with constant 
coefficients f(8) xn = f(n) xn. Thus (4) satisfies the differential equa-
tion 

(6) lxP(8)-Q(8)Iy=0 or 

which is of order max (p, q + 1) and has singularities at 0 and oo if 
p f, q +1, and at 0, oo, and at a third, finite, point if p = q + l. 

In connection with this generalized hypergeometric function there are 
two distinct problems: (i) to interpret (2) when p '> q + 1 and the series 
is divergent for every x F 0, and (ii) to find fundamental systems of 
solutions of (6) for the neighborhood of every singularity. 

A further generalization introduces basic hypergeometric functions. 
For these see Chapter 4. 

Hypergeometric functions of two or more variables are similarly 
defined. For these see section 5.7. 

MACROBERT'S E- FUNCTION 

5.2. Definition of theE- function 

MacRobert ' s E -function arose from an attempt to give a meaning to 
the symbol pFq when p > q + l. For p ~ q + 1 we have 

r (a,) .•• (a ) 
(l) E(p;ar:q;p.:x)= r(p,)···(pq) 

x F (a
1

, •• • ,a ;p 1 , ••• ,p ;-l/x) 
p q p q 

where x f, 0 if p < q and \x\ > 1 if p = q + l. 
For p:? q + 1 we have 

(2) E(p;ar:q;p.:x)= 
p 

IT I r<a.- ar) 

-! •= 1 a. 
------- r(ar) X r 

r= 1 
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X q+!F p-1 [ar, ar-p 1 + 1, ... , ar-p
9

+ 1; 

ar- a,' .• •' *' ••• 'ar- ap + 1; (-l)P+q X] 

where lxl < 1 if p = q + 1. The prime in II' indicates the omission of the 
factcr r (a - a ); the asterisk in F the omission of the parameter a - a + r r r r 
l; an empty product is to be interpreted as l; and zero or negative in-
teger values of the a r are tacitly excluded. Similar conventions will be 
observed throughout this chapter. The asymptotic expansion, for x -+ oo, 

- ~(p- q + 1) rr < arg x < ~(p- q + l) rr, of (2) is given by the right­
hand side of ( l). Originally (MacRo bert, 1937 -1938),£ was defined by 
the multiple integral 

(3) 
r (a +1) 

E (p; a : q· p · x) = --:---..,--,....----L-----:----:­
r , • . r (p - a ) r (p - a ) • • • r (p - a ) 

, , 2 2 q q 

p-q-1 

X II 
v= 2 

-A a -1 
r"" e q+v A q_+v d>.. 

J o q+v q+v 

where larg xl < rr, p :C q + 1 and the ar and p • are such that the integrals 
are convergent. The equivalence of (2) and (3) can be proved ( Mac 
Robert 1937-1938). 

Other related functions are the ?-function which arises when (2) is 
written as 

p 

(4) E(p;ar:q;p.:x)= ~ P(ar;p-1;a.:q;pt:x) 
r= 1 

and two further functions, denoted by Q and H, which are multiples of 
P and E respectively (MacRobert 1937-1938). An alternative notation 
forE (p; ar: q; p,: x) is E (a 1 , ••• , a : p 1 , • • • , p q: x). 

Several particular cases of the E -function arise from (1) by means of 
the formulas developed or quoted in Chapter 4. From (2) and (3) some 
further interesting particular cases arise among which the most important 
are the expression of the modified Bessel function of the third kind, 

(5) (2rrx)~K (x)=e-zcos(vrr)E(~+v, ~-v: :2x) 
v 
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[MacRobert 1937-1938 (12)], and that of Whittaker's W-function 

(6) r0~- k- m) f'(~- k + m) x-k eXx Wk, .. (x) 

= E (~ - k- m, ~- k + m: : x) 
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[ MacRobert 1941(25)]. It may be noted that W"'·" (ix) Wk, .. (-ix~ may also 
be expressed in terms of theE -function [ MacRobert 1941 (15 )] as can 
other combinations. The £-function itself is a particular case of Meijer's 
G -function [ cf. 5.6(2)]. 

5.2.1. RecWTence relations 

A basic system of recurrence formulas has been g iven by MacRobert 
[ 1941, equations (20) to (24)]. The three most important formulas are 

(7) a 1 xE(a 1 , ... ,aP:pl'"''pq:x) 

= x E (a 1 + 1, a 2 , .. • , a P : p 1 , ... , p q : x) 

+ E (a 1 + 1, a 2 + 1, .•• , a P + l: p 1 + 1, •.. , p q + 1: x ), 

d 
(8) - E(a 1 , ••• , a : p 1 , ••• , p : x) 

~ p q 

= x- 2 E (a1 + 1, ... , ap + 1: p 1 + 1, ... , p 
9 

+ 1: x), 

and 

(9) (p
1
-1)xE(a

1
, ••• ,ap:p

1
, ••• ,pq:x) 

= x E(a
1

, ... , ap: p
1 
-1, p 2 , ... , pq: x) 

+ E(a 1 + 1, ... , ap + 1: p 1 + 1, ... , p q + l: x). 

5.2.2. Integrals 

A few integrals with hypergeometric functions may be evaluated in 
terms of the E -function . A typi cal example [ MacRobert 1937-1938 (21)] 
is 

r(8) x-y 
r (a) r (,8) E (a, {3, y: 8: x) 

which may be proved by substituting 

2
F

1 
(a, {3; 8; -,\) 

Re x > 0, Re y > 0, 
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on the left-hand side and using (3). 
The integral 

Jl U:~ e 
2 
F

1 
(a, {3; y; ~)d~ 

0 

may be evaluated by complex integration; we integrate around a contour 
which is a rectangle with vertices at 0, 1, 1 + ik, ik (k "> 0 )and which 
has indentations at 0 and 1 and then make the radii of the indentations 
tend to zero and k -+ oo, using ( 10). [ Mac Robert 1937-1938 (23); there are 
also a few other integrals in this paper.] 

Integrals with the E -function are discussed in Mac Robert 1941. The 
most important are the integrals of the Laplace or Euler type, but there 
are some more general integrals too. Typical samples are 

l 1 ( 0+ ) 

(ll)-;-;- -oo e~ ~-a- E(a
1

, ••• , ap: p
1

, ••• , p
9

: ~x) d~ 

= E (a 1 , • •• , ap: p 1 , • •• , p 
9

, a: x) - 77 :5, arg ~ :5, 77 , 

(12) Joo - /... {3-l ( / ) d e A E a
1

, ••• , a : p
1

, ••• , p : x A A 
0 p q 

= E(a 1 , ••• , ap, {3: p 1 , ••• , p
9

: x) Re f3 > 0, 

(13) J(O+I e~ ~{3- l E(a 1 , • • • , a : p 1 , • •• , p : x/~) d~ 
- 00 p q 

i/37T E ( f3 - im = e a 1 , • • • , a P , : p 1 , • • • , p 
9 

: xe 1 

- if37T E ( f3 . i7T) - e a 1 , ••• , a P, : p 1 , ••• , p 
9 

• xe 

If p = q + l, this holds provided that ~ = x inside the loop; if p < q or 
p = q and x •> 1, the right-hand side reduces to 

2i sin({377) E(a1 , ••• , ap, {3: p 1 , ••• , p 
9

: -x). 

(14) 1000 f3 1 A a- - ( l + >..)-a- E [a 1' ••• , a 
11 

: p 1' •.• , p 
9 

: (l + >..) x] 

"'r(a- {3) E(a
1

, ••• , aP, {3: p
1

, ••• , p
9

, o: x) 

Re({3) > 0, Re (a- {3) > 0. 

The proof of these formulas is based on the defin ition of the £­
function; (l) or (2) a nd (3) are used according to the values of p and q. 

MEIJER'S G-FUNCTION 

~ .. 3. Definition of the G -function 

Meijer's G -function provides an interpretation of the symbol pFq 



5.3 GENERALIZATIONS OF THE HYPERGEOMETRIC FUNCTION 207 

when p > q + l; this interpretation is in complete agreement with the one 
given by MacRobert 's E -function. In addition, all significant particular 
solutions of a hypergeometric differential equation 5.1 (6) may be ex­
pressed in terms of the G -func tion. 

Originally (Meijer 1936), the G -function was defined in a manner 
resembling 5.2(2). Later (Meijer 1941 c, 1946), this definition was re­
placed by one in terms of Mellin-Barnes type integrals (for which see 
section 1.19). The latter definition has the advantage that it allows a 
greater freedom in the relative values of p and q. Here we shall complete 
Meijer's definition so as to include all values of p and q without placing 
any(non-trivial) restriction on m and n. 

We define 

(l) G'"·" (xla1, ... , ap) 
p,q b b 

1 , • • • • q 

l j=1 J j=1 J 1 
fi r<b.-s) ft ru-a:+s) 

=-- x• ds 
2TTi q P 

II r{l-b.+s) II r(a.-s) 
j= a + 1 J j = n + 1 J 

where an empty product is interpreted as 1, 0 ~ m _::; q, 0 $ n $ p, and the 
parameters are such that no pole of r(bj- s), j = 1, ••• ,m, coincides 
with any pole of r(l - ak + s), k = 1, ••• , n. These assumptions will be 
retained throughout. Whenever there is no danger of misunderstanding we 
shall write more briefly 

(2) 

(3) 

(4) 

G'""(xla) c•"(x) orsimply G(x). 
pq \ bs ' pq 

There are three different paths L of integration: 

L runs from -i oo to +i oo so that all poles of r (b .- s), j = 1, ••• , m, 
are to the right, and all the poles of r ( l - ak + s\ k = 1, •••• n, to 
the left, of L. The integral converges if p + q < 2(m + n) and 
\arg x\ < (m + n- ~p - ~ q) 77. 

L is a loop starting and ending at + oo and encircling all poles of 
r (b .- s), j = 1, ••• , m, once in the negative direction, but none of 
the 

1
poles of r ( l - ak + s), k = 1, ••• , n. The integral converges 

if q ~ 1 and e i ther p < q or p = q and \xi < l. 
L is a loop starting and ending at - oo and enc ircling all poles of 
r ( l - ak + s ), k = 1, •• • , n, once .in the positive direction, but none 
of the poles of r(bi- s), j = 1, ••• , m. The integral converges if 

p ~ land eitherp > q or p = q and \xi > L 
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We shall always assume that the values of the parameters and of the 
variable x are such that at least one of the three definitions (2), (3), (4) 
makes sense. In .cases when more than one of these definitions make 
sense, they lead to the same result so that there will be no ambiguity 
involved. 

The G -function is an analytic function of x; it is symmetric in the 
parameters a 1 , ••• , an, likewise in an+!, ••• , ap, in b

1
, ••• , b., and 

in b 
11 

+ 1 , .. • , b 
9 

• 

With (3) the integral can be evaluated as a sum of residues. If no two 
b1 , j = l, ... , m, differ by an integer, all poles are of the first order and 

(5) c;; (xJ::) 

t 
h= I 

q 

II 
j= • +I 

n 
II r (l + bh- a .) 

j= I J 

p 

r (l + b h - b .) II 
J j= n +! 

x PF
9

_ 1 [l+ bh-al' ... , l +bh-ap; 

l + b h - b I , , , , , * , , , , , l + b h - b q ; (- l) p- 10 
- n X) 

p < q or p=q and JxJ < i 
Similarly if no two a k' k 

from (4) 
l, , • , , n, differ by an integer, we have 

IT I r (a h - a .) ll r (b · - ah + l) 
"" j = I J j = I J 

~~ p q 
II r(a .- ah + l) II r(ah- b

1
.) 

j=n+1 J j=~t+l 

a -1 
X h 

X F 
q p-1 

[ 

l+b 1 -ah, ... ,l+b
9
-ah; l 

l + a
1

- ah' ... , *, ... , l + ap- ah; (-l)q-a-n x-J 
q < p or q = p and Jx J > L 

In these expansions conventions corresponding to those of 5,2 (2) 
hold. 
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5.3.1. Simple identities 

If one of the a ., j = 1, • • • , n, is equal to one of the b ., j = m + l, r . ; 
••• , q (or one of the b ., 1 = l, ... , m, equals one of the a., j = n + l, 

J . J 
••• , p ), then the G -function reduces to one of lower order: p, q, and 
n (and m) decrease by unity. 

(7) G"n/,1 a,, ... ,aP) c•n-• ('Jiaz, ... ,a) 
pq \.x b

1
, ••• , b

9
_

1
, a

1 
= p..:l,q-l \ b

1
, ••• , b;_, 

is such a 'reductionfonnula, and all others are similar. 
Obvious changes of the variable in the integral ( l) give 

(8) xcrc;;~/::)=c~: (xl::::). 
(9) c;; (x-• /:} c;; ~ 1: =!) 
(lO) c;;(xj::) 

X cz ... zn (22p-2q X I ~a,.. ~ar + ~)-
Zp,Zq ~b,,~b,+~ 

n, p, q;:: l 

In ( 10) the duplication fonnula of the gamma function has been used, 
and there is a corresponding fonnula which uses the multiplication 
theorem 1.2 (ll) of the gamma function. 

The most important of these formulas is (9) because it enables us to 
transfonn a G -function with p > q to one with p < q. In this way in 
all discussions p .::::; q may be assumed without loss of generality. Sam­
ples of other fairly obvious relations are 

(ll) (l-a +b )G"n (x Ia,, ••• 'aP) 
1 1 pq b b 

= c·n (x ,a, -1, az: ·::::ap)q + c•n 
pq b,.b

2
, ••• ,b

9 
pq 

m, n;:: l, 
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(13) X -- G an X r = G an X p d ( Ia) ( la 1 - 1, a2 , ••• , a) 
dx pq b 

8 
pq b 

1 
, • • • , b 

9 

+ (a _ 1) G an (x I a r) 
1 pq b 

$ 

(14) ( I
a ) 1 [ 11ib ( . Ia ) can X r = --. e a+l c•+1,n xe-·1Tl r 

pq b 2m pq b 
$ • 

-11ib ( .,a)] - e . .. +t c~+1,n xe1T' b: mS.q-1, 

( I a ) l [ 11ia ( ·1 a ) G"n X r =- e n+1 c•,n+1 xe-17' r 
pq b 2rri pq b 

$ s 

-11ia ( .,a)] - e n+1c~n+1,e1T' b:. n,Sp-1. 

5.4. Differential equations 

From 5.3 ( l) it IS seen that G (x) satisfies the linear differential 
equation 

p q d 
( l) [(-l)r•-n x II (8-a.+l)- D <o-b.)]y=O 8=x -. 

j= 1 1 j = 1 J dx 

Clearly, every differential equation of the form 5.2(6) may be reduced 
to this form by a change of variable. Equation ( l) is of degree max (p, q) 
and on account of 5.3 (9) we may assume p S. q. The solutions of (l) 
have been investigated by Meijer (1946). 

If p < q, the only singularities of (l) are x = 0, oo; x = 0 is a regular 
singularity, x = oo an irregular one. A fundamental system of q linearly 
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independent solutions of (l) for the neighborhood of x = 0 is 

(2) G1•P(xe!p- .. -n-1l7Til a,. •.. ,ap )h=l, ... ,q. 
pq\ bh, b, ..•• bh_,.bh+1 ' ... 'b 

For the neighborhood of the irregular singularity, x must be restricted 
to a sector, and Meijer determines two integers, k, g, so that 

(3) larg x + (q- m- n- 2k + l) rrl < (~ q- ~p + l) 1T 

and 

(4) larg x + (q- m- n- 2h) rrl < (q- p +f) 1T 

for h = g, g + l, . . . , g + q - p - l, where f = ~ if q = p + l, and 
f = l if q ~ p + 2. Then, if x is in the sector determined by (3) and (4), 
the p functions 

(5) G~: (xe(q-a-n-2H1)7T,ah, a,.··· • ah-1' ah+1• •••, ap) 
\ b,, ... , bq 

h = l, . . . ' p, 

and the q - p functions 

(6) G ~; ~· c,-. -"-'"t) h = g, g + l, ... ' g + q - p + l 

form a fundamental system of solutions of (l), 
If p = q, the point x = oo is also a singularity of the regular type 

and, with the conditions (3), a fundamental system is given by (5). In 
this case x = (-l)p-•-n is also a regular singularity, but no funda­
mental system for the neighborhood of this point has been given in the 
literature. 

If p > q, 5.3 (9) may be used in order to reduce the differential equa­
tion to the case already discussed; x = 0 and x = oo interchange their 

role. 
In any case, it is clear from (1) that for fixed p, q, a 1 , ••• , ap, 

b
1

, ••• , b
9

, all (p + l) (q + l) functions 

(7) 0 :5 m :5 q, 

satisfy the same differential equation. 

5.4.1. Asymptotic expansions 

We shall assume p :5 q; the results for p > q can be obtained from 
5.3 (9) by interchanging the role of x = 0 and x = oo. Certain integer 
values of combinations of parameters are excluded, and so are a few 
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other exceptional cases, for example, those in which the coefficient 
of the dominant term of the asymptotic expansion is zero. 

The point x = 0 is a singular point of the differential equation (l), and 
the behavior of G (x )in the neighborhood of this point follows from 5.3(5). 
We have 

(8) G •n (x) = 0 (lxi.B) 
pq as x ... o 

where p .$ q and f3 = max Re bh for h = 1, 2, ••• , m. 

The point x = oo is a singular point of irregular type of (l), and ac­
cordingly the behavior of G (x) as x _. oo is much more involved. The in­
vestigation of this behavior was commenced by Barnes (1907, and other 
papers), continued by other authors (among them MacRobert, 1937-1938), and 
completed by C. S. Meijer (1946). The detailed results are too involved 
to be included here, and only a brief summary (Meijer 1946, § 18) will 
be given. 

As x .... oo, the G -function is of the order of some power of x if p < q 

and if 

(9) n;:::;1, m+n ·>~p+~q, and largxl<(m+n-~p-~q)rr; 

or if 

( 10) q = p + 1, k is some integer, and 

larg x- (m + n - p + 2k - 1)rrl < ~ rr. 

As x .... oo, p < q, the G -function vanishes exponentially if 

(ll) m>~p+~q, n=O, largxl<(m-~p-~q)rr. 

When x .... oo and p < q, the G -function becomes exponentially infinite 
in the regions described below. 

(12) If q ~ p + 2, we must have either 

(i)m+n>~p+~q and largxl>(m+n-~p-~q)rr 

or 

(ii) m + n _:5; ~ p + ~ q and no restriction on arg x. 

( 13) If q = p + 1, let k be an integer, and let 
iargx-(m+n-p +2k)rrl <~rr. 

In this case we must have either 

(i) m + n ~ p + 1 and k ~ 0 or 

or 

k~p-m-n 

(ii) m + n _:5; p and no restriction on the integer k. 

When p = q, the behavior of G (x) as x .... oo follows from 5.3 (6); it is 

that of a power of x. 
For more complete and more detailed results see Meijer 1946 § 18. 
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5.5. Series and integrals 

Of the more involved functional relations for the G-function the most 
important ones are series and integrals. Comparatively few series of 
G -functions have been investigated. The number of known integrals 
is, however, very considerable. Only a few samples will be given here; 
for more details refer to the original papers, mostly by C. S. Meijer. 

5.5.1. Series of G -functions 

A first group of series expansions in terms of G -functions consists 
of the four multiplication theorems (Meijer 1941 c), 

c;;(" 1::: :.·.": ::) 
(l) ~ (l- A) r G an (xI al' • • • ' ap ) 

r! pq b
1

+r,b 2 , ••. ,bq r= 0 

lA- ll < l, m > l, 

(2) = Ab q I _1 (A- l) r G an (x I al' .•. ' a P ) 
r=o r! pq b 1 , ••• , bq-l' bq+r 

m<q, IA-ll<l, 

(3) =Aal-1 I _1 (l-2...)r c·n ·(XIal-r,a2, .•• ,a~ 
r=o r! A pq b 1 , ••• ,bq ) 

n .2. l, R e A > ~. 

(4) = Aa P-I r~ o r\ (~ - l )r GP~n ~I al' ~·~·:. ~.p~l; qa P-) 
n < p, Re A >•~, 

which express G (Ax) as an infinite series of G (x). If p < q and m = 1, 
the restriction lA - ll < l may be omitted in (l) and a similar re­
mark applies to (3) when n = l, p >q. 

The second set of important series consists of the so-called expan­
sion formulas (Meijer 1946). These serve to express a G -function as a 
finite combination of G -functions with the same p, q, but changed 
m, n and are very useful in the investigation of the solutions of the 
differential equation 5.4 ( 1). For instance, the fourth expansion formula 
(Meijer 1946, Theorem 5) expresses a G •n as a linear combination of 
v functions of the type ckl, ll functions otthe type ck,l-l' and another p_q . pq . . 
k _ p. - v functions of ilie same type, under smtable restrictions on 

k, l, m, n, p, q, p., v. 
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5.5.2. Integrals with G -functions 

The most important integrals are those which express the properties 
of the G -function under integral transformations. The Euler transform is 

(5) Jo' y-a(l-y)cr-.8-t c;; (xy I :1' ... 'aP)dy 
\ , .. . , bq 

= r(a-{3) G ... n+t (xla, a,, ... ' aP) 
p+t,q+l b b {3 

1' .... ' q' 

and may be proved from 5,3(1) when 

(6) p+q<2(m+n), \argx\<(m+n-~p-~q)1T, 

(7) Re {3 < Re a< Re bh + l h = 1, ••. , m; 

or from 5,3 (5), for p < q (or for p = q and \x\ < 1), under the conditions 
(7). With a equal to one of the numbers b n+ 1 , • • • , b q or {3 equal to one 
of the numbers a 1 , ••• , an, (5) becomes an important functional equa­
tion of G an. 

The b~havior of G •n under the Laplace transformation follows from pq 

(8) J"" e-Y y -a G ;; {xy I at' ... ' a P) dy 
0 \ b,, ... ,bq 

= c•,n+t (x ,a, a,, ... ' ap) 
p+t,q b b 

t' ... ' q 

valid for example under the conditions (6) and (7), the part referring to {3 
being deleted from the latter. 

The behavior of the G - function under the Mellin transformation can be 
read off 5,3 ( 1) with conditions 5.3 (2). Certain integrals of products of 
G -functions may be eva luated by means of the product theorem of the 
Mellin or of the Laplace transformation. Some such integrals were given 
by Meijer (1936). Meijer also gave generalizations of (5). 

(9) 

The Hankel transform is 

J"" 
0 

-a J ( '1.) G"n(x ,a, ... , aP)d y ll 2y pq \y b t' ... ' b q y 

= c•·n X +t ~ ,a- ~v, 
p+2,q 

a,' , ap , .a+~ v) 
b I, . , . , bq 
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valid for example under the conditions (6) and 

(lO) Re(-a+ ~v+ bh) > -1 h = 1, , , , , m 

Re(-a+a .)<~ j=1, ••• ,n, 
} 

In all these fonnulas the introduction of loop integrals enables us to 
relax the conditions on a [or on {3 in (5)]. Other conditions of validity 
should be possible, but apart from a number of cases in the papers by 
C. S. Meijer these have not been given explicitly. 

A last integral containing (modified) Bessel fun ctions is 

(ll) J; y-a Kv(2y~) c;;fxyla" ... 'aP)dy 
\ b" ... ,bq 

+z ( ,a-~v, a+~v, a 1 , ••• , ap) 
= ~ G ;+~.q X b b 

I' .. • ' q 

valid for example under the conditions (6) and 

(12) Re(-a ± ~v+bh) > -1 h = 1, , , • , m. 

Better conditions have been given by Meije.r [1936, equation (58)) in a 
particular case. 

5.6. Particular cases of the G -function 

Clearly, 

(l) pFq (al' ... , ap; b 1 , ... , bq; x) 
q 

II r (b.) 
j= I J 

p 

II r(a .) 
j=l } 

Gl,p (x~1-a1 , ••• ,1-ap) 
p,q+l ., 0, 1-bl, ... '1-bq 

and by comparison of 5.2 (2) and 5.3 (5) 

(2) E(p; ar : q; {3s: x) 

1 ( ,1,{31'" ' '{3) = GP· X q q+l,p a 1 , ... , ap 
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The importance of the G -function derives largely from the possibility 
of expressing by means of the G -symbol a great many of the special 
functions appearing in applied mathematics, so that each of the formulas 
developed for the G -function becomes a master or key formula from which 
a very large number of relations can be deduced for Bessel, Legendre, 
Whittaker functions, their combinations and other related functions. The 
material for the following list of special G -functions has been obtained 
mainly from several papers by C. S. Meijer. 

(3) G 10 (xl a b) = x~ (a+b) J (2x~) 
02 ' a-b 

(4) G 20 (xI a b)= 2x~ (a+b) K (2x~) 
02 ' a-b 

(5) 

(6) 

(7) G21 fx I~ ) 
12 \ b, -b 

7T~ 
------e~x K (Xx) 
cos b7T b 

(8) G 21 (xl a)=r(b- a+l)r(c-a+l)x~(b+c- 1 >e~xw, (x) 
12 \ b, c •• 

k = a - ~ (b + c + 1), m = ~ b - ~ c 

(9) G ~~ (x I a, b, 2 b - a, 2 b - a + ~) = 17- ~ x b 

X I (23/2 X 11-4) J (23/2 X 1/-4) 
2(a-b) 2(a-b) 

(10) G~(x I a+~, a, b, 2a-b)= 77-~[sin(a - b) "r 1 2- 5
/

2 

x xa [J (23/2 xl/") T (23/2 x1/-4)- I (23/2 x1/4) 
2(a-b) "'"2(b-a) 2(a-b) 

X J2 (b-a) (23/2 X 1/4)] 

(ll) G ~ (x I a, a+ ~. b, b + ~) = x~ (a +b) J
2 

(a-b )(4x 114) 

(12) G~ (xI a, -a, 0, ~) =- 77~ (sin 2aTT)-1 

x [J (ze 17 ii-4)J (ze- 17ii")-J (ze 77 i/4 )J (ze-77 i 14 )] 
2a 2a -2a -2a 

Z = 2 312 
X 

114 
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(13) G~~ (xI 0, ~.a, -a) =11~ i- 1 (sin 2a11r 1 

x [e2a7TiJ (ze-7Ti.t4)J (ze7Til4)-e-2a?TiJ (ze7Til4) 
2a - 2a 2a 

x J (ze --rri/4 )] 
-2a z ~ 2:v2 xl/4 

(14) G~ (xI 3a -~,a, -a-~ a-~)= 277~ (cos 2a17)- 1 

X xa-~ K (23/2 xl/4) [J (23/2 xl/4) + J ( 2 3/2 xl/4)] 
4a 4a -4a 

( 15) G: (x I 0, a- ~. -a - ~. - ~) == 477~ x -~ 

x K (2 312 x 114 ) [ J (2312 x 114) cos a11- Y (2 312 x 114) sin a11] 
2a 2a 2a 

(16) G~ (xI -~, a- ~. -a -~, 0) == -4rr~ x-~ 

x K (2 312 x 114) [J (2 312 x 114) sin a11 + Y (2 312 x 114) cos a11] 
2a 2a 2a 

(17) c:<x I a, b + ~. b, 2b- a)== 17~ 2~ xb K2 (a-b )(2312 x 114) 

X J2 (a-b)(23/2 X 1/4) 

(18) G0~(x I a, a+%, b, b+~)=4rrx~(a+b)K 2 (a-b)(4x 114) 

U9) c:<x 1 a, a+~. b, 2a -b)= 23 11~ xa 

x K (2312 x 114 e7Ti/4) K (2312 x 114 e-?Ti/4) 
2(b-a) 2(b-a) 

(20) cnl'xf ~ \~1T~J2(x~) 
13 \ a, 0, -a} a 

(21) G 11 (X I ~ ) == 17~ J (x~) J (x ~ ) 
13 \ . 0, a, _ a a -a 
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(26) 21 ( 1 ~ ) G 13 x a, 0,- a 

(27) c1;1 (xI ~ \ = rr 312 (sin 2arr)- 1 [P_a (x~) -1 2 (x~)] 
a, -a, o) a 

~ I 
a+ ~ ) TT X~ (a +b) 1 1 

(28) G 21 x - [I (2x~) L (2x~)] 
13 I / b - ( b) b- a a- b a +/2 , , a cos a - rr 

(29) G 21 fx I a+~ ) = TTX~ (a+b) [I (2x~) -L (2x~)] 
13 \ a, a+~. b a-b a-b 

(30) c~fxl a+~ \ = 2rr-~xaK:<x~) 
\ a + b, a - b, 0) 

(31) G ~! fx I a+~ ) = TT

2 
[H 

2
a (2x~)- Y

2
a (2x~)] 

\ a + ~. - a, a cos 2arr 

(33) 

G3
1
1
3 

fxl a \= 2-2a+2 r(l -a -b) r(l-a +b) S2 _ 1 2b(2x~) "\_; a, b, - 'J a , 

G~!(xl a+~ ) =rr 512 2- 1 [cos(b-a)rr]- 1 
b, 2a -b, a 

(32) 

x xa H 11l (x~) Hl 2) (x~) 
b-a b-a 

(34) G22 X -
12 la-1,-b)- r(a+c1)r(a+c2) 

- c1' - c 2 r (a+ b) 

xxa- 1 
2F1(a+ c1,a+c2 ;a+ b ; -x) 

(35) G ~! (xI a+~. a \ = TT~ x a Jb+c (x~) Jb-c (x~) b +a, a- c, a+ c, a- b} 

(36) G x = 2rr" xa I (x ) K (x~) 22 (1 a,a+~ ) " ~ 
24 b+c-2a b-e b, c, 2a - c, 2a-b 

(37) G ;~ (x I O, ~ ) = i 2- 2 rr~ 
a, b, -b, -a 

x [H 11l (x~)H 11 > (x ~) -H 12> (x~)H 12> (x~)] 
a-b a+b a-b a+b 

(38) G 40 x 
2 2

- = TT~ x -~ W (2x~) W (2x~) ~ l ~+a, ~ a) 
24 0, ~. b, _ b a,b -a,b 
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(39) G:O (I a, a+~ ) = 211-~ xa K (x~) K (x~) 
4 

\ a+ b, a+ c, a- c, a- b b +c b-e 

(40) 

(41) G 41 
X 

2
' = ------~ l 

~ 0 ) 2-2 175/2 

24 a, b, - b, -a cos a11 cos b11 

(42) 1 ~ ~~ +a, ~ - a) ~ ~ c:4 X =x- 1T r(~+b-a)r(~-b-a) 
0, ~. b, - b 

x W b(2ix~) W b(-2ix~) a., a, 

• II r(a+bh) 
(43) G~ (x~a-l,- c,'- c2,- c3 )= _h_=_' ___ _ 

\ -b,, -b2, -b3, -b4 3 
II r(a+ch) 

h= I 

x 4 F
3
(a+bt' a+b2 , a+b

3
, a+b

4
; a+c

1
, a+ c

2
, a + c

3
; - x) 

The following combinations of special functions are among those that 
may be expressed in terms of the G -function. 

(44) xJJ. J
11 

(x) = 2JJ. G ~~ (~ x 2 I ~ v + ~ p., ~ p. - ~ v) 

(49) e -:r K (x) = 11~ G ~ (2x I ~ ) 
II V, - V 
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( ) s ( ) - J.L-1 1 
55 ).L 11 X - 2 (1/ 1/ 1/ ) (1/ 1/ 1/ ) · r / 2 - / 2fJ. - / 21/ r / 2 - / 211 + 12v 

G31(1 zl ~+~11 ) 
x 13 ~x ~ + ~11> ~v, - ~v 

(56) J~(x)=7T-~ c:!fxzj . ~ ) 
,~ v, 0, - v 

(57) J (x) J_ (x) = 11 -~ G :! (x 2 1 ~ ) 
11 11 0, v, - v 
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(62) xJ.J- K (x) J (x) = rr -~ 23J.J-12-~ 
l/ l/ 

X G : ( 614 X 41 ~ fl + ~ v, ~fl + ~. ~ fl• ~ fl - ~ v) 
(63) xa- I (x) K (x) = 2-1 rr -~ 

y J.J-

(64) 

(65) 

(66) xa- K (x) K (x) = 2- 1 rr~ 
l/ Jl. 

(67) 

(68) 

1 
(69) x 1 e ~x W (x) = ,_.,---...,..---:-----.--

k,,. f'(~ + m- k) f'(~- m- k) 

21 r. I k + l + l .\ 
x G 12 \x l - m + ~. m + l + ~} 

(70) -~x W ( ) -~ ~ 2k-~ e k,• X = TT X 

xc40(2-2x21 ~-Xk,~-~k ) 
24 ~ + ~ m, ~ - ~ m, ~ m, - ~ m 

X~ 2-(H1)rr-312 

(71) e"' W (2x) = ----------
k,• f'(~+m-k)f'(~-m-k) 

xG42(2\ ~+~k,%+~k \ 
24 

\ ~ m, ~ + ~ m, - ~ m, ~ - ~ TTl} 

221 
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X77-~ 
(72) x 1

Wk •• (2ix) wk •• (-2ix) = -~----~--­r (~ + m - k) r (~ - m - k) 

<41 ( 21 ~ + ~ l + k, ~ + ~ l - k ) 
x G 24 \.¥ ~ l, Yz + ~ l, ~ l + m, ~ l - m 

(73) x 1 Wk •• (x)w ...... <x)=rr-x 

-40~ 21 ~l+k+l,~l-k+l ) 
X G 24 ~ x ~ l + ~. ~ l + l, ~ l + m + ~. ~ l - m + ~ 

r(c) X 

(74) 2 F 1 (a;b, c ;-x)= r(a)r(b) c~(xl- l,- c) 
-a,- b 

r(e) r<f) r(l) 
(75) 4 F3 

(a, b, c, d; e , f, l; - z) = z 
r(a) r(b) r(c) r(d) 

141( I- l, - e, - f, -l ) 
X G44 z 

- a, - b, - c, - d 

5.6 

Other similar formulas are contained in Meijer's papers, in partic­
ular formulas for -Legendre functions and various generalized hyper­
geometric functions. 

HYPERGEOMETRIC FUNCTIONS OF SEVERAL VARIABLES 

5. 7. Hypergeometric series in two variables 

The great success of the theory of hypergeometric series in one 
variable has stimulated the developement of a corresponding theory in 
two and more variables. Appell h as defined, in 1880, four series, 
F 

1 
to F 

4 
[cf. equations (6) to (9) infra] which are all analogous to 

Gauss' F(a, {3; y; x). Picard has pointed out that one of theseseries 
is intima tely related to a function studied by Pochhammer in 1870, and 
Picard and Go ursa t also constructed a theory of Appell's series which 
is analogous to Riemann's theory of Gauss' hypergeometric series. 
P. Humbert has studied confluent hypergeometric series in two vari­
ables. An exposition of the results of the French school together with 
references to the original literature are to be found in the monograph 
by Appell a nd Kampe deFeriet (1926), which is the standard work on 
the subject. This work a lso c ontains an extensive bibliography of all 
relevant papers up to 1926; the list of references given in the present 
chapter is large ly supplementary to Appell and Ka mpe de Feriet 's 
bibliography. 
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Hom (1889) gave the following general definition: the double power 
series 

(l) 

is a hyperg.eometric series if the two quotients 

(2) A a +!,n = f(m, n) 
A 

an 

and A a,n+l 

A 
= g(m, n) 

an 

are rational functions of m and n. Horn has investigated the conver­
gence of hypergeometric series of two variables and established the 
systems of partial differential equations which they satisfy. 

For the special hypergeometric series investigated by the authors 
already named, by Mellin, and by several others, A an is a gamma pro­
duct, that is to say it is of the form 

(3) Yan= ~ r(ai+uim+vin)/r(ai) 
' 

where the a i are arbitrary (real or complex) constants, and the u i and 
vi are arbitrary integers which may be positive, negative, or zero. The 
question, then, arises, whether this type of series is the most general 
one compatible with Horn's definition. Clearly, f and g must satisfy 

(4) f(m, n) g(m + 1, n) = f(m, n + l) g(m, n) 

for all m, n = 0, 1, 2, • , • , and hence identically in m and n, since 
each of the two sides is A a+,, n+ ,I A an; and it is easy to see that any 
pair of rational functions of m, n satisfying (4) generates a hypergeo­
metric series. 

Birkeland (1927) stated that every rational solution of the functional 
equation (4) can be decomposed into linear factors, and this would 
seem to lead to gamma products for A an. Ore noted (1929) that the 
Birkeland theorem is not entirely general and gave (1930) a thorough 
analysis of the rational solutions of (4). From Ore's result it can be 
deduced that the most general form of A an is of the form 

A an= R (m, n) y an a a b n 

where R is a fixed rational function of m and n, a and b are constants, 
andy an is a gamma product. This is equivalent to saying that the most 
general hypergeometric series of two variables results from the opera­
tion of a rational differential operator, 

R (x _!___, y !___) ax ay 
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on a hypergeometric series of the type 

It would seem, therefore, sufficient to investigate series of the Horn­
Birkeland type. 

5.7.1. Hom's list 

Horn puts 

(5) 
F(m, n) 

f(m, n) = , 
F 1 (m, n) 

G (m, n) 
g(m, n)= -------­

G 1 (m, n) 

where F, F 1
, G, G 1 are polynomials in m, n of respective degrees 

p, p 
1

, q, q 1 • F 
1 
is assumed to have a factor m + l, and G 1 a factor 

n + l; F and F 1 have no common factor except, possibly, m + l; and G 
and G 1 no common factor except possibly n + l. The highest of the four 
numbers p, p 1

, q, q 1
, is the order of the hypergeometric series. Hom 

investigated in particular hypergeometric series of order two and found 
that, apart from certain series which are either expressible in terms of 
one variable or are products of two hypergeometric series, each in one 
variable, there are essentially 34 distinct convergent series of order 
two (Horn 1931, corrections in Bomgasser 1933). 

There are 14 complete series for which p == p 
1 

== q == q 
1 = 2: 

(6 ) ( 1 ) 2: (a). +n ({3). ({3 
1

\ • n 
F, a, {3, f3 ' y, x, y = ( ) I I X y , 

y • +n m. n. 

( 
1 1 ) L (a). +n ({3),. ({3 

1 

\ ., n 
(7) F2 a, (3, f3 ' y, y 'x, y = ( ) ( I) I I X y ' 

Y,. Y nm.n. 

(8) F ( I I . ) - 2: (a),. (a I )n ({3). ({3 I )n 
3 a, a ' (3, f3 ' y, x, y - ( ) I I 

y • +n m. n . 
X • yn, 

(9) F ( I ) L (a). +n ({3). +n 
• a, (3, y, y ' x, y = ( . ) ( I ) I I 

Y. y nm.n. 

(10) G ( {3 {3 I ) - L (a)., +n ({3)n-a ({3 I). -n " n 
1
a,, ,x,y-

11 
xy, 

m.n. 

(11) ( 1 1 ) 2: (a). (a 
1 

)n ({3)n-a ({3 
1

),. -n 
G 2 a, a , {3, f3 , x, y = 

m!n! 
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(12) G ( 1 ) 2: (a\n-a (a
1
)2a-n a n 

3
a,a,x,y= xy, 

m!n! 

( ) H ( ) 2: (a). -n ({3),. +n (y)n a n 
13 1 a, {3, y, O, X, y = ( ) • X y , o m! n! • 

( ) H ( f3 
" ) _ 2: (a),.-n (f3). (y\ Co\ x• yn 

14 2 a, ' y, u, €, x, y - ( ) ' • 
€ m on! .. 

( ) H ( f3 ) 2: (a)z .. +n ({3\ a n 
15 3 Cl, , y, X, y = ( ) l l X y , 

y,. +n m 0 n 0 

( ) H ( {3 ) '\' (a\,. +n ({3)n • n 
16 4 a, , y, o, x, y = ~ (y) (o) m ! n ! x Y , 

• n 

( ) H ( f3 ) 2: (a)2a +n ({3)n-a a n 
17 

5 
a, , y, X, y = X y , 

(y)n m ! n ! 

(18) H ( {3 ) 2: (a)2a -n ({3)n-a (y)n a n 
6 a, , y, X, y = l l X y , 

mono 

(19) H ( {3 0 X )=2: (a)2a-n(f3\(y)n x• n 
7 a. , y, , , r < o) ' ' r , .. m 0 no 

225 

and there are 20 confluent series which are limiting forms of the com­
plete ones and for which p :S. p 1 

= 2, q :S. q 1 
= 2 and p, q not both = 2: 

( ) ..._ ( ) 2: (a) • + n ({3) n X • Y n I I 20 '¥ 1 a, {3, y, x, y = ( ) l l X < l, 
y • +n m on 0 

( ) 
.... ( I ) 2: ({3) II ({3 I ),. 

21 '¥ 2 {3, f3 , y, x, y = ( ) ' ' 
y • +n m 0 no 

2: (a),, +n ({3),. 
(23) 'J' I (a, {3, y, y

1
, X, y) = ( ) ( 1 ) 

Y,. Y nm!n! 

1 ) 2: (a),. +n 
(24) 'I' 2 (a, y, Y ' X, Y "" ( ) ( I} l f 

Y,. Y nmono 

l.il < l, 
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( ,_( , 2:(a).(a')n(f3). 
25) I= 1 a, a 'f3• y, x, y) = ( ) I I 

y "+n m. n . 

( ) ,_ ( {3 ) L (a).. (f3)n • n 
26 t::! 2 a, ' y, x, y = ( ) I I X y ' 

y • +n m. n . 

(28) f'2(f3,{3',x,y)= '\' (j3)n_a(f3')•-n x•yn, 
Lt m! n! 

(29) H ( {3 0 X y) = 2: (a). -n (f3). +n x• yn 
1 a, ' ' ' ("') I I u m . n . • 

(30) H ( f3 8 X ) = '\' (a).-n <m. (y\ x• n 
2 a, ' y, ' ' y Lt (8) m ! n I y 

• 

(31) H ( f3 8 x ) = '\' (a). -n ({3). x• yn 
3 a, ' ' ' y Lt (8) m ! n I 

• 

( ) H ( ) '\' (a)a-n (y)n 
32 4 a, y, 8, x, y = Lt (8) m ! n ! 

• 

( ) H ( <> ) r· (a). -n • n 33 S a, u, X, y = ( ) X y , 
8 mIn! • 

(34) He (a, y, x, y) = '\' (a)2a +n I x• Y n 
Lt (y)• +n m,J n. 

(3 ) H ( x ) - 2: (a)2• +n 5 
7 a, y, o, ' y - ( ) ( ) I I 

Y. on m . n. 

(38) H ( >: ) '\' (a)2• -n • n 
10 a, .., x, y = Lt (8) • m ! n ! x y 

5.7.1 

lxl <I. 

lxl < I. 

lxl < I. 

lxl <I. 

lxl < I. 

lxl < ~. 

lxl <~, 

lxl < ~. 

lxl < ~. 

lxl < ~. 
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(39) H 11 (a, {3, y, 8 ; x, y) =I (a) a-n (f3)n (y)n a n 

( "') I I X y u • m . n. 
lrl < I. 

In all these double series m and n run from 0 to oo, 

5. 7 .2. Convergence or tbe series 

The positive quantities r, s are called the associated radii of con­
vergence of the double power series l: A •n x • y n if the power series is 
absolutely convergent for lxl < r, lrl < s , and divergent when lxl > r, 
lrl > s. We put max r = R, max s = S. In the absolute plane (r, s ), the 
points representing associated radii of convergence lie on a curve C 
which is entirely in the rectangle 0 < r < R, 0 < s < S, and divides this 
rectangle into two parts of which the one containing r = s = 0 is the two­
dimensional representation of the domain of convergence of the double 
power series. 

Investigating the convergence of (l), Horn defines 

(40) 4» (J.L, v) = limf(J.Lt, vt), 'I' (J.L, v) =lim g (J.Lt, vt) t-+ oo, 

and shows that R = I!I>(l, O)l-1
, S = 1'1'(0, l)l- 1

, and that C has the 
parametric representation r = I!I>(J.L , v) i-', s = I'P(J.L, v)l- 1 , where ll• 
v > o. 

The application of this to the complete series of the second order 
gives the following table: 

Series !I> (J.L, v) 'I'(J.L, v) Cartesian equation of C 

(41) Fl 1 1 

(42) F2 
J.L+ v J.L+V 

r+s=l -- --
J.L v 

J.L v 
(43) F3 -- --

J.L+ v Jl.+V 

(44) F., (J.L:VY (J.l:V)

2 
r l{+ sl{=1 

(45) Gl 
-(J.L + v) -(J.L + v) 

r + s = 1 
J.L v 

(46) G2 - 1 - 1 

(2J.L- v) 2 (2v- 0 2 
27 r 2 s 2 + 18 rs ±4(r-s)-1=0 (47) G3 

J.L(2v- J.L) v(2J.L- v) 
J.l2 _ v2 J.L + V 

4rs = (s -1) 2 (48) HI J.l2 J.L-V 
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Series <I> (IL ,v) 'I'(IL, II) Cartesian equation of C 

IL-11 II -I (49) H2 --- -r +s =1 
IL IL-11 

(50) 
(2/L + 11) 2 2·/L +II 

r+(s-}1,) 2 =~ H3 
IL(IL + II) IL+II 

(51) 
(2/L + v) 2 

2/L +II 
4r = (s - 1) 2 

H4 
IL2 II 

(52) 
(2/L + 11)

2 
(2/L + 11)(11 -IL) 

1 + 16r2 - 36rs ±!Br- s + 27rs 2) = 0 Hs 
IL(v -IL) 112 

(53) 
(2/L-11) 2 

11-IL 2 
H6 s r+s-1=0 

IL(v- ,_Q 2/L- II 

(2/L- v) 2 II 
4r= (s-1

- 1) 2 (54) H7 
IL2 2/L-11 

The domains of convergence of the various series can be represented 
as follows: 

(0, 1) ( 1, 1) (0, 1) (0, 1) 

(0, 0) (1,0) 

(0, ~) (0, 1) (0, 1) 

(0, 0) (~. 0) (0, 0) (0, 1) (1, 0) 

Regions of convergence 
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(0, 1) (0, 1) (0, 1) 

(0,0) (~,0) (0,0) (~,0) (0, 0) <~. 0) 

(0, 1) (0, 1) 

<~. 2y'2- 2) 

(0,0) (~,0) (0, 0) (~. 0) 

Regions of convergence 

In the case of confluent series either ell or 'I' vanishes identically, 
the region of convergence simplifies considerably, and any inequalities 
which may be necessary to secure convergence are recorded in (20) to 
(39). 

5.8. Inte~al representations 

Basically, hypergeometric functions of two variables, as the corre­
sponding functions of one variable, can be represented either by the 
Euler~Laplace type or by the Mellin-Barnes type of definite integrals. 
The latter type invariably, and the former type with an elementary inte­
grand mostly, leads to double integrals. Since double integrals are some­
what untractable and not very well suited for the integration of differen­
tial equations, it is natural to seek for single integrals representing 
the functions. Such representations can be found in every case, but the 
integrand in most cases contains a hypergeometric function of one vari­
able, or even a product of such functions. 

The large number of functions in Horn's list makes it impossible to 
give a complete list of integral representations here; integral re­
presentations will be given for Appell's functions only, but it should be 
noted that all of Horn's functions have similar representations and that 
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many of these have been given in the papers quoted in the list of refer­
ences. Integral representations are useful in connection with the analytic 
continuation of hypergeometr.ic series in two variables, their trans­
formation theory, and also for the integrationof hypergeometric systems 
of partial differential equations. 

li.8.1. Double integrals of Euler's type 

The integral representations 

(l) 

(2) 

and 

(3) 

F I • x - r(y) 
1 (a,f3,f3 ,y, ,y)-r({3)r({3 1)['(y-f3-(3') 

x J J u.B-Iv,B
1

-
1 (1-u-v)Y-,8- ,B

1

- 1 (l-ux-vy)-a.dudv 

(~o, tl~ \ Re (3 •> 0, Re f3 1 > 0, Re (y- (3 - t:l 1 
) •> 0 

u+v5.1) 1-' ' 

I I r(y) r(y 1) 
Fz(a,f3,{3; ,y,y ;x,y)= r<f3)r({3')r(y-{3)r(yl-f31) 

x J 1 f 1 
u.B-I v .B

1 

-I (1- u)y-,8-l 0- v)'Y 
1

- ,8
1 

-I (1-ux-vy)-a.dudv 
0 0 

Re {3 •> 0, Re (3' > 0, Re (y - {3) > 0, Re ( y 1 
- {3') > 0, 

r(y) 
F3 (a, a', {3, {3 1

, y; x, y) = ------------
r <m r <f3 I) r (y - f3 - f3 '> 

x J J u,B-I v.B' -I (l- u- v )-y-,B- ,8
1 

-I 

(u;::~~J 
, 

x (1- ux)-a.(l_ vy)-a. du dv 

Re(3 •> 0, Re{3 1 > 0, Re(y-(3-(3') > 0 

are easily obtained from the series by using either Euler's integral of 
the first kind for the beta-function, or the corresponding double integral 
(Appell and Kampe' de Feriet 1926, Chapter II). 

The function F 4 is much more difficult to handle and does not seem 
to possess a very simple integral representation. Of the various double 
integrals proposed, perhaps the simplest is Burchnall and Chaundy's 
[ 1940, equation (68)] 

I r(y) r<y') 
(4) F 4 (a, (3, y, y ; x(1-y), y(1- x)] = r(a) r({3) r(y-a) r(yl _ (3) 

I I I 
x J J ua.- 1 v ,B-I (1- u)Y - a.- I (l- v)'Y - ,8-l 

0 0 
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x (l- ux)a.-y-y 
1 

+I (l- vy)f3-y-y '+I (l-ux- vy)'Y +y '-a.- j3- 1dudv 

Re (a) •> 0, Re (B) > 0, Re (y- a) > 0, Re (y 1 
- {3) > 0. 

In all these integral representations it is assumed that Jxl and lr l 
are small enough to make both series and integrals converge. 

5.8.2.. Single integrals of Euler's type 

P icard has pointed out that F
1 

can be represented by a single in­
tegral in the form 

(5) F 1 (a, {3, {3 1
, y; x, y) 

l(y) 
x----'----

r(a) r(y -a) 

I I J u a.-l (l- u)y-a.-l (1-ux)-!3 (1-uy)-!3 du 
0 

Rea > O, Re(y -a) > O. 

This representation has the great advantage that it can easily be con­
verted into a contour integral valid for n egative Re a andRe (y- a) and 
that it is the best tool for the comple te integration of the system of 
partial differential equations connected with F 1 • Equation (5) sets up a 
factorization, into a function of x and a function of y , of F

1 
by means of 

Euler's transformation, and the great usefulness of (5) is due to this 
property. 

(6) 

There are corresponding rela tions for F2 and F 3 (Erdelyi, 1948) 

r (p) ['(pI) ro- a) 
F

2 
(a, [3, [3', y, ·y '; x, y) = --'--(-'---

2
----

2 7Ti) 

x J (-t) P (t - l)-p ' F(p, {3; y; x/t) F[p', [3 '; y'; y/(l- t)] dt 

where p + p' = a+ l, and th e contour of integration is a Pochhammer 
double loop (l +, 0 +, 1-, 0 -)such that JtJ > Jxl and Jl- tJ > lrl a long 
it; and 

(7) F
3

(a, a', {3, [3 ' ,y; x, y) = (27Ti)-2 r(l- p) r(l- p ') r(y) 

x J 11 + ,o+, l-, o -J(-t)~'- 1 (t _ l) p'-1 

x F (a, {3; p; tx) F [a' , {3' ; p'; ( l - t) y] dt 

where p + p' = y. In either case a special choice of p reduces one o f the 
hypergeom etric fun ctio ns in the integrand to an elementary fun ction, hut 
with general values of th e parameters it is impossible t o reduce the 

whole integrand to e l ementary functi ons . 
The function F

4 
proves again more difficult to h andle than .its fellows: 

no s ingle integral is known which fac torizes F4 • On the other hand, the 
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integral representation [Erdelyi 1941, equation (3)] 

(8) F
4

(a, {3, y, J- 1
; x, y) ""(27Ti)- 2 f'(y) 1(y1

) 1(2-y- y 1
) 

X J (1 +' 0 +' I - ' 0-) (- t) -y (t - l) -y I 

x F[a, {3; y + y 1 + l ; x/ t + y / {l- t)] dt, 

5.8.2 

in which \x/t + y/(l - t)\ < l along the contour, is reasonably simple 
and useful for the integration of the system of partial differentia l equa­
tions associated with F 

4
• 

!5.8.3. Mellin- Barnes type double integrals 

Following Appell and Kamp~ de FJriet, the four integral representa­
tions can be summed up as 

(9) 
1(y) 

ell(x, y) ""1(a) 1({3) (27Ti)2 

ioo ioo 
X I . I . 'l'(s, t) 1(-s) 1(-t) (-x)• (-y)tds dt 

-lOCI -100 

where the contours of integration are indented in the usual manner (cf. 
section 2.1.3). ell and 'I' are given in the four cases as 

ell (x, y) 

(10) F
1 
(a, {3, {3 1

, y, x, y) 

(ll) F
2 

(a, {3, f3', y, y'; x, y) 

(12) F
3 

(a, a', {3, {3 1
, y ; x, y) 

(13) F
4 

(a, {3, y, y'; x, y) 

'I' (s, t) 

1(a+ s + t) 1({3 + s) 1({3' + t) 

1({3') 1(y+ s +t) 

1(a+ s +t)1({3+s)r({3' +t)1(y') 

1({3') f'(y+s) 1(y' +t) 

r<a+s)1(a 1 +t)r<{3+s)1({3' +t) 

1(a 1
) 1((3 1

) 1(y+ s + t) 

1(a + s + t) 1({3 + s + t) f'(y 1
) 

1(y+s)1(y 1 +t) 

Integrals of this type were used in Mellin's investigation of the hyper­
geometric functions. 

5 .9. Systems of partial differential equations 

The series ~ A x • yn, where A +I / A "" F(m, n) / F 1 (m, n), an a ,~-n an 
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A a,n+ 1 /A an = G (m, n)/G 
1 
(m, n) and F, F 1

, G, G 1
, are polynomials as 

in 5.7 (5), satisfies a system of linear partial differential equations 
which can be written in terms of the differential operators 

(l) 

as 

a 
ax and 

, a 
0 =y­

ay 

(2) [F I (o, o 1
) x- 1 - F(o, 0 1

)] z = 0, 

[G I (o, o I) y _, - c (o, o I)] z = o. 
In what follows we shall restrict ourselves to hypergeometric functions 

of the second order, in which case we find two partial differential equa· 
tions of the second order. 

The two equations are certainly compatible (since the hypergeo­
metric series satisfies both of them), an4 from the general theory of 
such systems (cf. for instance, Appell and Kampe de Feriet 1926, Chapter 
III) it follows that they ha ve at most four, and possibly less, linearly 
independent solutions in common. A closer investigation shows that the 
systems of partial differential equations associated with the eight series 

(3) F,' Gl' G2' ell I ' cll2' cll3' r, and r 3 

of Hom's list have only three linearly independent solutions, while all 
the other 26 systems have four independent solutions each. However, in 
the case of the systems associated with 

(4) G
3
,H

3
,H

6
,H

6
,H

8 

one of the solutions is a comparatively trivial elementary function of 
the form xP yo-, with the following values of p and o: 

Series p 0 

(5) G3 
l I l I --(a+ 2a ) -~2a+ a ) 3 

(6) H3, He y-a-1 a- 2y + 2 

(7) He' Hs -a-(3 -a- 2(3. 

In the following list of partial differential equations z is the unknown 
function of x andy, 

(8) 

(9) 

az 
p =-, ax 

az 
q=-, 

ay 

x(l- x) r + y(l- x) s + [y -(a+ {3 + l) x] p- {3yq- af3z = 0 } 

y ( l - y) t + x (l - y) s + [y - (a + {3 1 + l) y] q - (3 1 xp - a{3 'z = 0 F" 
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(10) x(l- x) r- xys + [y- (a+ {3 + 1) x] p- {3yq- a{3z = 0 } 

y(1-y)t-xys+[y 1 -(a+{3 1 +1)y]q-{3 1xp-a{3 1z=0 F2
, 

(ll) x(1-x)r +ys+ [y-(a+f3+1)x]p-a{3z=0 } 

y ( 1 - y) t + xs + [y - (a 1 + {3 1 + 1) y] q - a 1 {3 1 z = 0 F 3 
' 

(12) x(1-x)r-y
2

t-2xys+[y-(a+f3+ 1)x]p} 

- (a + {3 + l) yq - a{3z = 0 

y ( 1 - y) t - x 2 r - 2 xy s + [ y 1 
- (a + {3 + 1) y] q F ·4' 

- (a+ {3 + 1) xp - a{3z = 0 

( 13) X ( 1 + X) T - y S - y 2 t + [ 1 - {3 + (a + {3 
1 
+ 1) X) p } 

+ ({3 1
- a- 1) yq + a{3 1 z = 0 

y (y + 1) t - xs - x 2 r + [ 1 - {3 1 + (a + {3 + 1) y] q G 1 
' 

+ ({3 - a - 1) xp + a{3z = 0 

( 14) x (l + x) r - y (1 + x) s + [1- {3 + (a+ {3 
1 
+ 1) x] p } 

- ayq + a{3 I Z = 0 

y ( 1 + y) t- x (1 + y) s + [1- {3 1 + (a 1 + {3 + 1) y] q Gz' 

-a 1 xp + a 1 {3z = 0 

(15) x(1 + 4x) r- (4x + 2) ys + y 2 t + [l- a+ (4a 1 + 6) x] p } 

- 2a 1yq + a 1 (a 1 + 1) z = 0 

y(l + 4y) t- x(4y + 2) s + x 2 r + [1- a 1 + (4a + 6) y] q G3 , 

- 2axp + a(a + 1) z = 0 

(16) x 0- x) r + y 2 t + [o - (a+ {3 + 1) x] p- (a- {3- 1) yq- a{3z = 0} 
H" - y (l + y) t + x (l - y) s + [a - 1-({3 + y+ 1) y ]q •yxp- {3yz = 0 

(17) x(x- 1) r - xys +[(a+ {3 + 1) x- E]p- {3yq + a{3z = 0} 
H2, 

y (y + L) t - xs + [l - a + ( y + o + 1) y] q + yoz = 0 

(18) xO- 4x) r + y{l- 4x) s -y 2 
t + [y- (4a + 6) x] p} 

- 2(a + 1) yq- a(a + 1) z = 0 
H3' y( 1- y) t + x(1- 2y) s + [y- (a+ {3 + 1) y] q 

- 2(3xp - a{3z = 0 
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x(l-4x)r-4xys,-y 2 t+[y-(4a+4)x]p } 

- (3 a + 2) yq - a(a + 1) z = 0 

y(1-y)t-2xys+(o-(a+t3)y] q-2{3xp-a{3z=0 H4
' 

(19) 

(20) x ( 1 + 4x) r- y ( 1 - 4x) s + y 2 
t + ( 1 - y + 4 (a+ 1) x] p} 

+ (3 a+ 2) yq- a(a + 1) z = 0 

y(1- y) t -xys + 2x 2 r 2 + (y- (a+ {3 + 1) y] q H5
' 

+ (2 +a- 2t3) xp - a{3z = 0 

(21) x(l + 4x) r- (l + 4x) ys + y 2 t + (1- {3 + (4a + 6) x] p} 

- 2ayq + a(a + 1) z = 0 
H6' y(l + y) t- x(2 + y) s + [l- a+ ({3 + y + 1) y] q 

- yxp + {3yz = 0 

235 

+ 2ayq- a(a + 1) z = 0 

y(l + y) t- 3xys + (1- a+ ({3 + y + 1) y] q 
} H,, 

- yxp + {3yz = 0 

(22) x(1- 4x) r + 4xys- y 2 t + [ o - (4a + 6) x] p 

(23) x(1- x) r + y(l- x) s + (y- (a+ {3 + 1) x ] p- {3yq- af3z = 0 } 
cl> I ' yt + xs + (y- y) q- xp - az = 0 

(24) xr + ys + (y- x) p - {3z = 0 } 
I cl>2 

yt + xs + (y- y) q- {3 z = 0 

(25) 

(26) 

(27) 

(28) 

xr + ys + (y- x) p - {3z = 0 } 
cl>3 

yt + XS + yq - Z = 0 

x ( 1- x) r- xys + [y- (a+ {3 + 1) x] p - {3yq - a{3z = 0} 
1p I ' 

yt + (y 1 - y) q- xp -a z = 0 

xr + (y- x) p- yq- az = 0 } 
. 'I' 2 ' yt + (y 1 - y) q- xp- az = 0 

X (1- x) r + ys + (y- (a+ {3 + 1) x] p - a{3z = 0 } a 
) 

I 0 I' yt + xs + (y- y q- a z = 

(29) x ( 1 - x) r + ys + ( y- (a+ {3 + 1) x] p - a{3z = 0} _ 
t=. 2, 

yt + XS + yq - Z = 0 

(30) x(x + 1) r - y(x ~ 1) s + [1- {3 +(a+ /3 1 
+ 1) x ] "} 

- ayq + af3 z = 0 
rl 

yt- as+ (1- {3 1 + y) q- xp + {3z = 0 ' 
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(31) xr- ys + (x- f3 + l) p- yq + {3' z = 0} r 
yt - XS + (y - {3 1 + l) q - Xp + {3z = Q 2 

' 

x (l - x) r + y 
2 

t + [o - (a + f3 + l) x] p} 

+ ({3 - a + l) yq - a{3z = 0 H 
1 

, 

yt - xs + (l - a + y) q + xp + f3z = 0 

(32) 

(33) x ( 1- x) r + xyt + [ o - (a + f3 + l) x] p + f3yq - af3z = 0} 
H ' yt- xs + (1- a+ y) q + yz = 0 2 

(34) x (l - x) r + xyt + [o -(a+ f3 + l) x] p + f3yq - af3z = 0 } 
H ' yt - xs + 0- a+ y) q + z = 0 3 

(35) xr + (o - x) p + yq - az = 0 } 

( H4' - yt + xs - l - a + r) q - yz = 0 

(36) xr +(o-x) p + yq- az = 0 } 
H ' yt - XS + (l - a + y) q + Z = 0 S 

(37) x(1-4x)r+y0 -4x)s- y 2 t+[y-(4a+6)x]p} 

- (2 a + 2) yq- a(a + l) z = 0 

yt + xs +(y- y) q- 2xp- az = 0 

(38) x(l- 4x)- 4xys -y 2 t + [y- 4(a + l) x] p} 

-(3a+2)yq-a(a+1)z=0 H 
7' 

yt + (o- y) q- 2xp- az = 0 

(39) 

(40) 

X (l + 4x) T - y ( l + 4x) S + y 2 
t + (l- {3 + (4 a + 6) x)p} 

- 2ayq + a(a + l) z = 0 Hit, 

yt - 2xs + H- a + y) q - xp + f3z = 0 

x(l- 4x) r + 4xys - y 2 t + [o- (4a + 6) x] p} 

+ 2ayq- a(a+ l) z =0 
H ' yt- 2xs + (l- a+ y) q + f3z = 0 9 

(4l) x(l- 4x) r + 4xys - y 2 t + [o- (4a + 6) x]p} 

+ 2ayq-a(a+ l) z=O 
H ' yt - 2xs + ( l - a) q + z == 0 10 

(42) xr + (o - x) p + yq - az = 0 } 
H". r (y + l) t - xs +[l- a+ ({3 + y + l) y] q + f3yz = 0 

5.9 
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The monograph by Appell and Kampe de Feriet gives an account of the 
attempts to investigate some of these systems of partial differential 
equations; since its publication more work has been done, in particular 
by Hom, Bomgiisser, Burchnall, and 'Erdelyi. Some solutions are known 
for each system, hut a complete set of all relevant fundamental solutions 
is not known except for the systems of F

1
, G

2
, (Erdelyi, unpublished), 

F, (Burchnall 1939, ErMlyi 19U), and cll 1 , cll 2 , r 1 (Erdelyi 1939, 1940). 
The difficulties in dealing with these systems of partial differential 

equations have two sources. One is the unsatisfactory state of the gen­
eral analytic theory of systems of partial differential equations; in par­
ticular our very scant knowledge of the behavior of solutions in the 
neighborhood of points at which more than two singular curves of the 
·system intersect, or at which two singular curves are at contact. The 
other is the large number of apparently distinct systems. This second 
difficulty can he diminished considerably by using a result of the trans­
formation theory (cf. section 5.ll) which suggests that with the possible 
exception of the systems of 

(43) F,, H 1 , H s, H 1 , 

every system connected with a hypergeometr.ic series of the second 
order can he reduced to the system of F 2 or to a particular or limiting 
case thereof. 

5.9.1. 10ce•s investigation 

lnce (1942) investigated the system 

(44) ar + be 
1 

s + dp + e 
1 

q + fz = 0 

a 
1 

t + b 
1 

cs + d 1 q + ep + f 1 z = 0 

in which a, b, c, d, e, [, are polynomials in x, and a 1 , b 1 , c 1 , d 1 , e 1 , 

{
1

, are polynomials in y. He made certain assumptions regarding the 
a, b, ... , e 

1
, f 

1 
, which ensure that (44) has four linearly independent 

solution-s, that it is symmetric in x andy (with a suitable interchange of 
constant parameters), and that the singular curves are determined by the 
coefficients of the second partial derivatives in (44); under these assump­
tions he proved that (44) can he reduced to the system of F 2 or to a 
particular or limitin g case of that system. 

5.10. Reduction formulas 

Under exceptional circumstances, hypergeometric functions of two 
variables can he expressed in terms of simple1" func tions, notably in 
t e rms of hypergeome tric functions of one variable or in terms of elemen-
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tary functions. In such cases we speak of reducible hypergeometric 
functions and of reduction formulas. The exceptional circumstances arise 
either if the parameters in a hypergeometric series satisfy one or several 
relations, or if the two variables are connected by a relation. In the 
latter case the relation is usually the equation of a singular curve of the 
system of partial differential equations associated with the series in 
question. 

Certain trivial reduction fonnulas are obvious: if f3 1 
= 0 in F 

1
, F 

2 

or F 3 or cll 2 , if y = 0 in any of the series, the hypergeometric series of 
two variables can be expressed in tenns of ser.ies of one variable: such 
trivial reductions are disregarded in the sequel. 

REDUCIBILITY FOR PARTICULAR VALUES OF PARAMETERS 

The following reduction fonnulas can he proved either by expanding 
in infinite series and comparing coefficients, or by manipulating integral 
representations. 

( l) F 
1 
(a, f3 , f3 1 

, f3 + f3 1 
; x , y) = ( 1 - y) -a. 

xF[a, {3; {3+{3 1
; (x-y)/(1-y)] 

(2) F
2 

[a, {3, {3 1
, {3, y 1;x,y) = (l- x) - a.F [a, {3 1

; y
1

; y / (1- x)] 

(3) F
2

(a, {3, {3 1
, a, a;x,y)=(1-x)-,B (1-y)-,8

1 

x Fl{3, f3 1
; a; xy/ [(1- x) (l- y)]l 

(4) F
3 

(a, y- a, {3, y- {3, y; x, y) = (1- y)a.+;t3-y F(a, {3, y; x + y - xy) 

(5) F
4
[a,y+y 1 -a-1,y,y 1 ;x(1-y),y(1-x)] 

= F(a, y+-y
1

- a-1; y; x) F(a, y + y 1
- a-1; y

1
; y) 

(6) F
4
1 a, {3, a, {3;- x./[(1- x) (1- y)], - y/[(1 - x) (l- y)]} 

= (1- xy)- 1 (1- x).B (1- y)a. 

(7) F 
4
1 a, {3, {3, {3; - x/[(1 - x) (1- y)J, - y/[(1- x) (1- y)]l 

= (l - x)a.(l- y)a.F(a, l +a- {3; {3; xy) 

(8) F
4
1 a, {3, 1 +a- {3, {3;- x/[(1- x) (1- y)], - y/[(1- x) (1- y)]l 

=(1-y)a.F(a, {3; 1+a-f3;-x(1-y)/(l-x)] 

(9) H
4

[y+f3-1,{3,y,2{3; ~(1 - x 2)(1-y 2)(l+xy)- 2, 2xy(l+xy) - 1
] 

=(1+xy)'Y+,8-t F(%{3+%y-%, %{3+%y; y; 1-x 2
) 

X F <~ f3 + % y - %, ~ f3 + ~ y; f3 + ~; y 2) 
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For (l), (2), and (4) see Appell and Kampe de Feriet (1926) Chapter I; 
for (3), (5), (6), (7), and (8) see Ba,iley (1935) Chapter IX and examples; 
and for (9) see Erdelyi (1948) p. 384. A few other reducibile cases are 
also found in the literature quoted. 

REDUCIBILITY FOR SPECIAL VA LUES OF THE VARIABLES 

The methods are, broadly, speaking, the same as in the previous case, 
but the known results are far less numerous. Appell and Kampe de Fe'riet's 
monograph gives only 

1 
r(y)r(y - a-/3 1

) 
1 

(10) F1 (a, f3, f3 , y; x, 1) = r(y _a) r(y _ f3 1 ) F(a, /3; y- f3 ; x) 

(ll) F 1 (a, /3, f3 1
, y; x, x) = F(a, f3 + f3 1

; y; x), 

both immediate consequences of 5.8 (5). 

5.11. Transiormations 

Although there is essentially only one h-yperg eometric series of the 
second order in one variable (namely Gauss' series), its transformation 

· theory is quite extensive (cf. section 2.9 to 2.11). With the considerable 
number of hypergeometric series of the second order in two variables, the 
complete set of transformations would run into the hundreds, and only a 
few examples can be given here. The best means for deriving these 
(and other) transformations is the integral representations of the functions 
concerned where a change of variables of integration, or a deformation 
of the contour of integration will often yield the desired results. With 
integral representations, such as 5.8(6), in whose integrands hypergeo­
metric functions of one variable occur, the known transformation theory 
of these functions can be used with good effect. 

First we have transformations of a series into a series of the same 

type: 

F
1 

(a, f3, f3 1
, y; x, y) 

(l) ~U-xJ-•(1-y)-P ' F,(y-a,fl,fl',y ; x~l' y~l) 

(2) ~(1-x)-•F,(a,y-fl-fl',fl',y; x~l' ~=:) 

(3) - (1-y)-"F, (a, fl, r-fl- tl' • y;: ~xl • r ~~) 
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(4) "'(1- x)'Y-a-,8 (1- y)-.8
1 

F 1 (r- a, y- f1- {31, {31, y;x, ~ = 0 
(5) = (1- ,)-P (1- y)y-a-p' F, ~-a, ~.y-~-~ ', y; ==~ , 0 
(6) 

F
2 

(a, f3, f3'; y, y'; x, y) 

= (1- x)-aFz{a, y- {3, f3 I' y, yl; _x_ ' 2._ \ 
\ x-1 1-x) 

(7) = (1-y)-aFz (, {3, Yl- f3 I, y, yl; _x_, _r_) 
\' 1- r r- 1 

(8) =0-x-y)-aF2fa,y-f3,yl-f31,y,yl; X ' r \. 
\- x+y-1 x+r-f} 

All these correspond to Euler's transformation of the ordinary hypergeo­
metric series, 2.9 (4). No simple transformations of this type seem to be 
known for any of the other complete hypergeometric series of two vari­
ables. 

There are also transformations of a series into a series of the same 
type which represent analytic continuations, such as, 

(9) F4 (a, {3, y, y 1
; x, y) 

r(y') r({:3- a) -a ' 
r(y~-a)r(f3) (-y) F 4 (a.a+1-y ,y,a+1-f3;x/ y, Vr) 

r(y 1 )r(a-f3) ,8 1 

+ r(y'- f3) r(a) (-y) F4(f3+1-y , {:3,y,{:3+1-a; x/y, 1/y); 

and lastly, for special values of the parameters, there are quadratic and 
higher tran·sformations. All these transformations occur in the monograph 
of Appell and Kamp~ de F~riet (Chapters I and ll). 

Secondly, we have transformations of a hypergeometric series of two 
variables into another type of such series. There are two kinds of such 
transformations: the one provides an analytic continuation of a series 
in terms of series of another type, the other is a kind of reduction form­
ula showing that with certain special values of the parameters the series 
is expressible in terms of a simpler series (i.e., with a smaller number 
of parameters). Perhaps the best known example of analytic continuation 
in terms of another hypergeometric series is the transformation 
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(lO) F
3

(a, a', {3, (3', y; x, y) 

2 f'(y) f'(p- A) f'(a -IL) A. 
= (-x)- (1- y)-,.,. 

1 (p) 1 (a) 1 (y - A- !L) 

x F2 (A+ IL + 1- y, A, IL• A+ 1 - p, IL + 1- a; 1/x, l/y) 

where the sum consists of four terms in which A, IL• p, a, arerespectively, 
a, a', {3, {3' ; a, {3 ' , {3, a' ; {3, a', a, {3' ; and {3, {3 ', a, a' . The 
best known example for the reduction is 

(ll) F
3

(a, a', {3, (3', a+ a ' ; x, y) = 0- y)-13' 

xF,[a, {3, (3', a+ a'; x, y/(y - 1)]. 

The following two tables give a condensed account of the various 
known transformations of complete series, i.e., those denoted by F, G, H, 
in Horn's list. The actual formulas, and similar transformations of con­
fluent series, will be found in Appell and Kampe de Feriet (1926), Bailey 
(1935) Chapte r IX and examples, Burchnall and Chaundy (1940, 1941) 
(where the transformations are not explicitly stated, but occur as de­
generate cases of expansions), and Erdelyi (1948). 

ANALYTIC CONTINUATIONS 

Continued in 
Series Variables terms of With variables 

F3 x, y F2 1/x, l/y 

F3 x, y Hz 1/x,- y 

Hz x,y F2 l/x,- y 

TRANSFORMATION OR REDUCTION FORMULAS FOR SPECIAL VALUES OF 

THE PARAMETERS 

Transforms 
Series Restriction With restriction 

into 

F• f3 ' +y=a+1 F,. {3=y 
I 

F2 a= y' Fl none 

F2 y+y ' =a+1 G2 none 

F2 y+y'=a+1 H2 a+ y=f 

F2 2{3 = y H,. none 



242 SPECIAL FUNCTIONS 5.11 

TRANSFORMATION· OR REDUCTION FORMULAS FOR SPECIAL VALUES OF 

THE PARAMETERS (Continued): 

Transforms 
Series Restriction With restric tion 

into 

F2 y =2{3andy
1
=2{3 1 

F4 y+y
1
=a+1 

F2 y l =2{31 and {3 + {3 1 
= a+ Y. F 4 f3+y

1
=a+1 

F2 {3 = {3 1 and y + y 1 = a + 1 F4 y+y
1
=a+1 

F2 {3 = {3 1 and y + y 1 = a + 1 G1 none 

F2 y + y 1 =a+ 1 = 2- {3 = 2- {3 1 
G3 none 

F3 a+a I F1 =y none 

F3 a + {3 = 1 and a + a 1 = y H3 none 

F4 f3=a+'l.z H4 8= 2{3 

F4 {3+y 1=a+1 H4 {3+y=a+1 

H2 ( = 2{3 H, none 

H2 {3 = y and a + 8 = ( H1 a+8=( 

H2 y+8= 1 ,8+(=a He none 

The first entry in the second table, for instance, indicates that if 
{3 1 + y =a+ 1 in the series F

1 
(a, {3, {3 1

, y ; x, y), th en this series can 
be expressed in terms of a series F

4 
(a, {3, y, y 1

; x, y) where the new 
a, {3, y, y 1 

(of F 4 ) depend on the parameters of F
1 

in such a manner that 
{3 = y 1 in F 4 ; and the x, y in F

4 
depend on the variables of F

1
• 

These tables show that the series F,. F3, G
1

, G
2

, G3, H2, !13, H
4

, 

H
6

, and !1
7

, with arbitrary values of their paramete rs, can be expressed 
in terms of F

2
, a nd clearly the confluent series which are their limiting 

cases can be expressed in terms of limiting cases of F
2

• We then have 
the result that all hypergeome tri c series of the second order in two 
variables, with the possible exception of F

4
, H

1
, H 

5
, and H

1
, can be 

expressed in terms of F
2 

or its special or limiting forms, and this in its 
turn leads to the corresponding theorem on th e systems of partial differ­
e nti a l equations associated with these series (cf. also section 5 ,9). 
It is not known a t present if, a lthough it seems like ly th at, F 4 , H1 , and 
H

5 
are independent of F

2 
and a lso of each other when their parameters 

are arbitrary. 
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5.12. SYmbolic forms and expansions 

Burchnall and Chaundy (1940, 1941) introduce the operators 

(l) V(h) == 1(h) 1(8 + 8
1 

+h) Mh == 1(8 +h) 1(8
1 
+h) 

r<8+h) 1(8 1 +h) ) r(h) r<8+8 1 +h) 
a a 

8:= x-, 8
1 "'y-, ax ay 

by means of which they write 

(2) F
2

(a, (3, (3 1
, y, y 1

; x, y) = V(a) F(a, {3; y; x) F(a {3 1
; y 1

; y), 

(3) F 
3 

(a, a 1
, (3, (3 1

, y; x, y) = ~ (y) F (a, (3; y; x) F (a 1
, (3 1 

; y; y ), 

(4) F1 (a,{3,{3 1;y;x,y)=V(a)My)F(a,{3;y;x)F(a, {J 1 ;y;y), 

(5) F
4

(a, (3, y , y 1
; x, y) = V(a) V((3) F(a, (3; y; x) F(a, (3; y 1

; y), 

243 

thus factorizing Appell's functions by means of the operators l::i and V; 
they also obtain transformations of Appell's functions such as 

(6) F
1 

(a, (3, (3 1
, y; x, y) = V(a) F3 (a, a, {3, (3; y; x, y), 

(7) F 1 (a, (3, {3 1
, y; x, y) =l::i(y) F

2
(a, (3, {3 1

, y, y; x, y), 

(8) F
4 

(a, (3, y, y 1
; x, y) = V((3) F

2 
(a, (3, (3, y, y 1

; x, y), 

and some others. 
·These symbolic forms are used to obtain a large number of expan­

sions of Appell's functions in terms of each other, of Appell's functions 
in terms of products of ordinary hypergeometric functions, or vice versa. 
To give an example, by Gauss' formula for F (a, {3; y; l), 2.8(46), we 
have symbolically 

V (h)= I (-8)r (-8~ \ 
(h )r r ! r=o 

Now, 
(a) ({3) 

(-8\F(a,{3;y;x)=(-)r () rxrF(a+r,f3+r;y+r;x), 
Y r 

and hence (2) suggests the expansion 

(9) F
2

(a, (3, {3 1
, y, y 1

; x, y) 

~ (a) ((3)r ((3 I) I I 

= ~ r rxryrF(a+r,{3+r;y+r;x)F(a+r,(3+r;y+r;y) 
r = o r ! (y) r (y 1 

\ 
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By inversion of (2) in the fonn 

F (a, {3; y; x) F (a, f3 1 
; y 1 

; y) = ~(a) F
2 

(a, {3, f3 1 
; y, y 1

; x, y) 

and a coiTesponding expansion of ~(a), .the companion to (9), 

(10) F(a, {3; y; x) F (a, f3 1
; y 1

; y) 

= I (-)r (a)r (f3\ (f3
1

)r xryr 

r=o r!(y)r (y
1
)r 

x F 2 (a + r, f3 + r, f3 1 + r, y + r, y 1 + r ; x, y) 

is obtained. These expansions can be proved without symbolic methods 
by comparing coefficients of equal powers of x and y on both sides. 

By these methods Burchnall and Chaundy obtained 15 pairs of expan­
sions involving Appell's functions and ordinary hypergeometric func­
tions, as well as a further considerable number of expansionslnvolving 
hypergeometric series of higher order, and Humbert's confluent hyperge~ 
metric series, ell, '1', and S. The method also yields useful integralre­
sentations [such as 5.8(4)] and integral fonnulas. 

'There are many other expansions involving Appell's functions and 
ordinary hypergeometric functions. A particularly important one is the 
bilinear generating function of Jacobi polynomials, 

~ n ! (a + f3 ito l) 
'-' ___ __;_ __ ::..,.n (2n +a+ f3 + l) tn 
n= o (a + l)n ({3 + l) n 

(a + f3 + l) (l- t) 
x P (a./3) (cos 2¢) P (a./3) (cos 21/1) = _ _..;._......,...,...,...._ 

n n (l + t)a.+f3+2 

x {(~a+ ~{3 + l, ~a+ ~{3 + 3/2, a+ l, f3 + l, a 2/ k 2, b 2/ k 2
) 

where a= sin¢ s in 1/1, b =cos¢ cos 1/1, k = ~(t-~ + t~)(Bailey 1935, 
p. 102 example 19). 

:i.13. Special cases 

Generalizing Jacobi's polynomials to two variables, Appell has 
studied the following families of polynomials (m and n are non-negative 
integers): 

(1) s.n=[(y) .. (y 1
))-1 x 1-'Yy 1-'Y

1
{l-x-y)'Y+')'I-a. 

a· +n 
x [x'Y+•-1 y'Y

1
+n-1 (1-x -y)a.+a+n-y-y

1
] 

ax• ayn 

= -x-y 2 y + y -a-m-n, -m, -n, y, y; ---, (l ) • +n F ( I I X Y v 
x+y-l x+y-1 
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(2) F an 

1-y 1-y I 
X y 

=F2(-m-n, y+m, y+n, y, y';x, y), 

(3) E•n = F 2 (y + y' + m + n, - m, - n, y, y '; x, y). 
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The latter two families form a hi orthogonal system for the domainx, y 2 0, 
I 

x + y .$ 1 with the weight function xY -I y'Y -•. 
The series 

(4) x" yn F3 (-~m, -~ n, ~-~m, ~-~n, -m-n-~s+~; x-2
, y- 2

) 

(which can be expressed also in terms of F
2 

) and 

(5) a n F [ 1/ 11 I / 1/ I / 11 I / I/ ( 2 2 1) -2 x y 
3 

- 12 m, - 12 n, 12- 12m, 12- 12 n, 12 s + 12; x + y - x , 

(x2 + r2 - 1) r-2] 

occur in the investigation of hyperspherical harmonics. 
All these special cases are investigated in the monograph by Appell 

and Kampe de Feriet. 

5.14. Further series 

Hypergeometric s eries of higher order than two, in two variables, 
have been studied by Mellin, Birkeland, Kampe de Feriet (cf. Appell 
a nd Kampe' de Feriet 1926 Chapter IX), and by Burchnall and Chaundy 
(1941), Burchnall (1942), and Chaundy (1942). Hypergeometric series 
in three variables have been investigated by Horn (1889); series in n 
variables by Lauricella (Appell and Kampe' de Feriet Chapter VII) and 
by Erdelyi (1937, 1939a). Particular cases of Lauricella's series occur 
in the inve·stigation of hyperspherical harmonics. 

An extension of basic hypergeometric series to two variables has 
been given by Jackson (1942, 1944). 



246 SPECIAL FUNCTIONS 

REFERENCES 

Appell, Paul and M. J. Kamp~ -de Feriet, 1926: Fonctions hypergeometriques 
et hyperspheriques. Polynomes d' Hermite. Gauthier-Villars. 

Bailey, W. N ., 1935: Generalized hypergeometric series (Cambridge Tracts in 
Mathematics and Mathematical Physics No. 32) Cambridge. 

Barnes , E. W., 1907: Pro c. London Math. Soc. (2) 5, 59-116. 

Barnes , E. W., 1908: Pro c. London Math. Soc. (2) 6, 141-177. 

Barnes, E. W., 1908: Trans. Cambridge Philos. Soc. 20, 253-279. 

Birkeland, Richard, 1927: C. R. Acad. Sci. Paris 185, 923-925 . 
.. 

Borngiisser, Ludwig, 1933: Uber hypergeometrische Funktionen zweier Ver• 
anderli chen, Dissertation, Darmstadt. 

Burchnall, J . L., 1939: Quart. ]. Math., Oxford Ser. 10, 145-150. 

Burchnall, J. L., 1942: Quart. ]. Math., Oxford Ser. 13, 90-106. 

Burchnall, J. L., and T. W. Chaundy, 1940: Quart. ]. Math., Oxford Ser. 11, 
249-270. 

Burchnall, J. L., and T. W. Chaundy, 1941: Quart. ]. Math., Oxford Ser. 12, 
112-128. 

Chaundy, T. W., 1942: Quart. ]. Math., Oxford Ser. 13, 159-171. 

Erdelyi, Arthur, 1937: Akad. Wis s . Wien., S-B II a, 146, 431-467. 

Erdelyi, Arthur, 1939: Proc. Roy. Soc. Edinburgh, 59, 224-241. 

Erdelyi, Arthur, 1939a: Nieuw Arch. Wiskunde (2) 20, 1-34. 

Erdelyi, Arthur, 1940: Proc. Roy. Soc. Edinburgh 60, 344-361. 

Erdelyi, Arthur, 1941: Quart. ]. Math., Oxford Ser. 11, 68-77. 

Erdelyi, Arthur, 1948: Pro c. Roy. Soc. Edinburgh Sect. A 62, 378-385. 

Horn, Jakob, 1889: Math. Ann. 34, 544-600. 

Horn, Jakob, 19 31: Math. Ann. 105, 381-407. 

Horn, Jakob, 1935: Math. Ann. ll1, 638·677. 

Hom, Jakob, 1936: Math. Ann. 113, 242-291. 

Hom, Jakob, 1938: Math. Ann. llS, 435-455. 

Hom, Jakob, 1938 a: Monats h. Math. Phys. 47, 186·194. 

Hom, Jakob, 1939: Monats h. Math. Phys. 47, 359-379. 

Ince. , E. L., 1942: Proc. Roy. Soc. Edinburgh, A 61, 195-209. 

Jackson, F. H. 1942: Quart. ]. Math. 13, 69-82. 

Jackson, F. H., 1944: Quart. ]. Math. 15,49-61. 

MacRobert, T. M., 1937-38: Proc. Roy. Soc. Edinburgh 58, 1-13. 



GENERALIZATIONS OF THE BYPERGEOMETRIC FUNCTION 247 

REFERENCES 

MacRohert, T . M., 1941: Philos. Mag. (7), 31, 254-260. 

MacRohert, T. M., 1942: Quart. ]. Math., Oxford Ser. 12, 65-68. 

MacRobert, 'f.. M., 1948: Philos Mag. (7) 39, 466-471. 

Me i jer, C. S., 1936: Nieuw Arch. Wiskunde (2) 18, 10-39. 

Meijer, C. S., 1940: Nederl. Akad. Wetensch., Proc. 43, 198-210 and 366-378. 

Meijer, C. S., 1941 a: ibidem 44, 82-92, 186-194, 298-307, 442-451 and 590-598. 

Me ije r, C. S., 1941 b: ibidem 44, 435-441 and 599-605. 

Meijer, C. S., 1941 c : ibidem 44, 1062-1070. 

Me ijer, C. S. , 1946: ibidem 49, 344-456, 457-469, 632-641, 765-772, 936-943,. 
1063-1072, 1165-1175. 

Ore, Oystein, 1929: Cr R. Acad. Sci. Paris, 189, 1238-1240. 

Ore, Oystein, 1930: ]. Math. Pura and Appl. (9) 9, 311-326. 



CHAPTER VI 

CONFLUENT HYPERGEOMETRIC FUNCTIONS 

6.1. Orientation 

If we put z = x/b in Gauss' hypergeometric series 

) 
ab a (a + 1) b (b + l) 

F(a, b; c; z = 1 + -- z + --------
1 • c 1 • 2 · c (c + 1) 

in which we assume that neither a nor c is zero or a negative integer 
we obtain a power series in x whose radius of convergence is lbl and 
which defines an analytic function with singularities at x = 0, b, and 
oo. As b -> oo, the limiting case will define an entire function whose 
singularity at x = oo is a confluence of two singularities ofF (a, b; c; x/ b) 
In this manner we are lead to Kummer's series 

a x a(a + 1) x 2 

1+--+ -+···· 
c l ! c (c + 1) 2 ! 

(l) 

In the notation of generalized hypergeometric series 4.1( l) this is 

1 
F

1 
(a; c; x), but in this chapter and in the following two chapters (l) 

will be denoted by Humbert's symbol 

<l>(a, c; x). 

Sometimes the notation M (a, c, x) is also used. 
The series (l) satisfies the differential equation 

d 2 y dy 
(2) x -- + (c - x) -- ay = 0. 

dx 2 dx 

The substitution 

(3) y=x-c l 2 exl2z, a=~-K+Il, c=1+2/l 

reduces (2) to Whittaker's standard form 

(4) ~ + (_ 7.1 + .::... + 7.1 - 112\ = o. 
dx 2 

\ x x
2 

/ 

Either of the two equations will be called a confluent hypergeometric 
equation, and any solution of either of them a confluent hypergeometric 
function; a and c (or K and ll) will be called the parameters, x the 
variable. 

248 
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In this chapter, the investigation of confluent hypergeometric func­
tions will be based on (2), but some of the more significant results 
will also be given in Whittaker's notation. 

6.2. Differential equations 

Equation 6.1 (2) is a homogeneous linear differential equation of the 
second order whose coefficients are linear functions of the indepen­
dent variable; and it can be shown that every such differential equation 
can be integrated in terms of confluent hypergeometric functions. Let 

d 2 y dy 
(1) (a

0
x+b

0
) --

2 
+(a

1
x+b

1
)--+(a

2
x+b)y=0 

dx dx 

be the differential equation. If a
0 

= a 1 = a
2 

= 0, the equation has con­
stant coefficients and can be integrated by elementary functions. This 
case will be excluded. The transformation 

(2) y = e Itt z, x = A.;+ fl• (,.\f. 0) 

carries ( 1) into 

(3) 
d 2 z dz 

(ao.;+f3o) de +(a,.;+{3,)--;J"f+ (a2.;+{32)z=0, 

where 

(4) a
0 

= a
0

/A, a
1 
=A 1 (h), a

2
= A.A(h), 

{3
0 

= (a
0

fl + 6
0
)/..\

2
, {3 1 = [f1A '(h)+ B '(h)]/A., 

{3 
2 

= f.l A (h) + B (h), 

A(h) = a
0 

h 2 + a
1
h + a

2
, A' (h)= 2a

0
h +a, 

B (h) = b 0 h 2 + b I h + b 2' B I (h) = 2 b 0 h + b t • 

If we can determine A, 11, and h, so that 

a
0

f.L+b
0

=0, a
0

+A.A'(h)=0, A(h)=O, 

then (3) reduces to 6.1(2). In other cases a change of the independent 
variable will reduce (3) to a confluent hypergeometric equation or to 
the Bessel equation. The results are set out in the table on the follow­
ing page, where 3 (a, c, x) stands for any solution of 6.1 (2), and c,_, (x) 
for any solution of the Bessel equation 

2 d2y dy ( 2 2) 
(5) X -- + X -- + X - 1/ y = 0. 

dx 2 dx 
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The reduction of (1) to the confluent hypergeometric equation is not 
unique, for 6 .1 (2) can be transformed into an equation of the same form 
in several ways. If we put 

(10) x = >..~, y = xP e hx z, 

lhe differential equation 6.1 (2) tranforms into 

d 2 ~ d~ 
<u) ~ de + [ e + 2p- <1- 2h) ..\~) d~ 

+ [ p (p + e - 1)/ ~-..\(a- he+ p- 2h p) + >.. 2 h (h- 1) ~) T} = 0, 

and this is the differential equation of 3 (a, y, 0 if 

(12) p = 0 or 1- e, h = 0 or 1, >..(1- 2h) = 1, 

a = >..(a - he) + p, y = e + 2 p. 

Thus, counting the identity transformation, 6.1(2) can be transformed in 
four different ways into an equation of the same form. 

The confluent hypergeometric equation is a homogeneous linear 
differential equation of the second order with a singular point of regular 
type at x = 0, and with coefficients which are regular for all x I= 0 
(including x = oo). Every such equation can be shown (Tricomi 1948) to 
be of the form 

(13) d 
2

y + (a + ~) dy + (a + .E._ + ...!....) y = 0 , 
dx 2 x dx x x 2 

and it is easy to see that [apart from the trivial case when (13) can be 
integrated in terms of elementary functions) the integration of (13) 
leads to confluent hypergeometric functions or to Bessel functions. We 
have to distinguish between two cases of (13). 

If a 2 1= 4a, we have 

(14) y = x-b / 2 e-a:r / 2 w(K, IL• ~), 

where 

(15) K = ({3- ~ ab) (a 2 - 4a) -~ , /L = ~ [(b -1} 2 - 4y)~, 

~ = (a 2 - 4 a) ~ x, 

and w (K, /L, x) is any solution of 6.1 (4); and if a 2 
= 4 a, we have 

(16) y = x~-b/2 e-ax./ 2 Cv(~), 

where 

( 17) II = ( (b - 1) 2 - 4 y ) ~ , ~ = 2 ( ({3 - ~ ab) X)~ • 

The equation 
d2y 

(18) X 2
-- + 
dX 2 

dy 
(A X P + B) X - + (D X 2P + G X P + K) y = 0. 

dX 
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in which p ,;, 0 1s any number, is reduced to (13) by the substitution 

( 19) x = X 11
, a = A I v, b = (B + v - l) I v, 

and hence can be reduced to the confluent hypergeometri c equation. A 
more general form can be obtained from (18) by putting 

(20) r = Y exp [1 ¢(X) :x J. 
Y satisfies the equation 

(21) X 2 d
2

: + (AXP +B+2¢)X~+ [DX2p+GXP+K 
dX dX 

+ (AXP + B- l) ¢ + ¢ 2 +X d ¢ J Y = 0. 
dX 

For instance, with ¢(X)= hXcr it follows that 

d 2 z dz 
(22) X 2 

-- + (AXP + BXCT +C) X-
dX 2 dX 

+ (DX 2P + EXP +cr + FX2CT + GXP + HXa + K) z = 0 

can be integrated in terms of confluent hypergeometric functions pro­
vided that 

(23) E=~AB, F=~B 2 , H=~B(C+a-1). 

At this point it is worth mentioning that Bessel functions themselves 
are special confluent hypergeometric functions (cf. section 6.9.1) so 
that in all non-trivial cases the differential equations of this section 
can be integrated in terms of confluent hypergeometric functions. 

The principal linear differential equations of the second order 
which can be integrated in term·s of confluent hypergeometric functions 
are (l), (13), (18), and (22), the last under conditions (23). 

6.3. The general solution of the confluent equation near the origin 

We shall investigate the confluent hypergeometric equation in the 
form 

d\ dy 
x --+ (c- x)-- ay = 0, 

dx 2 dx 
(1) 

One solution of this equation is 
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and the transformations 6,2 ( 10), 6,2 (12) give three further solu lions, 
viz., 

(3) y
2

=x 1 -c<IJ(a-c+l. 2-c;x), 

(4) y
3 

= e" <IJ(c- a, c; -x), 

(5) y
4

=x 1 -ce"<IJ(l-a, 2-c;-x). 

From their behavior at the origin it follows that y 
1 

and y 
2 

are line­
arly independent if c is not an integer so that (in this case) the general 
solution of ( 1) may be written as 

(6) y = Ay I + By 2 

where A and B are arbitrary constants. The exceptional case of an in­

teger c will be discussed later (cf. section 6,7,1), 
On the other hand, both y 1 and y 3 are solutions of (1), both are 

regular at the origin, and have the value unity there. Since (with a non­
integer c) the differential equation cannot have more than one such 
solution, we must have y 1 = y 3 or 

(7) <IJ(a, c; x) = e" <IJ(c- a, c; -x). 

This is known as Kummer's transformation. Similarly y 2 = y 4 by the 
Kummer transformation. 

Kummer's transformation is a limiting case of Euler's transformation 

F(a, b; c; z) ~ (1- z)-b F[c- a, b; c; z/(z- 1)] 

of the hypergeometric series [cf. 2,1(22)], and is a very important 
relation. Our proof assumes that c is not an integer, but the trans­
formation holds, by continuity, for positive integer c. 

If y andy are any two solutions of ( 1), their Wronskian, 
p q d d 

<a) wpq = r p a; r q - Yq Tx r p 

must be of the form K e" x-c, where the constant K can be evaluat-
pq pq f h ' lY' ed by using the first two t e rms of the series expansions o t e y s. we 

find 

(9) wl2 = w34 = wl4 =- w23 = (1- c) x-c e". 

All the other Wronskians of the four solutions vanish identically. 

6.4. Elementary relations for the <IJ function 

As in the theory of Gauss' hypergeometric series, the four functions 

(1) <IJ(a +) = <IJ(a + l, c; x), <IJ(a -) = <IJ(a- 1, c; x), 

<I) (c +) = <I) (a, c + l; x ), <I) (c -) = <I) (a, c- l; x) 
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are said to be contiguous to <ll = <ll(a, c; x). The function <llandanytwo 
fun cti ons contiguous to it are linearl y connected. The six fonnulas 
d escribin g these connections can be derived from Gauss' r e lations 
between the contiguous functions (cf. section 2.1.2) and can also be 
verified by comparing coefficients of like powffs of x. The fonnulas are 

as follows: 

(2) (c - a) <ll (a -) + (2a - c + x) <ll - a <ll (a +) = 0, 

(3) c (c - 1) <ll (c-)- c(c- 1 + x)<ll+ (c - a) x <ll(c +) = 0, 

(4) (a- c + 1) <ll -a <ll (a+) + (c - 1) <ll (c -) = 0, 

(5) c <ll - c <ll (a -) - x <ll (c +) = 0, 

(6) c (a + x) <1l - (c - a) x cl) (c +) - ac <ll (a +) = 0, 

(7) (a- 1 +x) <ll+ (c- a) <ll(a -)- (c- 1) <ll(c -) = 0. 

These relations are not all independent. From two suitably chosen ones, 

e.g., from (2) and (4), all the others follow by simple operations. 
Any function <ll(a + m, c + n; x),m, n, integers, is said to be asso­

ciated with ct>(a, c; x). By repeated application o f the relations between 
contiguous functions, it is easy to prove that any three associated func­
tions are connected by a homogeneous linear relation whose coefficients 
are polynomials in x. 

By means of term-by-term differentiation, we have 

d a 
(8) -d ct>(a, c; x) =- ct>(a + 1, c + 1; x), 

X C 

or <ll' = (a/ c) <ll(a +, c +).By repeated application, the derivative of any 
orde r of <ll is an associated function, and hence any three derivatives 
are connected by a homogeneous linear relation whose coefficients are 
p olynomia ls in x . The differentia l equation 6,1 (2) is the simplest ex­
ample of such a relation. Combining (8) with the relations between con­
tiguous functions, we have 

(9) , a (a ) 
ct> =-; [ct>(a +)- <ll] = \~ -1 

1-c 
<ll(c +) + ct> = [<ll- ct>(c -1)] 

X 

Further useful formulas are: 

dn (a) 
(10) -- <ll(a, c; x) =--n ct>(a + n, c + n; x ) 

dxn (c)n 

dn 
(ll) -- [xa+n-l <ll(a, c; x )] ""(a) xa-l ct>(a + n, c; x) 

dxn n 
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dn 
(12)-- [xc- 1 cl>(a, c;x)]=(-l)n{l-c) xc- 1-ncl>(a, c-n;x) 

~n n 

dn 
(14) --[e-x xc-a+n- 1 cl>(a, c; x)] = (c- a) e -x xc-a- 1 <ll(a- n, c; x). 

~n n 

Here 

(a)o = l, 
r (a+ n) 

(a) n = a (a + l) • • • (a + n - l) = ---­
r(a) 

n = 1, 2, 3, , , , , 

6.5. Basic integral representations 

It is known that homogeneous linear differential equations whose 
coefficients are linear functions of the independent variable can be in­
tegrated by Lap! ace integrals. The integral representation 

f'(c) 1 
(1) cl>(a, c; x) = J exu u a- 1 (1- u) c-a- 1 du 

r (a) r (c - a) 0 

Re c > Rea > 0 

can be verified at once by expanding e xu in powers of x. This represen­
tation suggests the integration of 6,1 (2) by an integral of the form 

Y = JC e-xtta-1 (l + t)c-a-1 dt, 

which is also suggested by Laplace's method. Substituting this in 6,1 (2) 
we use the identity 

[x ~+(c -x) _:!_-a] [e-xtta-1 (l+t)c-a-1] 
dx 2 dx 

d 
=--[e-xtta (l + t)c-a] 

dt 

to show that the integral satisfies 6.1(2) provided that C does not pass 
through any singular point of the integra nd, and tha t the initial and final 
values of e-xt t a (l + t) c- a are finite and equal to one another. ]f Re c ·> 
Re a > 0, one possible choice for C is the interval (0,-1), thus showing 
that (l) satisfies 6,1 (2). If Re a > 0, another possible choice is a ray 
from th e origin. We put 

(2) 'F(a, c;x)=r~a) Jo"" e-xtta-1 (l+t) c-a-1 dt Rea > 0. 

This equation defines a solution of 6,1(2) in the half-plane Re x > 0. 
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The domain of definition can be extended by rotating the path of inte­
gration. Thus, 

1 oo e i</J 
'IJ(a, c; x) =-- J e -xtta-1 (1 + t)c-a-1 dt 

r(a) 0 
(3) 

Hea > O, -rr < ¢<rr, - ~rr<¢+argx<~ rr. 

Here ta-l and (1 + t)c-a-l are assumed to have their principal values. 

The condition He a> 0, and also the condition He c > Re a '> 0 for cl), 
will be removed l a ter, in 6.11 (2) and 6.11 ( 1), when we introduce con tour 
integrals. 

Another type of integral representation uses Mellin-Barnes integrals 
(cf. section 1.19). The formula 

y + ioo 
(4) cl)(a, c;x)=-1-. r(c) f . r(-s)r(a+s) (-x)•ds 

2m r<a) . r(c +s) 
'Y -100 

- ~ rr<arg(-x) <~ rr, O > y >...:. Rea, c~O,l,2, ••• , 

can be verified by evaluating the integral as the sum of residues of the 
integrand at the poles of r(-s). 

The corresponding representation of 'lJ is obtained by substituting 

rca- c + 1) (1 + t)c-a-! =-- r(-s)r(a-c+s+l) t~ ds 
1 J y+ioo 

2rr i 
y - ioo 

0 > y > He (c - a) 

in (2). Interchanging the order of integration is permissible if y+ Rea > 0, 
and gives 

r (a) r (a - C + 1) IJ.I (a, C; X) 

=--. dsr(-s) r(a-c+s+1) e -xtta+ s-l dt. 1 1y+ioo 1
00 

2 TTL y - ioo 0 

Evaluating the last integral, 

( ) 
x-a J y +ioor(- s ) r(a+s) r(a-c + 1+ s) 

'lJ a c· x --- -------------- x-5 ds, 
' ' - 2rri y -ioo r(a) rca- c + 1) 

or, with a slight change of notation, 

( ) 
11-y +ioor(a+ s )r(-s)r(l-c-s) 

(5) IJ.I a, c; x = -- x s ds 
2rr? y -ioo r(a)r<a-c+1) 

3rr 3rr 
-He a < y <min (0, l -He c ), - - < arg x < 

2 2 
In the derivation, more stringent assumptions had to be made. The exten-
sion to the conditions stated in (5) follows from the theory of analytic 
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continuation. The conditions imposed upon the parameters in (4) and (5) 
can be relaxed still further if the path of integration is suitably deformed. 
In fact, (4) is valid (with any y) whenever a is not zero or a negative 
integer, provided that the contour of integration is indented, if necessary, 
so as to separate the poles of r (-s) from the poles of r (a + s ). Similarly, 
(5) is valid (with any y) as long as neither a nor a - c + 1 is zero or a 
negative integer, provided that the path of integration separates the poles 
of r (a + s) from the poles of r (- s) r ( 1- c - s ). The conditions on arg X 

cannot be relaxed. 
It can be verified that (4) and (5) satisfy 6.l (2) (Whittaker and Watson, 

l927, section l6.4). 
From (5) we have 

(6) 'l'(a, c;x)==x•-c 'l'(a-c+1, 2-c;x). 

H c is not an integer, the poles of r (-s) r (l - c - s) are all simple. 
The evaluation of (5) as the sum of residues of the integrand at these 
poles leads to the important relation 

r(l- c) 
(7) 'l'(a, c; x) = cJ.>(a, c; x) 

rca- c + 1) 

r(c- 1) 
+ x 1 -ccJ.>(a-c+ 1, 2-c;x) 

r(a) 

between the cJ.>function and the 'I' function. 

6.6. Elementary relations for Ute 'II' function 

The 'I' function was introduced by Tricomi (l927) who denotes it by G; 
it is related to F 1 (Meixner, l933), to E(a, f3 :: x)(MacRobert l94l), and 
to 2F0 (a, {3; x) (Erd~lyi, 1939) by the relations 

(l) E(a, {3 ':: x) = r(a) r(/3) xa.'l'(a, a-{3 + 1; x), 

(2) ( ) i7Ta. r(y) "'< ) 
Fl a, y, X =e r(y-a) T a,y;.x' 

(3) 

'I' (a, c; x) is a many-valued function of x, and we shall usua lly consider 
its principal branch in the plane cut along the n egative real axis, this 
branch being determined by 6.5 (3) with- ~ rr .~ ¢::; ~ rr. 

A number of elementary relations for the 'I' function follows directly 
from the corresponding relations of section 6.4 for cJ.>. 

(4) 'P (a -) - (2 a - c + x) 'I' + a (a - c + l) 'I' (a +) = 0 

(5) (c - a- l) 'I' (c -) - (c - 1 + x) 'I' + x 'I' (c +) "" 0 
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(6) 'I'- a 'l'(a +)- 'l'(c -) = 0 

(7) (c - a) 'I' - x 'I' (c +) +'I' (a-) = 0 

(8) (a+ x) 'I' + a (c - a- l) 'I' (a +) - x 'I' (c +) = 0 

(9) (a - 1 + x) 'I' -'I' (a-) + (a- c + 1) 'I' (c -) = 0 

(10) 'I'' =a'l'(a+, c+)='I'-'P(c+) 

6.6 

= (a/ x) [(a- c + 1) 'l'(a +)-'I']= (1/x) [(a- c + x) 'I'- 'l'(a -)] 

d" 
(ll) -- 'l'(a, c ; x) = (-1}" (a) 'l'(a + n, c + n; x) 

dx" n 

d" 
(12) dx" [xc-l 'l'(a, c; x)] =(-~)"(a- c + 1)" xc-n-l 'l'(a, c- n; x) 

d" 
(13)-- [xa+n-l 'l'(a, c; x)] =(a) (a- c + l) xa-l 'l'(a+ n, c; x) 

dx" n n 

d" 
(14) -- [e -" 'l'(a, c; x)] = (-1)" e-" 'l'(a, c + n ; x} 

dx" 

d" 
(15) dx" [e-" xc-a+n-1 'l'(a, c; x)] 

=(-1)"e-zxc-a-l 'l'(a-n, c;x). 

6. 7. Fundamental systems of solutions of tbe conOuent equation 

Four solutions, y 1 to y 4 , of the confluent equation are listed in 
section 6.3. From the work of section 6.5 in conjunction with section 6.3 
it follows that 

( 1) y 
5 

= 'I' (a, c; x ), 

(2) y
8 

=x 1-c 'l'(a- c + 1, 2-c;x}, 

(3) r, = e" 'l'(c- a, c; -x), 

(4) y 
8 

= e" x 1 -c 'I' (1- a, 2- c; -x) 

are four further solutions. The relationship of the four solutions y 
1

, ••• , y 
4 

has been investigated in section 6.3; in particular we know that y 
1 

= y 3 
and y 

2 
= y 

4 
form a fundamental system of solutions of 6.1 (2) provided 

that c is not an integer. There remains a discussion of the four solutions 
y 

5
, • • • , y 

8
• In this section we shall assume that c is not an integer. 
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The exceptional case will be dealt with in the next section. 
From 6.5 (6) we see that 

(5) Y 5 '= Y e • 
. ., 

and y 8 '= - e-' 7Tc y 7 

where £ '= sgn (lm x) '= l if 1m x •> 0, '=- l if lm x < 0. This significance of 
£will be retained in the present section. The factor eit:TT(I-c) is caused by 
our conventions in determining x l-c. Thus, there remain four, in general 
distinct, solutions, y 

1 
'= y 

3
, y 

2 
'= y 

4
, y 

5 
'= y 

6 
andy 

7 
'= e i7Tt: le-I) y 

8
• All 

of these are defined when c is not an integer. Their Wronskians, cf. 6.3(8), 
are all of the form W '= K e" x-c with 

pq pq 

(6) K 12 '= l- c, 
r(c) 

K '=---
Is r(a) ' 

K -ei7Tt:(c-a) 
57- ' 

r(c) 
K 17 '= _r_(_c ___ a_) e i 7Tt: c ' 

r(2- c) 
K '=- ' 25 r (a- c + l) 

r(2- c) 
K '=----

27 rn-a) 

In general, that is if c, a, c - a, are non-integer, any two of the four 
solutions are distinct and form a fundamental system. However, if n 
denotes a non-negative integer and a'=- n, W 15 vanishes identically, so 
that y 1 and y 5 are constant multiples of each other; 6.5 (7) shows that 
this is indeed the case. Similarly, if a = l + n, y 2 and y 

7 
coincide; if 

c - a '= - n, y 1 and y 7 coincide; and if c - a '= l + n, y 2 andy 5 are con­
stant multiples of each other. If c is an integer, either y 

1 
or y 

2 
fails to 

be defined and cannot be used. W 57 has been derived, from W 12 and 6.5 (7), 
under the assumption that c is not an integer; however, on account of 
continuity,it holds for integer c too. Since it never vanishes identically m 

x, it follows that y 5 and y 7 form a fundamental system of solutions of 
6.1 (2) under all circumstances. 

The expression of 'I' in terms of <I> is given by 6.5 (7). The converse 
expression of <I> in terms of 'I' is obtained by writing down an expression 
similar to 6.5(7) for y 7 , and then eliminating one of the two <1>-functions. 
The result is 

(7) <I> (a, c; x) 
r(c) 

e i "a7T 'I' (a, c; x) 
r (c- a) 

r(c) . 
+ -- e 17T(a-cl<" e" 'I' (c -a 
r<~ , c; -x), 
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with a companion formula for y 2 • By means of (7) and 6.5 (7), the follow­
ing relations between the solutions of the confluent equation may be es­
tablished: 

(8) 
f'(l- c ) f'(c-l) 

y 5 = f' (a - c + l) y 1 + f' (a) y 2 ' 

(9) 
f'(l-c) f' (c - l) . 

y 7 = f'(l - a) 
e •1rc E 

y 1 - f' (c - a) y 2' 

(10) 
f'( c) . f'(c) . < l 

y1 
e l7Ta€ Y + __ e l 7T a-c € Y 

r(c- a) 5 f'(~ 7' 

( ll) y =ee<a-cl 7T i [-1(2-c) 1(2- c) r1] · 2 f'(l- a) Ys + f'(a- c + l) 

6. 7 .1. The logarithmic case 

The function ell(a; c; x) is an e ntire function of x, and also an entire 
function of a. Considered as a function of c, ell has poles, and fails to be 
defined, at c = 0, - 1, - 2, ••• • However, we have the relation 

(12) lim 
c -. 1 -n 

ell (a, c; x) (a) 
= --" x"ell(a+n, l+n;x) 

f'(c) n ! 
n = 1, 2, 3, ••• , 

showing that ell*= ell (a, c; x)/f' (c) is an entire function of both parameters 
as well as of the variable. In other respects too this function shows a 
simple behavior, for instance some of the differentiation formulas of 
section 6.4 become simpler when expressed in terms of ell*. 

As a consequence of this situation, the ell function furnishes only one 
solution of the confluent equation when c is an integer. If c = l, y 

1 
and 

y 2 are identical. If c = 2, 3, ••• , y 2 does not exist, and although the 
equation y / f' (2 - c ) t ends to a finite limit as c approaches one of the 
integers > l, (12) shows that this limit is a numerical multiple of y 

1 
and 

does not provide a new solution. For c = 0, - 1, - 2, •.• , the situat ion is 
similar, except that y 1 andy 2 interchange their roles. Whenever c is an 
integer, y 1 or y 

2 
provide .one solution, and the second solution will con­

t ain logarithmic terms. This second solution can be determined by the 
familiar method of Frobenius. 

Another approach to the exceptional case uses the 'I' function as its 
point of departure. The integral representation 6 .5 (3) defines the 'I' func­
tion for all values of c and s hows that this function always satisfies the 
confluent equation. If c is not an integer, the expans.ion of 'I' in ascend­
ing powers of x is given by 6 .5 (7). If c is an integer it will be s ufficient 
to assume c = l + n where n = 0, 1, 2, •••• For c = l + n, both terms on 
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the right-hand side of 6.5 (7) become infinite, and the expansion in 
ascending powers ofx can be obtained either by making c -+ n + 1 in 6.5 (7), 
or more directly from 6.5 (5). We shall briefly describe the second method. 

If c = n + 1, the integrand of 6.5 (5) has simple poles at s =- n, 
- n + 1, ••• , - 1 and double poles at s = 0, 1, 2, ••. , (if n = 0, there 
are only double poles). The residue of r(a + s) r(-s) r(- n- s) x-• at 
the simple pole s = r - n, r = 0, 1, . .. , n - 1 is 

<-r-! r(a-n +r) r(n-r)xr-n ; r!; 

the residue a t the double pole s = r, r = 0, 1, 2, ... , is 

(-1)nr(a+r) 
------[log x + tf;(a + r)- t/;0 + r)- tf;(1 + n + r)] xr 

r ! (n + r) ! 

where if; (z) is the logarithmic derivative of r (z) (cf. section 1. 7). Eval­
ulating the integral 6.5 (5) as the sum of residues of the integrand at the 
poles which lie to the right of the path of integration, we obtain 

(-1)n-1 { 
(13) 'l'(a, n + 1; x) = cll(a, n + 1; x) logx 

n ! r (a-n) 

oo (a) xr } 
+ ~ ___;__;_t,_ [t/J(a + r)- tf;(1 + r)- tf;{l + n + r)] TT 

r = o (n + 1) r 

(n - 1) ! n~l (a-n) x r -n 

+ ~ ---
r(a) r=o (1-n)r r l 

n = 0, l, 2, ••••• 

The last sum is to be omitted if n = 0. The corresponding expansion of 
'l'(a, 1- n; x) can be obtained from (13) and 6.5(6). 

Some formulas simplify in the logarithmic case. As an example we 
shall show that 

(14) f(c) = (!__ + 2 _!_) cll(a, c; x) 
aa ac 

can be expressed in terms of confluent hypergeometric functions when c 

is an integer. 
Since 

a 
~ (a) =(a) [ t/J(a + n)- t/J (a)] aa n n 

where if; (z) is the logarithmic derivative of the gamma function, term-by­
term differentiation of 6.1(1) gives 

oo (a) xr 
f(c) = '\' __ r [ tf;(a + r)- t/J(a)- 2 tf;(c + n) + 2 t/J(c)]-

1 
• 

~ (c) r . 
r= o r 
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By comparison with (13), with n = 0, 

(15) f(l) = [2 1/J( l}- 1/J(a)- log x] 4l(a, 1; x) - r(a) 'l'(a, 1; x ). 

The co!Tesponding result for f(l + n) with n = 0, 1, 2, •.• , may be written 
do.wn by means of 6.4 ( 13). 

6.8. Further properties of the 'I' function 

Like the ciJ function, the 'I' function is a limiting c ase of Gauss' hyper­
geometric function, since 

(1) lim F(a,b;c;l-c/ x)=xa'P(a,a-b+l;x) 
c-+ oo 

Erdelyi 1939 a). The proof is based on 6 .5 (7) and the expansion of 
F (l - c/ x) in ascending powers of x. 

The behavior of 'I' for small x can be investigated by means of 6.5 (7), 
6. 7 (13 ), and the corresponding formula for c equal to zero or a negative 
integer. The results are s ummarized in the table 

'l'(a, c; x) for small x 

c 'I' 

(2) Re c > l x 1 -c r(c -1)/r(a) + R 

(3) Re c < l r (l - c) / r (a - c + l) + R 

(4) Re c = l, c f, l 
rn- c) r(c - l) 

xl-c + R + 
r(a- c + l) r(a) 

(5) c = l - [r(a)]- 1 log x + R 

The order of the remainder is seen from the following table 

R = O(u) 

c u 

(6) Re c:?: 4 c /=2 ixi Re c-2 

(7) c = 2 ilog xi 

(8) l < Re c < 2 l 

(9) Re c = 1, cf,l ixi 

( 10) c = l ix log xi 
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c u 

(ll) 0 < Re c < 1 [x[I-Re c 

(l2) Re c.:::.; 0, c;iO [x[ 

(l3) c = 0 lx lop;x l 

According to the convention of section 6.6, the negative real axis is 
a branch cut of the liJ function. We denote by f(-~ + iO) the limit of 
f(- ~ + iTt,) as TJ -+ 0 through positive values, and define f(- ~- i 0) sim­
ilarly. From 6.5 (7), 

(14) 'P(a, c; - ~ ± iO) 

r (1- c) 
<I> (a, c; - ~) 

rca- c + 1) 

r (c- 1) 
e+i7Tc ~l-c<l>(a-c+1, 2-c;-~) 

r (a) 

~ rn- c) 
=e-.; <l>(c- a, c; -~) 

rca- c + 1) 

- e+i7Tccl-c<l>(1-a 2-c·-/:) r(c- 1) - J 
r(a) s ' ' s 

where ~ •> 0, and either all upper or all lower signs have to be taken. In 
particular, 

(15) /). = liJ(a, c; -~+ iO)- 'P(a, c; -~- iO) 

2 rri e' -c <l>(a- c + 1, 2- c; -~). 
r(a) 1(2- c) 

Since the derivation of this formula is based on 6.5 (7), integer c are 
excluded in the first place. By continuity, the formula remains valid for 
c = l, 0, -1, -2, .... For c = 2, 3, 4 , ••• , the right-hand side appears 
in an indeterminate form, and when it is written as 

2m ~ r (a - c + r + 1) 
~ (-1)r ~1-c+r, 

r(a) l(a-c + 1) r= 
0 

1(2- c + r) 

c can he made to approach 1 + n (n = 1, 2, ••• ,) with the result that 

2rri 
(16) /). = (-l)n-l <l>(a, 1 + n; -~) rca- n) 

~ > 0, c = 1 + n, n = 0, 1, 2, •••• 

'P(a, c; x) is one-valued (i) if a= 0, -1, -2, ... , when 'Pis a poly-
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nomial in x and according to 6,5 (7) a multiple of ell, and (ii) if c = n + 1, 
n = 1, 2, , , , , and a is one of the integers 1, 2, , , , , n, when 6, 7 (12) 
shows that 'P is a polynomial in x - 1• 

The behavior of 'I' when x encircles the origin can be understood from 
the formula 

(17) 'l'(a, c; xe2o! 71 i) = e -z,c 11 i'P(a, c; x) 

. r(l-c) 
+ (l- e-z.., 7Tt) <ll (a, c; x) 

r(a- c + l) 
m = 0, ± 1, ±.2, .•.• 

6.9. WbiUaker functions 

For some purposes it may be convenient to use Whittaker's notation. 
Whittaker writes the confluent e quation in the standard form 6,1 (4). From 
6,2 ( 13), with 

a= -1, b = c, a= y = 0, f3 =-a, 

we see that 

3(a, c; x) = ex/2. x-c/2. w(K, 11• x) 

with K = -a + ~ c, 11 = ~ c - ~. Two solutions of the Whittaker equation 
are the Whittaker functions 

(l) M (x) - e - x /2. x c /2. <ll (a c · x) = z 
K ,J..L - ' ' - 1' 

(2) W (x)- e -x/2. xc/2. 'l'(a c· x) = z 
K,J.k - ' ' - 5 c=Z11+l. 

Conversely, 

(3) cll(a, c; x) = ex/2. x-Y. - Jl-M K , J.k (x) 

(4) K=~c-a, 11 = ~c - ~-

We also have, in the notation of 6.6 (3), 

(5) W K , J.k(x) = e-x/2. XK 2 F
0 

(!t2- K + 11• ~ - K- 11;-l/x). 

Further solutions of th e Whittaker equation 6.1 ( 14) can be derived 
from sections 6.3 and 6, 7. Indi cat ing corresponding solutions of 6,1 (2) 
and 6,1 (4) by the same subscript 

(6) z 2 =MK,-J1-(x}, z 3 =M-K,.,_{-x), z 4 =M-K,-)-x), 

z 6 =WK,-J1-(x), z 7 =W-K , J1-(- x), z 8 =W-K ,-J1-(-x). 

Kummer's transformation 6,3 (7) becomes 

(7) M (x)=ei<'7T!Y.+i.LIM (-x) 
K,J.L -K,J.L 
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where f = l if lm (x) > 0 and f = - l if lm (x) < 0, and the transformation 
6.5 (6) becomes 

(8) WK (x) = WK _ (x). 
, J.L • JL 

Whittaker defined M by (1), while in the definition of W he used an 
integral representation equivalent to 6.5 (2). 

Buchholz (1943 a nd other papers) uses the notation 

m <Pl(z) = (2z/77) -M M (z) 
v v, ~p 

w (p)(z ) = (2 z/77)- ~ W (z) 
ll v. l4p 

6.9.1. Bessel functions 

If K = 0, the Whittaker equation 6.1 (4) can easily be reduced to the 
Bessel equation 6.2 (5). The result may be indicated as 

w(O, Jl, x) = x ~ C ( ~ix). 
J1. 

In the notation of 6.1 (2) this corresponds to c = 2a. The connection 
between Bessel functions and confluent hypergeometric functions can be 
summarized in the following formulas in which the standard notation is 
used for Bessel functions (cf. Watson, 1922). 

(9) 
1 . 

J)x) = (~x) 11 e-u: <I>(~+ v, l + 2v; 2ix) 
r (v + 1) 

l 
( 10) I.,, (x) = (~x) 11 e-x <I>(~+ v 1 + 2v· 2x) 

v r (v + l) 2 2 , ' 

(12) H<~1 (x) = (~ 11x)- ~ ei<x-~v1T-!4'1Tl 
2

F
0 

[ ~ + v, ~ - v; 1/ (2ix)] 

=- 2i77- ~ e i(x - v7Tl (2x) 11 'I'(~+ v, 1 + 2v; - 2ix) 

( I / )-~ -i<~v+!4'l7TW ( 2 · ) = /2 17X e o • v - tx 

(For H 1~1 , change i into -i) 

(13) K (x) = 11~ e-x (2x) 11 '1'(% + v, 1 + 2v; 2x) 
ll 

(14) W (x) = 11-~ x~ K (~x) 
0 ,JL J1. 

(15) Y (x)=-77-l4(2x) 11 [ei(v?T-xliJI(~+v,1+2v;2ix) 
v 

+ e i(x-v7Tl '1'( % + v, 1 + 2v;- 2ix)] 
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Bessel functions occur also as limiting cases of the confluent hyper­

geometric functions. Performing the limiting process term by term, we 

find 

(16) 
a-> oo 
lim ¢(a c·- x / a) = r(c) x~ -Y.c J (2x~). 

' ' c-1 

The corresponding result fnr the 'P function can be obtained from 6.5 (7) 
for non-integral c. From Stirling's formula, or still better, from 1.18 (4), 

r(l-~:a-c) 
lim 1 l' 

a-> oo a -c !(a) 

and this result, in conjunction with ( 16) and 6.5 (7), shows tha t 

(17) lim [['(a-c+l)'l'(a,c;-x/a)] 
a -> oo 

= irrc -me xY.-~c H(2 ) (2x~) 
c-l 

Similar is the proof of 

(18) lim ¢(a, c; x/a) = r(c) x ~ -~c Ic_
1 

(2xv.), 
a -> oo 

(19) [r(a- c + l) 'l'(a, c; x/a)] = 2x~-~c Kc-T (2x~). 
a-> oo 
lim 

6.9.2. Other particular confluent hypergeometric functions 

The relation 

(20) <I>(a, a; x) = ex 

Im x > 0, 

lm x < 0. 

is obvious, and many other special functions can be expressed in terms 
of the confluent hypergeometric functions. The first group of such func­
tions consists of incomplete gamma functions and related functions. By 
6.5 (2) and 6.5 (6), and by 6.5 (7) and 6.3 (7), 

(21) !(a, x) = J
00

e-tta-l dt=e-x'P(l-a, 1-a;x), 
X 

(22) y(a, x) = i(a)- i(a, x ) = a- 1 xa ¢(a, a+ l;- x). 

For th e error functions, 

J X t 2 2 2 (23) Erf(x) = e - dt = ~y(~, x ) = x ¢(1/2, 3/2;-x ), 
0 

00 2 2 
(24) Erfc(x) = J e -t dt=~r<~,x 2)=e-x 'l'( ~ . ~;x 2). 

X 

For the exponential integral, the logarithmic integral, integral sine and 
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cosine and the Fresnel integrals we have 

(25) - Ei(-x) = Joo e-tt- 1 dt =e-x 'P(l, l; x), 
" 

(26) li (x) =1 "__:!:__= Ei (log x) =- x 'P (1, l;- log x), 
log t 

(27) Si(x)=fo"t- 1 sintdt=~rr-J"
00

t- 1 sintdt 

= ~ TT- ~ie- ix 'P(l, l; ix) + ~ie ix 'P (l, l;- ix), 
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(28) Ci(x) = - Joo t- 1 cost dt =- ~ e-ix 'P(l, l; ix)- ~e ix 'P(l, l;- ix), 
" 

= rr-~ 2-~ x~ [<ll(l/2, 3/2; -xe i7T/2) +<ll(l/2, 3/2; -xe-i7TI2)], 

(30) S(x) = T~ rr-~ J" t-~ sin t dt 
0 

= TT -~ 2-~ x ~ i [ <ll ( l/2, 3/2; - xe i7TI2) - <ll ( l/2, 3/2; - xe- i7TI2)]. 

The parabolic cylinder functions of Chapter VIII are also confluent 
hypergeornetric functions: 

2 
(31) D (x) = 2~v e-~x 'P(- )-2v, )-2; ),2x 2 ) 

v 2 

= 2~v-~ e-~x x 'P()-2- ~v, 3/2; ),2x 2 ). 

Special cases of these are the Hermite polynomials: 
2 

(32) H (2-~ x) = 2~" e ~" D (x) = 2"-~ x 'P(~- ~ n, 3/2; ~x 2 ) 
n n 

where n is a non-negative integer. 
Again 'P( a, 0; x) = x 'P(a + l, 2; x) is connected with Bateman''s 

function kv()-2x) with v =~-~a. Originally Bateman put 
~7T 

(33) k (x) = 2rr-1 f cos (x tan e-ve) dO 
v 0 

for real values of x and v. Then 

(34) f(v + l) k2V(x) = e-" 'P(- v, 0; 2x) for x > 0, 

and it is useful to consider this as the definition of the k-function in the 
cut plane. With Bateman's original definition, kv(-x) = k_)x). This 
formula no longer holds when the definition (34) is adopted. Instead we 
have 

f> o. 
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If a is zero or a negative integer, ci> and 'I' are polynomials in x, related 
to the generalized Laguerre polynomials of Chapter X, 

(a+ 1)n (-l)n 
(36) La (x) = ¢(-n, a+ 1; x) = ----

1 
'1'(-n, a+ 1; x) 

n n I n. 

n = 0, 1, 2, •••• 

The so-called Laguerre functions, for unrestricted values of v,, are an 
alternative notation for confluent hypergeometric functions (Pinney 1946) 

1 
(37) L ~a) (x) = ( ) cl>(-v, a+ l, x) r v+ 1 

If c- a- 1 is a non-negative integer,xc-t 'l'(a, c; x) is a polynomial and 

(38) 'l'(a, a+ n + 1; x) = x~a-n '11(-n, 1- a-n; x) 

=(a)nx-a-n el>(-n, 1-a-n;x)=(a)nx-a-nL~-a-nl(x) 

n = 0, 1, 2,,,, 

It can be proved (Erdelyi l937f) that the confluent equation has a solution 
which is a finite combination of elementary functions if and only if either 
a or c -a is an integer. 

Of recent importance are the Poisson-Charlier polynomials (Szego 
1939) arising in the calculus of probability. They can be expressed by 
means of the confluent hypergeometric function as 

(39) p (x) = a-~n (n!)-~ (x- n + 1) cl>(-n, x- n + 1; a). 
n n 

The so-called Toronto functions (Heatley 1943) are defined by 

2 r<X m + X) (11 11 
(40) T(m, n, x) = x 2

n-a+t e-x r(l + n) ¢ 12 m+ 12, n + 1; x). 

The following table gives information about some of the more important 
particular and limiting cases of confluent hypergeometric functions. 

SPECIAL CASES OF THE CONFLUENT HYPERGEOMETRIC FUNCTION 

Parameters 

a= 1, 2, ... , 

a= 0, -1, -2, ... , 

a -+ oo 

c = 0, c = 2 

c = Y,, c = 3/ 2 

c=a 

Functions 

Incomplete gamma functions and their particular cases 

Laguerre polynomials 

Bessel func tions 

Bateman's k-function 

Parabolic· cylinder functions 

Elementary functions, incomplete gamma functions 
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SPECIAL CASES OF THE CONFLUENT HYPERGEOMETRIC FUNCTION 
(Continued) 

Parameters Functions 

ell Laguerre polynomials, 
c -a = 1, 2, 3, •. . , 

'¥ Incomplete gamma functions 

c = 2a Bess el functions 

c = a=1 Exponential integral and related functions 

a = 1/ 2, c = 3/ 2 Error functions and related functions 

6.10. Laplace Cransfonns and confluent hypergeometric functions 

We shall use the notation 

(l) L I F(t); sl = Joo e -•t F(t) dt = [(s) 
0 
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for the Laplace transform of F (t), and shall occasionally write more 
briefly L IF!. From the theory of the •Laplace transformation we quote the 
product theorem, 

(2) L I J t F, (u) F
2 
(t- u) du I= L IF, (t)l L IF 

2 
(t}l, 

0 

valid, for instance, if L IF
1 

I and L IF
2

l converge absolutely, and the 
complex inversion formula 

(3) F(t) =-. f(s) e 8 tds 
1 iy +ioo 

2m y -ioo 

valid, e.g., if L IF I is absolutely convergent for Re s = y, and F (x) is of 
bounded variation and continuous in some neighborhood of t. The infinite 
integral is in genera l a Cauchy Principal Value, that is lim f;_+i~A as 

A -+ oo. HJY~1~e~, if [(s) is absolutely integrable on Res= y, we may write 
simply f . m (3). Jy -,oo 

There are many pairs of Laplace transforms in which confluent hyper­
geometric functions occur. We may rewrite 6.5 (2) as 

(4) Llta- 1 (l+t)c-a-tl=f'(a)'¥(a,c;x) Rea > O, Res > O. 

We also have, for Re b > 0, andRes > Max (0, Re k), 

(5) LIt b-t cll(a, c; kt) I = r (b) s -b F (a, b: c; ks _,) 

= f'(b) (s - k)-b F [c- a, b; c; k/(lc- s)] 

lsi > lkl, 
Is- kl > lkl. 

The first form can be obtained either by term by term integration of the 
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power series f or ell, or from 6.5 ( l) and E uler' s integral for Gauss' series; 
the second form follows by Euler's transformation of the first form . .If k 
is negative real, we may make s ""* 0 in (5) provided that Re a> Re b. \\'ith 
b = c, (5) assumes the simpler form 

(6) L ltc- 1 cll(a, c; e)}= r(c) s-c (1- s - 1)-a 

Re c > 0, Re s > L 
From (5), 6,5 (7), and 2,9(33) 

(7) L ltb- 1 'P(a, c; t)l 

['(b) r(b- c + 1) 
= F (b, b - c + 1; a+ b- c + 1; 1- s - 1

) 
['(a + b - c + 1) 

Re b > 0, Re c < Re b + 1, 11- si < 1, 

r(b) r<b- c + 1) 
---,--------s-b F(a, b; a+ b - c + 1; 1- s- 1

) Res >~. r (a+ b- c + 1) 

The result can he written in several equivalent forms, and can be ex­
tended by a na lytic continuation to the half-plane Re s > 0. If R e a > R e b, 
we may make s --* + 0 in (7). 

Another laplace transform pair is given by Weber's first exponential 
integral 

(8) 

Re a > 0, Re s > 0. 

Similarly 

(9) LIt a-Xv- 1 K (2t X)l = ~ r(a) r(a- v) s-a 'II (a, 11 + 1; s - 1) 
v 

Rea> 0, Rea> Re v, Res > 0. 

The relation 

(10) L ltc- 1 F(a, b; c;- t)l = f'(c) sa-c 'P(a, a - b + 1; s) 

R e c > 0, R e s > 0 

is equivalent to an integral representation of WK given by C. S. Meijer. ,J.L 
·Another transform pair is 

z 
(ll) Lle-t tzc-z <ll(a, c; t 2)} = 2 1-zc f'(2c -1) 'P(c- ~.a+~; ~s 2) 

R e c > ~. R e s > 0. 
In Whittaker's notation, the principal formulas read: 

(12) Lle XttaMK (t)l = f'(a + p.+ 3/2) s - a-J.L- 312 
•J.L 

x F(a + p. + 3/2, p. - K + 1/2; 2p. + 1; s - 1
) 

Re(a+p.+3/ 2) > 0, Res > O, 
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Rep.>-~, Res>Re>..-~, 

(14) L le~ttaW (t)} 
K,J.L 

r(a + p. + 3/2) r(a- /1. + 3/2) s-a-J.L-3i2 

r(a-K+2) 

x F (a + 11. + 3/2, 11. - K + l/2; a - K + 2; l - s -I) 

Re (a ± 11. + 3/2) > 0, Re s > 0. 

From the product theorem, (2), and (6) we have the integral addition 
theorem for <ll : . r t uc-1 (t- u)c

1

-l 
(15)} 0 r(c) <ll(a, c; u) r(c I) <ll(a I' C I; t- U) dU 

cl>(a +a 
1

, c + c 
1

; t) 
r<c +d 

The particular case a 
1 

= 0, or 

( 16) .Fat u 'Y -I (t - u) c -y -I <ll (a, y; u) du 

r(y) r(c- y) 
= r(c) ct>(a, c; t) 

may be mentioned separately. 

6.11. Integral representations 

Rec>O, Re c 1>0. 

Re c > Re y > 0 

In this section the basic integral representations will be generalized 
by the .introduction of contour integrals, and further integra l representa­
tions will be listed. 

6.11.1. The <ll function 

The integral representation 6.5 (l) is based on Euler's integral of the 
first kind, 1.5 ( l), for the beta func tion. The restrictions imposed upon 
the parameters can be removed, partly or e ntirely, by the introduction of 
complex integrals, as in section 1.6. Using 1.6 (6), 1.6 (7), or 1.6 (8), 
instead of 1.5 ( 1), we arrive at th e integral representations 

(l) cl>(a, c ; X) = (2m)-2 e-i7TC r(l- a) r(c) r(l +a- c) 

J (l+,o+,I-,O-) xt a-1 (l )c-a-1 d x e t -t t. 
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(2) ~(a, c; x) c (21Ti)- 1 r(c) r(a- c + l)/r(a) 

J
(l+l xt a-1( l)c-a-ld x 
0 

e t t- t 

and 

(3) ~(a, c; x) =- (2ni)-l r(c) r(l-a)/ r(c- a) 

X J(O+l e"'t(-t)a-1 (l- t)c-a-1 dt 
I 

6.11.1 

Rea> 0, 

Re(c- a)> 0. 

In (l), the contour of integration is a double loop starting at a point A 
between 0 and 1 on the real t axis, with arg t = arg (l - t) = 0 at A, en­
circling first t = l in the positive sense, then t = 0 in the positive sense, 
then t = l in the negative sense, and finally t = 0 in the negative sense, 
returning to A. 

In (2), the contour is a loop starting (and ending) at t = 0 and encir­
cling 1 once in the positive sense. Similarly in (3), with 0 and 1 inter­
changing roles. All powers have their principal values in (2) and (3). 

0+, 0+, 1-, o-) 

The ci> function can also be represented in terms of Bessel functions. 
From 6.10(16) withy= 2a, and 6.9(10), 

(4) r(a)r(c-2a)~(a, c;x)=1T~ r(c)x~-a 

J I ~"" a-~ (l )c-2a-l I (V2xt) dt 
X 

0 
e t - t a-~ / l 

and from 6.10(8), with a slight change in notation, 

(5) r(c-a)cl>(a,c;x)=r(c)e"x~-~c 

x J"" e-tt~c-a-~ Jc-l [2(xt)~] dt 
0 

Rec>2, Rea>O, 

Re c > Re a> 0, Re x > 0. 

Further integral representations may be obtained by using the complex 
inversion formula, 6.10(3), in connection with the Laplace transforms 
6.10(5), with k = l, and 6.10(6). 

(6) ~(a, c· t) = (21Ti)- 1 r(b) t 1 -b f"+.ioo e•ts-"F(a, b· c· s-1) ds 
' -y-,oo ' ' 

Reb> 0, y > l, 
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<1> ell (a, c; t) = (2rri)-l r (c) t l-c rr+ .ioo e •'s -c (l- s -t)-cz ds 
-y-aoo 
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Re c > O, y > 1. 

U b = n + l, n = 0, l, ••• , in (6), the integrand is a one-valued function 
of s, and the path of integration may be replaced by a closed contour, for 
instance, by a circle lsi = p > L 

(8) cll(a, c; t) =(2rri)- 1 n! t-n fc e•'s-n-l F(a, n + 1; c; s-1) ds 

n. = 0, l, 2, •••• 

6.11.2. The 'I' function 

A similar discussion of the 'I' function leads to the following integral 

representations: 

1 
Co+l 

(9) 'P(a, c; x) = (2rri)-1 e-cz7Tir(l- a) e-ata-l (l+t)c-a- 1dt 
oo e ic/> 

- ~" < ~ + arg x < ~ rr, arg t =~at the beginning of the loop, 

(10) r(a) r(a- c + 1) 'P(a, c; x) 

"'2x~-~c Joo e-tta-~e-~ K [2(xt)~] dt 
o e-1 

Rea > O, Re(a-c)>-1, 

(ll) r(b) 'P(a, c;x) 

= xa-b J 00 
e-Jettb-l F(a, a- c + 1; b;- t) dt 

0 

Re b > 0, Re x > 0, 

(l2) r(a + b- c + 1) 'P(a, c; t) = (2rri)- 1 r(b) r(b- c + 1) tl-b 
'Y + ioo 

x r . e •t s -b F (a, b· a + b- c + 1· 1- s -I) ds 
Jy-•oo ' ' 

Reb > O, Re(b-c)>-1, y >~ 

For x > 0, the following integral representation can be derived from 
6.5 (2). We assume Re a > 0, Re c < 1, x > 0 . Then it is permissible to 
deform the path of integration into the segment of the real axis from t = 0 
to t = - ~ and the ray from t = - ~ to t =- ~ + i oo. Along (0, -~)we 
put t = ue i7T; along (- ~, - ~ + i oo) we put 

t = ~ e i C7T-el sec e, l + t = ~ e ie sec e (0::; e ::; ~ rr). 
Thus we find 

e-i7Ta r(a) 'P(a, c; x) = fo ~ e-11% ucz-l (l- u)c-cz-l du 

~7T 
- i 2 1

-" f (cos e)-" exp [~x- ~ix tan e + (c- 2a) iO] dO. 
0 
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A corresponding formula can be obtained when the path of integration .is 
deformed .into the segment (0, -X), along which now t = ue- i 7T , and the 
ray (-X, - X - i oo ), along which t = Xe i<B-7Tl sec e. Subtracting th e two 
formulas, 

(13) TT'P(a, c; x)=21 -cr(l-a)e~"' 
~7T 

X f (cos m-e cos[Xx tan e + (2a- c) e] de 
0 

x > 0, Re c < l, a f, 1, 2, • ••• 

The condition Re a > 0, used in the derivation, can be disca rded by 
analytic continuation. However, a new restriction on a must be introduced 
in order to avoid the poles of the gamma function. Formula (13) corre­
sponds to the integral representation 6.9 (29) of Bateman's k function. 

Two further integral representa tions, due to C. S. Me ijer (1938, 1941), 
are 

(14) 'l'(a, c; x ) =xa-~ J~ e -~x cosh 2 t Pt (cosh t) (2 sinh t) 1 -J1.dt 

!l = c - 2a + X, v = c- 3/2, Rex ·> 0, R e /.. < l, 

and 

(15) 'P (a, c; x) = TT- ~ 2a-~c+t e~"' x~-~c 

xJ
0

00 e -~ (sinh d D c-
2
a [(2x) ~ cosh t] cosh [(c -1) t ] dt 

Rex > 0. 

6.11.3. Whittaker functions 

The basic integral representations for Whittaker's confluent hypergeo­
metric func tions are: 

(17) r(X+K+!l)MK,J.J.(x) 

= r (2/l + l)e~"' X~..coo e- t tK-~ J 2J1. ( 2(tx) ~) dt 

(18) r<~ - K + ll) WK (x) 
, j.J. 

= e -~x xJ.J.+ ~ Joo e-tx t-~-K+J.J.(l + t)- ~ +K +J.J.dt 
0 
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and 

(19) 

r (~ - K - f.£) r <~ - K + f.£) 
x• ds 

3 

2 

3 
rr<argx < -rr, 

2 
where neither ~ + K + f.£ nor ~ + K - f.£ is a positive integer, 
of integration separates the poles of r (s) from the poles of 

and the path 

1(~- K- f.£- s) r(~- K +f.£- s). 

6.12. Expansions in terms of Laguerre polynomials and Bessel functions 

Beside the power series expansions, there are other useful expansions 
of confluent hypergeometric functions. 

We put ¢ = 0, c = a+ l, t = u/(l- u), in 6,11 (9) and obtain 

(1) 'P(a, a+ l; x) = (2rri) -I e i7Ta f'(l- a) 

J (O+) -zu/(1-u) a-1 (l )-a-1 d x 
1 

e u -u u. 

Now, 

(2) Cl-u)-a-1 e-xu/11-ul, ~ 
n"' o 

L (a) (x) u n 
n lui < l 

is the well-known generating function of generalized Laguerre polynomials 
[ Szego 1939(5.1.9)]. Since this series converges only inside the unit 

. .
1 

. J <o+> . J <o+> . Circle u\ < l, we wnte 
1 

"' hm v , v -> l -, and substitute (2). 

Since 

J (O+l + I . + I ) v ua n- du=2iet7Tasin(arr)v 0 a (n+a, 

we thus obtain 

f'(a) 'P(a, a+ l; x) = lim va ~ (n + a)- 1 v 0 L <a> (x) 
n 

11-> I- n = 0 

and by Abel's theorem on the continuity of power series, 

(3) r(a) 'l'(a, a+ l; x) = ~ (n + a)- 1 L <a> (x) 
n= 0 n 

whenever the infiaite series converges. From the known estimate of 
generalized Laguerre polynomials (Szego 1939 Theorem 7 .6.4) it is seen 
that the series is convergent in any finite positive interval of x if a < ~. 
On the other hand, using the transformation 6,5 (6), 
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(4) r(a-a)'l'(a, a+l;x)=x-a. ~ 
n=o 

(n + a - a) -I L (-a.) (x) 
n 

where the series converges (for positive x) if a > - ~. Outside the pos­
itive real axis both series are divergent. The expansions (2) and (4) are 
due to Tricomi. Another expansion in terms of Laguerre polynomials 

(5) 

00 

<ll(a, c;xy(x- l)- 1 ]=(1-x)a 2: (a)n L~c-ll(y)x" 
n= o (c)n 

lxl < l, y > 0 

·is a generalization of (2) and, with x = ~. it provides an expansion of <ll 
on the negative real axis in terms of L aguerre polynomials. It is due to 
A. Erdelyi [ 1937 a, equation (5, 7) ]. 

T ricomi (194 7, 1949) has given two expansions of <ll in terms of Bessel 
functions. These expansions are useful for the investigation of the be­
havior of <ll when the parameters are large. The firs t expansion is 

(6) <ll(-a, a+ l ; x) = r<a+ l) (ax)-~a.elu: ~ A (h)(x/a)~" J + [2(ax) ~] 
a= O a a. a 

where a is real, h ~ 0, and the coefficients A, are determined by the 
generating function 

(7) ~ A (h) z" = ea• [l + (h- l) z]a (l + hz)-a-a.-l 
• = 0 • 

From the asymptotic representation of Bessel functions for large order it 
is seen that the infinite series in (6) converges as 

~ A (h) x "/r(a + m + l) 
• = 0 .. 

and hence is absolutely and uniformly convergent in every bounde d region 
of the complex x plane. From (7) we h ave 

(8) A 
0 

= l, A 
1 
=-(a+ l) h, A 

2 
= (h - ~) a+~ (a+ l) (a+ 2) h 2 

and the recurrence relation 

(9) (m + l) A .. +I = [ ( l- 2h) m - h (a+ l)] A" - [ (l- 2h) a 

+ h (h - l) (a+ m)] A" _
1 

+ h (h - l) a A" _
2 

m = 2, 3 , 4, ••• , 

for the computation of the later A. Also, 

(10) A (O) = (-1)" L (a-a 1(a) A (l) = L -(a+a +a.+ I l(-a) . . . . ' 
and if a= n = 0, l, 2, ••• , a lso 
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A.,(h)=h"-n f .(:) (h-1)n-kL:(k+.+a.+l)(-a/h), 

o/<= 0 

The A are polynomials in a, a, h, and the degree of A in a is [~ m] if 
hI=~. and [ m/3] if h = ~ ([o] is the largest integer 5, ·b). The most suit­
able choice for h is ~. 

Tricomi's second expansion is 

(ll) e-Xx ~(a, a+ 1; x) = r(a + 1) (Kx)-Xa 

X n~OAn(K, ~+Xa)(~K-IX)XnJa.+n(2KXXX) 

where K = ~ + X a - a is Whittaker's parameter, and the A,. (K, A.) are 
coefficients in the expansion 

(12) e 2 Kz 0- z)K-A. (1 + z)-K-'A=~ A (K A.) zn lzl < l 
n=O " ' 

Tricomi (1950) proved that, for reasons similar to those advanced in con­
nection with (6), the infinite series in ( ll) is convergent in the entire x­
plane. Moreover, (11) can be used for the approximate computation of the 
ell function for large K. From (12) w e have 

(13) A 0 (K' A.) = l, A I (K' A.)= 0, A 2 (K' A.) = A, 
2 

A 3 (K ' A.) = - 3 K ' A 4 (K ' A.) = X (A.) 2 ' 

A 5 (K' A.) =- 2 ( ~ A+ ~ ) K' A 6 (K' A.) = 

and An is a polynomial of degree [n/3] inK. Also 

(14) An(-K, A.)=(-1)nAn(K, A.) 

1 ( 2 2 
-, ,\)3 + - K ' 
3. 9 

n = 2, 3, 

For further details about these coefficients see Tricomi (1949). 

6.13. Asymptotic behavior 

... ' 

The asymptotic behavior of confluent hypergeometri c functions is 
different according as the large quantity is the variable, one of the 
parameters, or two or all three of these quantities. A complete set of 
results is not yet available. 

The investigations are based e ither on integral representations, or 
directly on the differe ntial equation, or else on suitable expansions in 
infinite series. 
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6.13.1. Behavior for large lxl 

The behavior of confluent hypergeometric functions as x -+ oo can be 
investigated by means of the basic integral representations. If in 6.5 (3) 
we put 

(l + t)c-a-1 = t 
n = 0 

t" 
(-l)"(a-c + l) - +RN 

n n! 

and estimate the integral involving R N , it can be shown that 

(a) (a- c + l) 
(-l)" n n X-a-n+O(ixi-a-N-1) 

n! 
(l) 'l'(a, c; x) = f 

n= 0 

3 3 
N = 0, l, 2,,,,, x-+ oo, --rr < arg x < -rr. 

2 2 

The same result may be obtained from 6.5 (5) by shifting the path of 
integration to the left, evaluating the residue whenever we pass a pole of 
r (a + s ), and estimating the remaining integral. Note that this result is 
in agreement with 6,6 (3), showing that the (divergent) formal power series 

2 F0 
is the asymptotic expansion in an appropriate sector of the a nalytic 

function defined by 6.6 (3). 
The behavior of ell can be inferred from 6. 7 (7). 

['(c) . lM (a) (a- c + l) 
(2) ell(a, c; x)"" (e l7"'/x)a n n (-x)-n 

r (c- a) n! 
n= 0 

+ O(lxl-a-M-1) + i(c) e" xa-c f (c- a) n (l- a) n x-n 
['(~ ~ n! 

n = o 
M, N = 0, l, 2, , •• , 

( = l if lm x > 0, ( = - l if lm x < 0, x -+ oo, - rr < arg x < rr. 

(3) 

In particular, as Re x-+ oo , 

['(c) 
ell(a, c;x)=-- e"xa-c[l +O(Ixl - 1)), 

i(a) 

and as Re x -+ - oo, 

i(c) 
ell(a,c;x)= (-x)-a[l+O(Ixr 1]. r (c- a) 

6.13.2. Large parameters 

If c -+ oo, while a and x are bounded, 6.1 ( l) describes the behavior of 
ell. In particular, 

(4) ell(a,c;x)=l+O(Ici-1) a,xbounded, C-+oo. 
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If c -+ oo while c - a and x are bounded, 6.3 (7) provides such a descrip-
tion. In particular, · 

(5) ell (a, c; x) = e% [ l + 0 (lcj- 1)] 

c - a, x bounded, c-+ oo, 

The behavior of 'I' in this case can be investigated by means of 6.5 (7), 
1.18(3), and 1.18(4). 

(6) 'l'(a, c; x) =(-c)-a [l + O(JcJ- 1
)] 

+ (277)){ x 1
-c exp [x- c + (c- 3/2) log c] [l + O(JcJ- 1)] 

a,xbounded, C-+oo, Jarg cJ~77 -f, Jarg(-c) J~77-f, € > 0. 

The corresponding result for c -+ oo when c - a and x remain bounded 
follows from 6.5 (6). 

The case a -+ oo is more difficult. Perron ( 1921) based his investiga­
t ions of this case on integral representations of the Laplace type and 
used the method of steepest descent. Among later investigators we men­
tion F. Tricomi (1947), who showed that under certain restrictions his 
expansion 6.12(11) is an asymptotic expansion, and W. C. Taylor (1939) 
who used E. R. Langer's method of asymptotic representation of solu­
tions of differential equations. Taylor's results are described in 6.13.3. 
If JxJ is bounded, and bounded away from zero, they simplify consider­
ably. In the formulas below, c is bounded, x is bounded and also bounded 
away from zero, a-+ oo, It will be more convenient to express the formulas 
in terms of 

(7) K=%c-a. 

It is assumed that Jarg x - arg KJ :5:._77. We then have the following table in 
which l is any positive number: 

arg K between K)(-Kx)(+){c eK- ){% 'l'(a, c; x) = 

(8) -77+ l, 77-( 2){ cos [ K77- 2(Kx)~ - ~ 77] • [l + O(JKrX:)] 

(9) (' 377-( ~ ( l+i) exp [-i K77+2 i (Kx) ){ ] • [l+O (JKJ- ){)] 

(10) 277+€, 477 - l i 2){ COS (K 77-2 (K x) ~ + ~ 77) • (l +0 ( ,K,-){)) 

(ll) 377+€, 677 - l - ~ {l-i) exp (i K77- 2 i (Kx) X] • (l+U (JKJ-){)) 

The asymptotic form of ell, under the same circ umstances is obtained from 
6.7 (7): 
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and with s an integer we have 

(13) c = (2rr)-~ e i7T(s-!(l!2c-1l 
1 

(2 s - 2) 1T + £ =:; arg (K x) ~ =:; (2 s + 1) 1T - £, 

(14) c =(2rr)-~ ei7T(s+!(l!2c-t) 
2 

(2s- 1)rr + £ =:; arg(Kx)l{ =:; (2s + 2)rr- £, 

For ll> Taylor also gives an asymptotic form uniformly valid in the 
neighborhood of x = 0, If KX is bounded, 

(15) ll>(a, c; x) = r(c) (Kx)~-~c el{.x Je-t (2(Kx)~] + O(!K\-1) 

c, KX bounded, K-+ oo, 

The case where a, c, and c - a -+ oo simultaneously, has not been 
investigated fully. It is, however, known that if 

(16) a=vA+a, c-a=vB+f3 

where a, {3, are fixed, possibly complex, numbers, A, B, are fixed 
positive numbers, and v-+ oo through positive values, and if the abbre­
viations t =- A/(A +B), u =A (1 + t) = A B/(A +B) are used, then 

(2-rr) ~ r (c) 
(17) ll>(a, c;x) = e-t.J;(-t)0 (l+t)C-a(1+0(v-1)], 

(uv)~ r(a) r(c- a) 

See also section 6,13,3, 

6.13.3. Variable and parameters large 

If a is bounded and c and x -+ oo in such a manner that \xi < I c\, 
the behavior of ll> may be investigated by means of 6,1 (1). We put 
x = c~, 0 ~ 1e1 s_1- £(£ > 0), and use 1.18(4). Then we have as c-+ oo 

and 

1 r(c) 
--,,...-,...- = c -"(1- ~n(n- 1) c -t + 0 (!c\- 2)] 

(c)n f' (c + n) 

(18) ll>(a, c; ce)= (1- e)-a [1- a(a + 
1
) c-e-)2 

+0(\ci- 2)] 

2c 1- e 
a bounded, 1e1::; 1- £, £ > 0. 

The corresponding formula for bounded c- a, and c, x .... oo may be 
obtained by means of Kummer's transformation, the formula for 'I' by 
means of 6.5 (7). 

When a and x increase indefinitely, the behavior of confluent hyper­
geometric functions is more complicated. W. C. Taylor (1939) has 
applied E. R. Langer's method to derive the asymptotic forms of con­
fluent hypergeometric functions from the differential equation. We shall 
use again, 

(19) K=~c-a. 
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Taylor introduces the auxiliary variable 

(20) ~"" il Yzx~ (x -4K)~- K log [(x~ + (x- 4K)~) 2 /(4K)]I, 

where the arguments of x, K, and x- 4K are all zero when these quantities 
are positive, and for o ther values the arguments are obtained by analytic 
continuation in such a manner that iarg x - arg Kl .:::; TT throughout the 
process. First Taylor invest igates the asymptotic behavior of 'I' under 
the assumption that ~-+ oo and that there are constants r and N such that 
0 < r:::; 1, N > 0, and lxl > N iKi - 1 +2r as K -+ oo, His results for this case 
are: 

arg ~ between K- K x~.,-~ (x-4K)~ eK-~x 'l'(a, c; x)"" 

(21) - 2rr + f, -( (e it- ie-it)[l+O(iKI-r)+OCier'J 

(22) - TT + f , 2rr- f eit [1+0(IKI-r)+O(i.; r')] 

(23) TT + f, 3rr-f (e i t + ie-it)[1 + O(IKI-~ + O(l,;r')] 

(24) 2 TT + f, 5rr-f ie- i t [1 + 0 (iKi-r) + 0 Cli~ l- 1 )] 

For bounded ~. or x - 4K ""0 (!KI 113
), Taylor has the asymptotic form 

(25) K-K x~c-~ (x- 4K) ~ eK-~x 'l'(a, c; x) 

=[2rrt'/(3i))~[ei7T/ 6 J (t:)-e-i7TI6J (t:)]+O(IKI-s'e) 
\, -I /3 s 1/3 s . 

X - 4K ,Q(IKI 113), K ... oo, 

For <ll, Taylor has 

(26) (Kx) ~ .,-~ e-~x <ll(a, c ; x) 

= r(c) J.,_, [2(Kx)~) + K-~ x 514 O[exp llm(2K~ x%m 

c , arg x, arg K bounded, x = 0 (IJ(I' 13 -"), K-+ oo, 

1£ KX is large , the Bessel function can be expressed in terms of elemen­

tary functions 
~ ~ 

J (2 ~ ~) 2-~ -~ - !4 I 2i (Kxl + e -2.i (Kxl c K X = K X c 1 e c 2 

+ (Kx)-~ O[exp llm(2K ~ x~))l 

where c 
1 

a nd c 
2 

are as in (13) a nd (14). 
Another result for large a and large x is that Tricomi 's expansion 

6.12 ( 10) provides an asymptotic representation if K -+ oo and x = 0 (iKI P) 

with some p < l/3 (Tricomi 1949). 
The case when both parameters and the variable a re large has not 

been investigated systematically. Erdelyi (1938 d) applies the method of 
steepest descents to the integral representations of the Laplace type to 
discuss the behavior of confluent hypergeometric functions when 
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(27) x "' vX + t, a "' vA + a, c - a "' vB + {3 A, B, X real, 

and either 

(28) A > 0, X > 0 

or 

(29) A > 0, B > 0. 

The real numbers A, B, X, and the possibly complex numbers a, {3, t, 
are fixed while v-+ oo through positive real values. The quadratic equation 
in t, 

(30) Xt(t + l) -A(t + l) -Bt =0 

has two distinct real roots in both cases considered. In the case (28), 
let t 

1 
be the (only) positive root; in the case (29) let t 

2 
be the (only) 

root between - l and 0 of (30). Also put 

(31) Uh=A(l+th) 2 +Bt~,(l+th)(A+Xt~) h=l,2 

which is positive in both cases. Then we have 
- t r 

(32) r(a)'l'(a, c;x)=(2rr/u 1 )~ e 1 t~(l+t 1)c-a[l+O(v- 1 )] 

A > 0, X > 0, v ... . oo 

and 

(33) r (a) r<c -a) <ll (a, c; x) 
- t r 

= r(c) (2rr/u 2)~ e 2 (-t
2

) 0 (l + t
2
)c-a [l + O(v- 1)] 

A > 0, B > 0, v -> oo 

which can be proved from 6.5(2) and 6.5(l), respectively. 

6.14. Multiplication theorems 

Taylor's expansion 

~ (.\-l}nxn 
f(.\x) = L. 

n"' o n! 

on the one hand, and the expansion 

.\f(.\x) = i 
n= 0 

which is a particular case of Lagrange's expansion (E. T. Whittaker and 
G. N. Watson 1927, section 7.32), on the other hand are sources of the 
"multiplication theorems" for functions for which either all dn f(x) / dxn 
or all dn [xn f(x)]/dxn are known. Using the formulas of section 6.4 and 
section 6.6, we thus arrive at the following multiplication formulas: 
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( 1) 

(2) 

(3) 

oo (a) 
<I> (a, c; A.x) == l " (,\- 1)" x" <l>(a + n, c + n; x), 

n== o n ! (c) n 

~ (1- c) 
<l>(a, c; ,\x)==,\ 1 -c ~ "0-A.)"<I>(a, c-n;x), 

n== o n ! 

<l>(a, c; A.x) ==A.-a f (a)
1
" (1- ,\- 1)" <l>(a + n, c; x ) 

n== o n · 

283 

ReA. >~. 

(4) 
oo (a) 

'P(a,c;A.x)== ~ -
1
-" (1-A.)"x"'P(a+n,c+n;x) IA.-11 < 1, 

.. ~o n. 

~
oo (a- c + 1) 

'P(a, c; A.x) == ,\1-c 
1 

"(1- A.)" 'P(a, c- n; x) 
n o n · 

(5) 

(6) 
~ (a)n(a-c+l)n 

'P (a, c; A.x) ==A -a ~ 
n== b n ! 

IA.-11<1, 

(1- ,\- 1
)" 'P(a +n, c; x) 

I A - 11 < 1, R e ,\ > ~-

All these formulas can be re-written as addition formulas by putting 
,\ == 1 + y / x, A.x == x + y. A fmther multiplication formula, 

oo (a) 
(7) <l>(a, c; h)== l ( )n (-x)" F(-n, g + n; c; ,\) 

n== 0 g + n n n ! 

x <I> (a+ n, g + 2n + 1; x), 

was given by ErdcHyi (1936 c). Here g is an arbitrary parameter exceptthat 
it must not be a negative odd integer. "The Gauss series F appearing in 
(7) is a Jacobi polynomial, and becomes an ultraspherical polynomial 
when g = 2c- 1, and a Legendre polynomial when g == c = l. 

6 .15. Series and integral formulas 

A vast number of relationships involving infinite series or integrals 
of confluent hypergeometric functions is to be found in papers of the 
last 20 years. No unified theory exists, and a full presentation of the 
results is impracticable. Only samples of the more interesting results 
and some references to the literature will be given. The references are 
far from complete, and further papers will be found, in particular, in Eng­
lish and .Indian periodicals. 

6.15.1. Series 

Many of the series of confluent hypergeome tric func tions which were 
investigated have one of the following three forms: 
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(2) ~ f3 n x n ell (a + n, c + 2 n ; x) 
n=O 

(3) ~ Yn xn ell(a, c + n; x) 
n = 0 

A few of the results are shown in the table below 

Coefficients Sum 

an=(c-c
1

) /n! r(c) I 

(4) 
r(c I) 

xc -c ell(a, c 1
; x) 

Re (2c 1 - c) > ~ 

a ==tn(c-c 1 )/n! n n r (c)[r (c 1) r (c - c 1)]-l {1-t) c 
1
-c X l-c 

(5) Re c > Re c 1 > 0, 
I I 

X f/uc -I (x-u)c-c -I ell(a, c 1
; u) 

It! < 1, !argxl <% 1T x exp[-(x- u) t / (1- t)] du 

(6) {3n == An(t), !xl < ltl (t - x)- 1 e~:r: 

{3 ==[(- ~) n/n,l] n 
(7) 

x F (-n, a- c - n + 1; e~:r: 

2 - c; 2) 

!(v+n)tn xl-c J :r: ut v-1 ( )c-v-1 y = 
r(c - v) 0

e u x - u 
(8) n n!r(c+n) 

Re c ·> Re v > 0. x ell (a, c - v; x - u) du 

For these and other, related, results see Erdelyi (l936b, c, l937a, c). 
In (6), 

(-~t) • F(- m, a-c -n + 1; 2-cl/m ! . 

For other series see section 6 .15.3. 

6.1~.2 Integrals 

Indefinite integrals with confluent hypergeometric functions follow 
from the differentiation formul as of sections 6 ,4 and 6,6. Many definite 
integrals can be derived from the formulas of section 6,10. 

If k = - 1 and Re a > Re b > 0 in 6 ,10(5) or if Re a > Reb > 0 and 
Re c > Re b + 1 in 6,10(7), we may makes -+ 0. Thus 
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(10) J"" tb- 1 lfl(a c·- t) dt- r(b) r(c) r(a- b) 
0 ' ' - r (a) r (c- b) 

0 <Reb< Rea, 

J
oo r(b) r(a- b) r(b- c + 1) 

( ll) t b - 1 'I' (a, c; t) dt = 
0 r (a) r (a- c + 1) 

0 < Re b < Re a, Re c < Re b + l. 

These are the Mellin-inversions of 6 .5 (4) and 6.5 (5). 
Other integral formulas are 

( 12) fo"" cos (2xy) lll (a, c; - y 2) dy 

1 r (c) 2 
=~rr~ -- x2a-1 e-x 'l'(c-1/ a+l/·x2) r (a) /2, 12, 

(13) r(a) ~ 
00 

y~ .. -~ J.,-1 [2(xy)~] lll(a, c;- 2y~) 'l'(a, c; 2y )S ) dy 

= T" r(c) xa-~.,-~ [ 1 + (1 + x)~]"-24 (l + x)-)S 

Rec > 2; Re(c-2a)<~ 

[which is the Hankel inversion of 6.15(19)], the reciprocity formula 
00 I I I 

(14) r(a) _[ t 4 
-

1 (l + t)C -a- I 'l'(a, c; tX) dt 
0 

= r(a 1) J"" ta-l (l + t)c-a-l 'l'(a ~ c 1
; tx) dt 

0 

Re a '> 0, Re a> Re c 1 
- 1, Re a 1 > 0, Re a 1 > Re c - 1, 

Magnus's addition theorem (1946) 

(15) (2ni)-1 J +ioo r(-a) r(c- a) 'l'(a, c; x) 'l'(c- a, c; y) da 
-ioo 

= r(c) 'l'(c, 2c; X +y), 

and the formula 

(16) fo"" e-x xc+n-l (x + y)- 1 lll(a , c ; x) dx 

= (-1)" r(c) r(l- a) yc+n-l 'l'(c- a, c ; y) 

-Rec<n < l-Rea, n=0,1,2, ••• , JargyJ<rr, 

which is closely related to the Stieltjes inversion of 6.8(15), and also 
to some results by Meixner(1933).lntegrals with respe ct to the parameters 
have also been evaluated by Erdelyi (1941) and Buchholz (1947, 1948, 
1949). 

Another type of integra l arises in the investigation of the zeros of 
c onfluent hyperge ometric functions. T svetkoff ( 1941) proved that for any 
two zeros e. T/ of lll. 

J 1 
(K/X- !4 <e + 71)) e-~ I§ +7) )x x" lfl(a, c; ex)lfl(a, c; T/X) dx = 0 

0 

e f,. TJ, Re c > 0, 
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.; = 77, Re c > 0, 
and for any two zeros .; , 11• of 'P 

J t 00 

[K/ X - ~ ( .; + 17)] e-X If +7) lx X c 'JI (a, c; .; X) 'JI (a, C ; 1) X) dx = 0 

=- .;-t e-t" ['P(a- l, c; ,;)] 2 

We also mention here an inversion formula with the kernel 

N (k, x) = e- U: 12 <ll (~ c + ik, c; ix) 

From 

[(x) = Joo N (k, x) g (k) die 
--oo 

if follows, under certain assumptions that 

< ) r <~ c + ik) r <~ c - ik) k J oo , 
g lc = 2rr[r(c))2 e'" o yc- N(k, y)f(y)dy. 

6.15 .. 3. Products of confluent hypergeometric functions 

.; .f .,, 

c > 0. 

The investigation of products of confluent hypergeometric functions 
often involves generalizations of the hypergeometric series (cf. Section 
5). In this section we note some of the cases in which such general­
izations do not occur. 

Some of the more important integral representations are: 

(17) e-Xx-Xy <ll(a, c; x) <ll(a', c; x) 

= (2rri)-l r(c) ~ e•(s- ~X+ ~y)-a(s+~x-~y)-a
1 

I 

X (s +~X+ ~y)a+a -c Fla, a ';c; 4xy[4s 2 -(x-y) 2 r' J ds 

where L is a loop starting and ending at - oo, and encircling all singu­
larities of the integrand, i.e., the four points s = ± ~x ± ~y, in the pos­
itive direction, 

(18) r(a) r(c- a) <ll(a, c; x) <ll(a, c; - x) 

= [r(c)F xt-c J.:Ic-t (x sech t) e lc- 2altsech t dt 

Re a ·> 0, Re (c - a) > 0, 

(19) r(a) <ll(a, c; -x) 'P(a, c; x) 

= r(c) x !-c Joo Je-t (x sinh t) (tanh ~t) 2a-c dt 
0 

Re a > 0, Re x '> 0, 
(20) rr 'P(a, c; x) 'P(c- a , c; x) 

= 2x 1 -c e" JX'" K (x sect)cos[(c- 2a) t] sect dt 
0 

c-t 

Re x ·> 0, 
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(21) r(y) 'l'(a, c; x) 'l'(a 1, c; y) 

= J"" e-tt'Y-1 (x + t)-a (y + t)-al 
0 

x F[a, a 1;y; t(x + y + t) (x + t)- 1 (y + t)- 1 ] dt 

y =a+ a 1 
- c + 1, Re y > 0, xy f. 0. 

We may add the following integral formulas: 

(22) J
0
"" e-•ttc-l ell(a, c; t) ell (a~ c; ..\t) dt 

I I 

= r(c) (s -1}-a(s- ,\)-a sa+a -c F[a, a 1;c;..\(s-1)-1 (s-A.)-1 ] 

Re c > 0, Re s > Re A+ 1, 

(23) r(a+a 1)Jy~c+~c
1

-IJ + 1_ 2 (2(xy)~]'l'(a c•y)ell(a 1 ~ 1• )d 
0 c c . ' ' ' - '-y y 

I 

<= r(c 1
) X~c+~c -I 'l' (c 1

- a~ C +CI-a -a I; x)ell(a 1, a+ a 1
; -X) 

Re c 
1 > 0, l < R e (c + c 1

) < 2 Re (a + a 1
) + ~, 

and 

(24) r (y) J"" e -t t P ell (a, c; t) 'l' (a~ c 1
; ,\t) dt 

0 

= Cr(c) r({3) ..\cr F(c- a, {3; y; 1- _x- 1), 

where either 

p= c -1, a=-c, f3=c-c 1 +l, y=c -a+a 1 -c+1, 

c = r (a I - a)/r (a I ), 

or 

p = c + c 1
- 2, U = l- C - C I 1 f3 = C + C I - l, 

I 
y =a -a+ c, C=r(a 1 -a-c 1 +1)/ r(a 1 -c 1 +l). 

These, and many more, integrals can be found in papers by Erdelyi and 
especially C. S. Meijer. Erdelyi ( l936d) has also evaluated the integral 

(O+) -J e P%z9MK. (a
1
z)•••MK (a z)dz 

00 · -rJ1.1 n •J.J.n n 

in terms of Lauricella's hypergeometric function of n variables. 
A few infini te series involv.ing products of confluent hypergeometric · 

functions are : 

"" (c- a) (c 1
- a 

1
) 

L (c ) (: 1
) n ! 

n= o n n 

.ell (a, - c + n; x) ell (a 1, c 1 + n; y) z n (25) 

~ (a) (a 
1

) ( I I ) 
=e' ~ n 

1 
n ell(a +n, c +n; x - z)ell a +n,c +n;y - z, 

n= o (c)n (c )n 
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(26) 
~ (a) (c 

1
- a 

1
) ( 1 1 ) n 

~ n n <ll (a + n, c + n; x- z) <ll a, c + n; 'Y z 
(c) (c 1

) n ! 
n= 0 n n 

l
oo (c - a) (a 1 

) 

"
1 

n <ll(a,c+n;x)<ll(a 1 +n,c 1 +n;y-z)z\ 
(c) (c ) n ! 

(27) 

n= 0 n n 

l
oo (h) n l 1 

n · L ( c -1 ) (x) L ( c -1 ) (y) Z n 
(c) (c 1 ) n n 

n= 0 n n 

=(1 -z)-h 
~ (h) 
~ ----"=~-- <IJ[h + n, c + n; xz (z- l)- 1

] 
(c) (c ) n ! 

n = o n n 

x <ll [h + n, c 1 + n; yz (z - l) - 1] [xyz ( l - z) - 2]" 

(28) [r(c - ')]2 ~ r(A. + n) " l., ----<ll(a- n, c; x) cll(a- n, c; y) 

(29) 

n= 0 
n! 

= [r(c)]2 (xy) 1 -c Jmin (:r ,y) e t /'--1 [ (x- t) (y- t)] c-A.-1 
0 

x <ll(a, c -A.; x - t) <ll(a, c-A.; y - t) dt 

2: (a)n(a
1

1

)n <ll(a+a 1 - c,c+2n;x)x 2n 
(c) (c ) n ! 

n= 0 n n 

= <ll(a, c; x) <ll(a 1
, c; x). 

lzi < l, 

These series are from pap ers by Erdelyi who discussed other series 
too. See also Burchnall and Chaundy (1940, 1941). 

6.16. Real zeros for real a, c 

On account of 6.9(1), 6.9(2), the zeros of MK coincide with those of 
,J.l. 

the <ll function and the zeros of WK with those of the 'I' function, ex­
,J.l. 

cept possibly for x = 0, oo, 

If a and c are real , <ll has only a finite number of rea l zeros and 'I' 
only a finite number of positive zeros, since there is only a finite num­
ber of zeros in any fi nite interval and, by virtue of 6 .13(1) and 6.9(3), no 
zero for sufficiently large jxj. From Whittaker's differential e quation 
6.1 (4) it can be proved that, for real a and c, every confluent hypergeo­
metric function has at most a fin i te number of zeros. 

A more detailed investigation of the number of real ze ros of <1l (a, c;x) 
when a a nd c are real (Kie nast 1921) is based on the circumstance that 
under suitable assumptions either the functions <ll (a + l- j, c; x) (j = 0, 
1, •.• , m + l) or the fun c tions <ll(a + j, c; x ) (j = 0, 1, ••• , n) form a 
Sturmian chain. Kienast's results can conveniently be represented by 
diagrams in which the (real) a, c plane is divided into compartments 
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inside each of which <ll has a given number of positive, or negative, 
zeros. In the following diagrams vertical boundary lines belong to the 
compartments to their right, oblique boundary lines to the compartments 
to their left. Along the horizontal lines c = 0, - 1, - 2, ... , the function 
<ll is not defined. 

c 

7 6 5 4 3 2 I 0 

-'7 -s -s -4 -3 - z -t k> a 

6 5 4 3 2 I 0 I 

-
5 4 3 2 I 0 I 0 

-z 
4 3 2 I 0 1 0 1 

3 
3 2 1 0 I 0 1 0 

-4 
2 1 0 1 0 1 0 1 

-s 
I 0 I 0 1 0 I 0 

-6 
0 1 0 I 0 1 0 1 

Positive zeros of <ll (a, c; x) 

c 

Negative zeros of <ll (a, c; x) 
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The positive zeros of 'I' (a, c; x) can be investigated similarly; for 
negative real x, however, 'I' is in general complex and different from 
zero [cf. 6.8 (14)]. Equations 6.5 (2) and 6.5 (6) show that 'I' cannot have 
positive zeros if a and c are real and either a > 0 or a - c + l > 0. If 
- n <a< l- n, n = l, 2, •••, the functions 'l'(a + j, c; x), j = 0, 1, ... , 
n, form a Sturmian chain; all these functions are positive for large pos­
itive x, and their signs as x -+ 0 are governed by 6.8 (2) to 6.8 (5). The 
information derived therefrom is represented in the diagram below. The 
results coincide with those by A. Milne (1915) and G. E. Tsvetkoff 
(194la). 

c 

Positive zeros of 'I' (a, c; x) 

Approximate expressions for the zeros have been given by Tricomi 
(1947). From 6.12(11), it can be shown that if ~r is the r-th positive zero 
of cll(a, c; x), and ic-t,r the r-th positive zero of Je-t (x), then for large K, 

(l) ~r = j c
2-t,r (4K)-t l l + l/3[2c (c- 2) + i! - t,r] (4K)-2 ! + O(K-4

), 

H. Schmidt (1938) found a similar result and showed that the series of 
which (l) gives the first two terms is convergent for sufficiently large 
I al. The r-th pos itive zero can be approximated by 

(2) TT
2 (r + ~c - %) 2/(2c- 4a). 

Further details about the zeros are contained in the papers by Tricomi . 
and Tsvetkoff quoted above. 
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The complex zeros (for real a and c) have been investigated by 
Tsvetkoff (1941 b) and by Tricomi (1950 a). 

6.17. Descriptive properties for real a, c, x 

"The results of section 6.16 together with differentiation formulas such 
as 6.4(10) and 6.6(11) give information about the number and approximate 
position of the zeros, turning points, and points of .inflexion of the con­
fluent hypergeometr.ic functions when a, c, x, and hence also ell and 'I' 
are real. Moreover, the Sonine-P6lya theorem (Szego 1939) gives results 
on the magnitude of successive maxima and minima. Writing 6.1 (2) in the 
self-adjoint form 

(l) .!._~c e -, dy) -ax c-1 e -, y = 0, 
dx\ dx 

an application of that theorem shows that the turning values, or rather 
their absolute values, form an increasing or decreasing sequence accord­
ing as 

(2) c-1 -,. c -, 2c-1 -2% -ax e .x e =-ax e 

is a decreasing or increasing function of x. Hence the successive maxima 
of IYI are increasing if 

(3) a > 0, x < c - ~ or a < 0, x > c - ~. 

and are decreasing if 

(4) a> 0, x > c- ~ or a < 0, x < c - ~. 

For Whittaker's functions M K and W K let us call ~ the interval 
between 0 and 2 (Jl 2 

- ~)/ K and let us applr the Sonine-Polya theorem to 
6.1 (4). The successive relative maxima of lz I are increasing if 

t > 0 and x .is outside of ~ 
(5) or 

f K< 0 and xis inside~. 

and are decreasing if 

{

K > 0 and x is inside ~ 
(6) or 

if K < 0 and x is outside ~. 

The sizes of the later turning values can be approximated by means of 
the asymptotic representations developed in section 6.13. 

As an example, we shall investigate 

(7) y =ell(- 4·5, 1; x) 



292 SPECIAL FUNCTIONS 

for real x. In Whittaker's notation, K = 5, p. = 0. By 6.4 ( 10), 

(8) y 1 =-4·5'1>(-3·5,2;x). 

6.17 

Clearly y (0) = 1, y I (0) =- 4·5, and since r (- 4· 5) < O,we have from 
6.13 (3) that y (- oo) = oo, y 1 

(- oo) = oo, y (oo) = - oo, y 1 (oo) =- oo. From the 
diagrams of section 6.16, y has five positive, and no negative zeros. From 
6.16(2) the zeros of y can be approximated by 0.3, 1.5, 3.7, 6.9, 10.6, 
from 6.16 (2) and (8) the turning points by x = 0.9, 2. 8, 5.8, 9. 9. Moreover, 
at all these points (2) is satisfied and so the maxima of lrl form an in­
creasing sequence. A rough graph of y based on this information is given 
below: 

' '\. 
-to 

-20 

'I> (- 4-5, 1 ; X) 

\. 
'\ 

\ 
\ 
\ 
\ 
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asymptotic behavior of, 277 ff. 
behavior at origin; 262 
branch cut for, 263 
connection with Bessel 

functions, 265 
contiguous, 254 
derivative of, 254, 258 
elementary relations f~, 253, 25 7 
expansions of, 275 
integral addition the~em for, 

271, 285 
integrals involving, 283, 287 
integral representations of, 255 ff . 

271 ff. 
Laplace transforms containing, 

269 
logarithmic case, 260 
multiplication formula f~, 282 
products of, 286 
reduction of A y" +A y' + A

2
y=O, 

0 1 

A = ax + b, and other types of 
linear differential equation, to, 
249 ff. 

relations between, 259 
series involving, 284, 287 
special values of parameters, 265 

269 
Wronskian, 253, 259 
zeros of, 288 

Conical functions, 174 
Convergence, 

associated radii of, 227 
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D 

Dougall-Ramanujan formula, 191 

E 

E- function, 
(see MacRobert's E -function} 

Elliptic func tions, 
connection with basic hyper­

geometric series, 196 
Elliptic modular functions, 99 
Error functions, 

connection with confluent 
hypergeometric func tion, 266 

Euler numbers, 40 
of higher order, 43 

Euler polynomials, 40, 44 
of higher order, 43 

Eufer 's constant, 1 
Euler's dilogarithm, 31 
Euler's identity, 197 
Euler's transformation of hyper­

geometric func tion, 64, 253 
Exponential integral, 

connection with confluent 
hypergeometric function, 266 

Exponent differences, 90 

F 

Fresnel integrals, 
connection with confluent hyper­

geometric function, 267 

G 

G -function, 
(see Meijer's G -function} 

Gamma function, 1 
(see also incomplete gamma function} 
asymptotic expansions, 47 
behavior of, at poles, 46 
Binet's expression for tj;(z), 18, 21, 

22 
contour integrals for, 13 
Dougall's formula, 7 
duplication formula for , 5 
expansions for f'(l + z), tj;(l + z), 

f'(z) and G(l + z), 45 
expressions for log f'(z), 20ff. 48 

functional equations for, 3 
G(z}, 20,44 
Gauss' fonnula for tf; (p!q), 18 

infinite p-oducts expressed by, 5 
infinite series involving, 7 
infinite series in terms of tj;-

function, 19 
inteli(t'als containing, 49 
J oncqui~re's relation for F (z, s }, 

31 
Kummer's series, 23 
Legendre's duplication formula, 5 
Lipschitz's formula, 28 
logarithmic derivative of, 15 ff., 
23, 44 
Multiplication formula of Gauss, 4 
singularities of, 2 
various notations for, 52 

Gauss' series 

(see hype rgeometric series} 
Gegenbauer's differential equation, 

178 
Gegenbauer 's functions, 178 
Gegenbauer polynomials 175 ff . 
Generalized hypergeometric differential 

equations, 184, 203, 210 
Generalized hypergeometric functions 

(see generalized hypergeometric 
series} 

Generalized hypergeometric series, 
182, 202 

as special case of G -function, 215 
basic , 195 
contiguous, 187 
convergence of, 182, 184 
cubic transformations for 

3 
F

2
, 190 

differential equations for, 184 
Dixon's theore m, 189 
D ougall's theorem, 189 

F (a; c; x}, 248 
iileJtitie_s invovling, 185 
integrals involving, 192 
linear transformations of q+l F 

9
, 

188, 190 
nearly-poised, 188, 190 
of unit argument, 183, 188, 190 
P ochhammer -Barnes notation, 184 
quadratic transformations for 

3
F

2
, 190 

recurrence relations for, 185 
Saalschiitzian, 188 
special cases of, 190, 192 



298 SPECIAL FUNCTIONS 

terminating, 182 
Watson's theorem, 189 
Whipples' theorem, 189 
well-poised, 188, 190 

H 

H -function, 204 
Hankel- transform of 

2 
F 

2 
, 192 

Heine's hypergeometric series, 183 
Hermite polynomials 

connection with confluent hyper­
geometric function, 267 

Hypergeometric differential equation, 
56 (see also hypergeometric 
series and functions; generalized 
hypergeometric series and func­
tions; hypergeometric functions 
of several variables) 

for Legendre polynomials, 122 
solutions in the degenerate case of, 

71 
Hypergeometric equations, 

associated, 95 
as special case of Riemann's 

equation, 91 
degenerate case of, 69 
degenerate solution of, 69 
full solution, 74 
group of, 93 
singularities, 56 
transformation of, 92 

Hypergeometric function, 57 
a relation for 

2 
F

1 
(1, z; 1 +z; -1), 20 

analytic continuation of, 62, 108 
as continued fractions, 87 
associated, 58 
asymptotic expansions of, 75 
bilinear relations for, 84 
connection with Legendre functions, 

141 
contiguous, 57 
cubic transformation of, 67, 113 
degenerate case of, 68ff. 
derivatives of, 58, 102 
duplication formula for, 83 
elementary functions as, 101 
elementary relations for, 102 
full solution of, 74 
Gauss' relations for contiguous, 103 

generating function for 
F(b, a- b; c; z), 82 

Goursats' tables of quadratic trans­
formations for, Ill 

integrals involving, 79-81, 205 
integral representations of, 59, 62, 

67. 78, 114 
Kummer's relations between, 105 
Legendre's relation, 85 
multiplication formulas for, 83 
products of, 82 
quadratic transformation of, 64, 110 

121 
special cases of, 89, 101, 122, 150 
special values of, 104 
transformations of higher degree of, 

67 
uniformization of, 99 
zeros of, 99 

Hypergeometric functions of several 
variables (see also hypergeometric 
series of several variables) 

analytic continuation of, 241 
as solutions of partial differential 

equations, 231 If, 
Horn's list, 224 
integral representations of, 229ff. 
reducible, 238 
reduction of, to hypergeometric 

functions of one variable, 23 7 
transformations of, 239ff. 

Hypergeometric series, 
(see also hypergeometric functions) 

57 
convergence of, 57 
terminating, 57 
truncated, 191 

Hypergeometric series of several variables, 
(see also hypergeometric function of 

several variables), 222 
complete, 224 
confluent, 225 
convergence of, 227 
expansion of, 243 
Hom's list of, 224 
symbolic forms, 243 

Hyperspherical harmonics, 245 

Incomplete beta function, 87 
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Incomplete gamma functions, 
connection with confluent hyper­

geometric function, 266 
Integral cosine, 

connection with confluent hyper­
geometric function, 266 

Integral sine, 
connection with confluent hyper­

geometric function, 266 

J 

Jacobi polynomials, 
as special case of hypergeometric 

function, 81 
bilinear generating function of, 

244 
generating function, 81 
of two variables, 244 

Jacobian theta functions, 99 

K 

k -function, 
(see Bateman's k -function) 

Knar's formula, 6 
Kummer's formulas for hypergeometric 

series, 64 
Kummer's series, 

for confluent hypergeometric 
function, 248 

for log r(z), 23 
of hypergeometric function, 92, 105 

Kummer's transformation, 
of confluent hypergeometric 

function, 253 
of Whittaker's function, 264 

L 

Laguerre functions, 
connection with confluent hyper­

geometric function, 268 
Laguerre polynomials, 

connection with confluent hyper­
geometric function, 268 

expansion of confluent hypergeo­
metric function in terms of, 275 

Laplace integrals, 
for confluent hypergeometric 

function, 255 
Laplace transforms, 269 

of generalized hypergeometric 
series, 192 

Laplace's equation, 120, 173 
Legendre's differential equation, 121 

as special case of hypergeometric 
equation, 122 

Legendre's functions, 122 
ad di ti on the or em for, 168 
associated, 148 
asymptotic expansions for, 162 
behavior of, at singular point, 163 
derivatives of, 148, 181 
Dougall's expansion, 167 
expansions in terms of, 165 
Ferrer's associated, 179 
integral representations for, 155 ff. 
integrals involving, 169 ff, 
Olbricht's solutions of, 123 
of special order and degree, 150 
of integral order, 148 
on the cut (for -1 < x < 1),143, 161 
recurrence relations for, 160 If, 
relations between, 140, 149 
relations of, with hypergeometric 

functions, 123 ff., 141, 148 
trigonometric expansions for 

Legendre functions on the cut, 
146 

Whipple's formula, 141 
Wronskian of, 123 

Legendre polynomials, 120, 150 
Christoffel's formula, 153 
generating function of, 154 
Heine's formula, 168 
integrals involving, 152ff. 
Neumann's integral relation for, 154 
orthogonality of, 121, 151 
relations between, 152 
Rodrigues' formula for, 151 
Wronskian, 152 

Lerch's theorem, 86 
Lerch's transformation formula for 

<l>(z, s, v), 29 
Logarithmic integral, 

connection with confluent hypergeo­
metric function, 267 

M 

MacRobert 's E -function, 203 
integrals involving, 206 
recurrence relations for, 205 

Mascheroni 's constant 
(see Euler's constant) 

Mehler -Dirichlet fa-mula, 159 
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Meijer's G-function, 206 
asymptotic expansions for, 211 
differential equation for, 210 
integral transf()rms of,214 
multiplication theorems, 213 
series with, 213 
special cases of, 215 If. 

Mellin-Barnes integrals, 49, 232, 256 
285 

Mellin's formula, 
for infinite products, 6 

p 

P -function, 204 
Papperitz equation, 90 
Parabolic cylinder functions, 

connection with confluent hyper-
geometric functions, 267 

Poisson 's-Char lier polynomials, 268 
Polygamma functions, 44 
t/J- function, 15 If. 

Q 

Q -function, 204 

R 

Riemann's P-equation, 65, 89 
Riemann's ~-function, 35 
Riemann's zeta function, 

(see zeta function) 
Ring functions, 

(see toroidal functions) 
Rogers- Ramanujan identities, 197 

s 

Saalschutz's formula, 66 
Schwarzian derivatives, 96 
Schwarz's s-function, 96, 183 
Schwarz's table, 98 
Steepest descent, method of, 279, 281 
Stirling series, 47 
Summation formula of Plana, 22 

T 

Toroidal coordinates, 173 
Toroidal functions, 173 

Toronto functions, 268 

w 

Whittaker functions, 264, 270, 274, 291 
as special case of £-function, 205 
as special case of G-function, 216ff. 

Wronskian, 
of confluent hypergeometric functions, 253 
of Legendre functions, 123 
of Legendre polynomials, 152 

z 
Zeta function, 3 2 

asymptotic expansion of '(s, v), 48 
generalized, 24, 27 
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B 

B n Bernoulli number, 35 

B(a) 39 
n ' 

Bn (x) Bernoulli polynomial, 36 

B 1• 1<xla • •• a ), 39 
n 1 a 

c 

C (x) Fresnel integral, 267 

C
11

(z) Gegenbauer polynomial, 175 
n 

C
11

(z) Gegenbauer function, 178 a 
Ci (x) Cosine integral, 267 

D 

D 
11 

(x) Parabolic cylinder function, 267 

E 

E(p;ar:q;ps:x) MacRobert's 

E -function, 203 
E Euler number, 40 

n 

En (x) Euler polynomial, 40 

- Ei (-x) Exponential integral, 267 
Erf (x) error function, 266 
Eric (x) complementary error function, 

266 

F 

F (a, b; c; z) Hypergeometric 
function, 57 

F.(z,s), 30 
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F (a
1 

, ... , a ; b , ... , b ; z) 
p q p 1 q 

Generalized hypergeometric 
series, 182 

Fn (z), 192 

F
1

, . .. ,F
4

( ... ,x,y) 

Hypergeometric series of two 
variables, 224 

3(a,c;x), 249 

G 

G (z), 20 
G

1
, G

2
, G

3
( ... ,x,y)Hypergeometric 

series of two variables, 224 

G (x), G • ,n, Meijer's G- function, 207 
p,q 

H 

H n (x) Hermite polynomial, 267 

H
1 

, ... , H
7 

( ... , x, y) Hyper geometric 

series of two variables, 225 
H((,p,v),193 

n 

J 

J u,v (z) Bateman polynomial, 193 
n 

K 

k (x) Bateman's function, 267 
v 

L 

li (x) logarithmic integral, 267 
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M 

M (a, c, x) Confluent hypergeometric 
function, 248 

M L (x) Whittaker's function, 264 
~ •J.L 

p 

P
11 

(z) Legendre function, 148 

pJ.L (z) Associated Legendre function, 
11

122 

pJ.L (x) Legendre function on the cut, 
11 143 

Q 

Q (z) Legendre function of the second 
11kind, 148 

QJ.L (z) Associated Legendre function 
11 of th e second kind, 122 

QIJ.(x) ' Legendre function of the second 
11 kind on the cut, 143 

s 

S (x) Fresnel integral, 267 
Si (x) Sine integral, 267 

w 

WL (x) Whittaker's function, 264 
~ •IJ. 

z 

Z n (z) Bateman's polynomial, 193 

GREEK LETTERS 

B(x,y), 9 
r (x), Gamma function, 
r (a,x) Incomplete gamma function, 266 
y (a, x) Incomplete gamma function, 266 

r,, r
2 

( ••• ,x,y) Confluent 

hypergeometric series of two 
variables, 226 

y n (a, z), 195 

H
1

, ... ,H
11 

( ... ,x,y) Confluent 

hypergeometric series of two 
variables, 226 

( (s) Zeta function, 32 

((s,v), 24 

<I> (z, s, v), 27 

<l>(a,c;x) Confluent hypergeometric 
function, 248 

<I> , <I> , <I> ( ... , x, r) Confluent 
1 2 3 

hypergeometric series of two 
variables, 225 

<I> Basic hypergeometric series, 
r 1 195 
1/J (z) Logarithmic derivative of 

gamma function, 15 
'P (a, c; x) Confluent hypergeometric 

function, 255 
'P 

1 
, 'P 

2 
( ... , x, r) Confluent hyper-

geometric series of two variables, 
225 

E , E ( ... , x, y) Confluent hyper-
1 2 

geometric series of two variables, 
226 

MISCELLANEOUS NOTATIONS 

arg z argument (or phase)ofz (complex) 

1m z imaginary part of z (complex) 

Re z real part of z (complex) 

y Euler-Mascheroni constant (see p. 1) 

(a) n = r (a+n)/r (a) 
n-1 

(a) or [a] = n (l-aq 11
) 

q,n n v=o 

f Cauchy principal value of an integral 




