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## Preface

This book evolved from a course at our university for beginning graduate students in mathematics-particularly students who intended to specialize in applied mathematics. The content of the course made it attractive to other mathematics students and to graduate students from other disciplines such as engineering, physics, and computer science. Since the course was designed for two semesters duration, many topics could be included and dealt with in detail. Chapters 1 through 6 reflect roughly the actual nature of the course, as it was taught over a number of years. The content of the course was dictated by a syllabus governing our preliminary Ph.D. examinations in the subject of applied mathematics. That syllabus, in turn, expressed a consensus of the faculty members involved in the applied mathematics program within our department. The text in its present manifestation is my interpretation of that syllabus: my colleagues are blameless for whatever flaws are present and for any inadvertent deviations from the syllabus.

The book contains two additional chapters having important material not included in the course: Chapter 8, on measure and integration, is for the benefit of readers who want a concise presentation of that subject, and Chapter 7 contains some topics closely allied, but peripheral, to the principal thrust of the course.

This arrangement of the material deserves some explanation. The ordering of chapters reflects our expectation of our students: If they are unacquainted with Lebesgue integration (for example), they can nevertheless understand the examples of Chapter 1 on a superficial level, and at the same time, they can begin to remedy any deficiencies in their knowledge by a little private study of Chapter 8 . Similar remarks apply to other situations, such as where some point-set topology is involved; Section 7.6 will be helpful here. To summarize: We encourage students to wade boldly into the course, starting with Chapter 1 , and, where necessary, fill in any gaps in their prior preparation. One advantage of this strategy is that they will see the necessity for topology, measure theory, and other topics - thus becoming better motivated to study them. In keeping with this philosophy, I have not hesitated to make forward references in some proofs to material coming later in the book. For example, the Banach contraction mapping theorem is needed at least once prior to the section in Chapter 4 where it is dealt with at length.

Each of the book's six main topics could certainly be the subject of a year's course (or a lifetime of study), and many of our students indeed study functional analysis and other topics of the book in separate courses. Most of them eventually or simultaneously take a year-long course in analysis that includes complex analysis and the theory of measure and integration. However, the applied mathematics course is typically taken in the first year of graduate study. It seems to bridge the gap between the undergraduate and graduate curricula in a way that has been found helpful by many students. In particular, the course and the
book certainly do not presuppose a thorough knowledge of integration theory nor of topology. In our applied mathematics course, students usually enhance and reinforce their knowledge of undergraduate mathematics, especially differential equations, linear algebra, and general mathematical analysis. Students may, for the first time, perceive these branches of mathematics as being essential to the foundations of applied mathematics.

The book could just as well have been titled Prolegomena to Applied Mathematics, inasmuch as it is not about applied mathematics itself but rather about topics in analysis that impinge on applied mathematics. Of course, there is no end to the list of topics that could lay claim to inclusion in such a book. Who is bold enough to predict what branches of mathematics will be useful in applications over the next decade? A look at the past would certainly justify my favorite algorithm for creating an applied mathematician: Start with a pure mathematician, and turn him or her loose on real-world problems.

As in some other books I have been involved with, I owe a great debt of gratitude to Ms. Margaret Combs, our departmental TEX-pert. She typeset and kept up-to-date the notes for the course over many years, and her resourcefulness made my burden much lighter.

The staff of Springer-Verlag has been most helpful in seeing this book to completion. In particular, I worked closely with Dr. Ina Lindemann and Ms. Terry Kornak on editorial matters, and I thank them for their efforts on my behalf. I am indebted to David Kramer for his meticulous copy-editing of the manuscript; it proved to be very helpful in the final editorial process.

I thank my wife, Victoria, for her patience and assistance during the period of work on the book, especially the editorial phase. I dedicate the book to her in appreciation.

I will be pleased to hear from readers having questions or suggestions for improvements in the book. For this purpose, electronic mail is efficient: cheney@math.utexas.edu. I will also maintain a web site for material related to the book at http://wws.math.utexas.edu/users/cheney/AAMbook

Ward Cheney<br>Department of Mathematics University of Texas at Austin
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## Chapter 1

## Normed Linear Spaces
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### 1.1 Definitions and Examples

This chapter gives an introduction to the theory of normed linear spaces. A skeptical reader may wonder why this topic in pure mathematics is useful in applied mathematics. The reason is quite simple: Many problems of applied mathematics can be formulated as a search for a certain function, such as the function that solves a given differential equation. Usually the function sought must belong to a definite family of acceptable functions that share some useful properties. For example, perhaps it must possess two continuous derivatives. The families that arise naturally in formulating problems are of ten linear spaces. This means that any linear combination of functions in the family will be another member of the family. It is common, in addition, that there is an appropriate means of measuring the "distance" between two functions in the family. This concept comes into play when the exact solution to a problem is inaccessible, while approximate solutions can be computed. We often measure how far apart the exact and approximate solutions are by using a norm. In this process we are led to a normed linear space, presumably one appropriate to the problem at hand. Some normed linear spaces occur over and over again in applied mathematics, and these, at least, should be familiar to the practitioner. Examples are the space of continuous functions on a given domain and the space of functions whose squares have a finite integral on a given domain. A knowledge of function spaces enables an applied mathematician to consider a problem from a more
lofty viewpoint, from which he or she may have the advantage of being more aware of significant features as distinguished from less significant details.

We begin by reviewing the concept of a vector space, or linear space. (These terms are interchangeable.) The reader is probably already familiar with these spaces, or at least with the example of vectors in $\mathbb{R}^{n}$. However, many function spaces are also linear spaces, and much can be learned about these function spaces by exploiting their similarity to the more elementary examples. Here, as a reminder, we include the axioms for a vector space or linear space.

A real vector space is a triple $(X,+, \cdot)$, in which $X$ is a set, and + and $\cdot$ are binary operations satisfying certain axioms. Here are the axioms:
(i) If $x$ and $y$ belong to $X$ then so does $x+y$ (closure axiom).
(ii) $x+y=y+x \quad$ (commutativity).
(iii) $x+(y+z)=(x+y)+z \quad$ (associativity).
(iv) $X$ contains a unique element, 0 , such that $x+0=x$ for all $x$ in $X$.
(v) With each element $x$ there is associated a unique element, $-x$, such that $x+(-x)=0$.
(vi) If $x \in X$ and $\lambda \in \mathbb{R}$, then $\lambda \cdot x \in X$ ( $\mathbb{R}$ denotes the set of real numbers.) (closure axiom)
(vii) $\lambda \cdot(x+y)=\lambda \cdot x+\lambda \cdot y \quad(\lambda \in \mathbb{R})$, (distributivity).
(viii) $(\lambda+\mu) \cdot x=\lambda \cdot x+\mu \cdot x \quad(\lambda, \mu \in \mathbb{R})$, (distributivity).
(ix) $\lambda \cdot(\mu \cdot x)=(\lambda \mu) \cdot x \quad$ (associativity).
(x) $1 \cdot x=x$.

These axioms need not be intimidating. The essential feature of a linear space is that there is an addition defined among the elements of $X$, and when we add two elements, the result is again in the space $X$. One says that the space is closed (algebraically) under the operation of addition. A similar remark holds true for multiplication of an element by a real number. The remaining axioms simply tell us that the usual rules of arithmetic are valid for the two operations. Most rules that you expect to be true are indeed true, but if they do not appear among the axioms it is because they follow from the axioms. The effort to keep the axioms minimal has its rewards: When one must verify that a given system is a real vector space there will be a minimum of work involved!

In this set of axioms, the first five define an (additive) Abelian group. In axiom (iv), the uniqueness of 0 need not be mentioned, for it can be proved with the aid of axiom (ii). Usually, if $\lambda \in \mathbb{R}$ and $x \in X$, we write $\lambda x$ in place of $\lambda \cdot x$. The reader will note the ambiguity in the symbol + and the symbol 0 . For example, when we write $0 x=0$ two different zeros are involved, and in axiom (viii) the plus signs are not the same. We usually write $x-y$ in place of $x+(-y)$. Furthermore, we are not going to belabor elementary consequences of the axioms such as $\lambda \sum_{1}^{n} x_{i}=\sum_{1}^{n} \lambda x_{i}$. We usually refer to $X$ as the linear space rather than $(X,+, \cdot)$. Observe that in a linear space, we have no way of assigning a meaning to expressions that involve a limiting process, such as $\sum_{1}^{\infty} x_{i}$. This drawback will disappear soon, upon the introduction of a norm.

From time to time we will prefer to deal with a complex vector space. In such a space $\lambda \cdot x$ is defined (and belongs to $X$ ) whenever $\lambda \in \mathbb{C}$ and $x \in X$. (The
symbol $\mathbb{C}$ denotes the set of complex numbers.) Other fields can be employed in place of $\mathbb{R}$ and $\mathbb{C}$, but they are rarely useful in applied mathematics. The field elements are of ten termed scalars, and the elements of $X$ are of ten called vectors.

Let $X$ be a vector space. A norm on $X$ is a real-valued function, denoted by $\|\|$, that fulfills three axioms:
(i) $\|x\|>0$ for each nonzero element in $X$.
(ii) $\|\lambda x\|=|\lambda|\|x\|$ for each $\lambda$ in $\mathbb{R}$ and each $x$ in $X$.
(iii) $\|x+y\| \leqslant\|x\|+\|y\|$ for all $x, y \in X$. (Triangle Inequality)

A vector space in which a norm has been introduced is called a normed linear space. Here are eleven examples.

Example 1. Let $X=\mathbb{R}$, and define $\|x\|=|x|$, the familiar absolute value function.

Example 2. Let $X=\mathbb{C}$, where the scalar field is also $\mathbb{C}$. Use $\|x\|=|x|$, where $|x|$ has its usual meaning for a complex number $x$. Thus if $x=a+i b$ (where $a$ and $b$ are real), then $|x|=\sqrt{a^{2}+b^{2}}$.

Example 3. Let $X=\mathbb{C}$, and take the scalar field to be $\mathbb{R}$. The terminology we have adopted requires that this be called a real vector space, since the scalar field is $\mathbb{R}$.

Example 4. Let $X=\mathbb{R}^{n}$. Here the elements of $X$ are $n$-tuples of real numbers that we can display in the form $x=[x(1), x(2), \ldots, x(n)]$ or $x=\left[x_{1}, x_{2}, \ldots, x_{n}\right]$. A useful norm is defined by the equation

$$
\|x\|_{\infty}=\max _{1 \leqslant i \leqslant n}|x(i)|
$$

Note that an $n$-tuple is a function on the set $\{1,2, \ldots, n\}$, and so the notation $x(i)$ is consistent with that interpretation. (This is the "sup" norm.)
Example 5. Let $X=\mathbb{R}^{n}$, and define a norm by the equation $\|x\|=$ $\sum_{i=1}^{n}|x(i)|$. Observe that in Examples 4 and 5 we have two distinct normed linear spaces, although each involves the same linear space. This shows the advantage of being more formal in the definition and saying that a normed linear space is a pair $(X,\| \|)$ etc. etc., but we refrain from doing this unless it is necessary.

Example 6. Let $X$ be the set of all real-valued continuous functions defined on a fixed compact interval $[a, b]$. The norm usually employed here is

$$
\|x\|_{\infty}=\max _{a \leqslant s \leqslant b}|x(s)|
$$

(The notation $\max _{a \leqslant s \leqslant b}|x(s)|$ denotes the maximum of the expression $|x(s)|$ as $s$ runs over the interval $[a, b]$.) The space $X$ described here is often denoted by $C[a, b]$. Sticklers would insist on $C([a, b])$, because $C(S)$ will be used for the continuous functions on some general domain $S$. (This again is the "sup" norm.)

Example 7. Let $X$ be the set of all Lebesgue-integrable functions defined on a fixed interval $[a, b]$. The usual norm for this space is $\|x\|=\int_{a}^{b}|x(s)| d s$. In this space, the vectors are actually equivalence classes of functions, two functions being regarded as equivalent if they differ only on a set of measure 0 . (The reader who is unfamiliar with the Lebesgue integral can substitute the Riemann integral in this example. The resulting spaces are different, one being complete and the other not. This is a rather complicated matter, best understood after the study of measure theory and Lebesgue integration. Chapter 8 is devoted to this branch of analysis. The notion of completeness of a space is taken up in the next section.)

Example 8. Let $X=\ell$, the space of all sequences in $\mathbb{R}$

$$
x=[x(1), x(2), \ldots]
$$

in which only a finite number of terms are nonzero. (The number of nonzero terms is not fixed but can vary with different sequences.) Define $\|x\|=$ $\max _{n}|x(n)|$.

Example 9. Let $X=\ell_{\infty}$, the space of all real sequences $x$ for which $\sup _{n}|x(n)|<\infty$. Define $\|x\|$ to be that supremum, as in Example 8.

Example 10. Let $X=\Pi$, the space of all polynomials having real coefficients. A typical element of $\Pi$ is a function $x$ having the form

$$
x(t)=a_{0}+a_{1} t+a_{2} t^{2}+\cdots+a_{n} t^{n}
$$

One possible norm on $\Pi$ is $x \mapsto \max _{i}\left|a_{i}\right|$. Others are $x \mapsto \max _{0 \leqslant t \leqslant 1}|x(t)|$ or $x \mapsto \int_{0}^{1}|x(t)| d t$ or $x \mapsto\left(\sum_{0}^{n}|x|^{3}\right)^{1 / 3}$.

Example 11. Let $X=\mathbb{R}^{n}$, and use the familiar Euclidean norm, defined by

$$
\|x\|_{2}=\left(\sum_{i=1}^{n}\left[x(i) 1^{2}\right)^{1 / 2}\right.
$$

In all of these examples (as well as in others to come) it is regarded as obvious how the algebraic structure is defined. A complete development would define $x+y, \lambda x, 0$, and $-x$, and then verify the axioms for a linear space. After that, the alleged norm would be shown to satisfy the axioms for a norm. Thus, in Example 6, the zero element is the function denoted by 0 and defined by $0(s)=0$ for all $s \in[a, b]$. The operation of addition is defined by the equation

$$
(x+y)(s)=x(s)+y(s)
$$

and so on.
The concept of linear independence is of central importance. Recall that a subset $S$ in a linear space is linearly independent if it is not possible to find a finite, nonempty, set of distinct vectors $x_{1}, x_{2}, \ldots, x_{m}$ in $S$ and nonzero scalars $c_{1}, c_{2}, \ldots, c_{m}$ for which

$$
c_{1} x_{1}+c_{2} x_{2}+\cdots+c_{m} x_{m}=0
$$

(Linear independence is not a property of a point; it is a property of a set of points. Because of this, the usage "the vectors... are independent" is misleading.) The reader probably recalls how this notion enters into the theory of $n$ th-order ordinary differential equations: A general solution must involve a linearly independent set of $n$ solutions.

Some other basic concepts to recall from linear algebra are mentioned here. The span of a set $S$ in a vector space $X$ is denoted by $\operatorname{span}(S)$, and consists of all vectors in $X$ that are expressible as linear combinations of vectors in $S$. Remember that linear combinations are always finite expressions of the form $\sum_{i=1}^{k} \lambda_{i} x_{i}$. We say that " $S$ spans $X$ " when $X=\operatorname{span}(S)$. A base or basis for a vector space $X$ is any set that is linearly independent and spans $X$. Both properties are essential. Any set that is linearly independent is contained in a basis, and any set that spans the space contains a basis. A vector space is said to be finite dimensional if it has a finite basis. An important theorem states that if a space is finite dimensional, then every basis for that space has the same number of elements. This common number is then called the dimension of the space. (There is an infinite-dimensional version of this theorem as well.)

The material of this chapter is accessible in many textbooks and treatises, such as: [Au], [Av], [BN], [Ban], [Bea], [CP], [Day], [Dies], [Dieu], [DS], [Edw], [Frie2], [Fried], [GP], [Gre], [Gri], [HS], [HP], [Hol], [Horv], [Jam], [KA], [Kee], [KF], [Kre], [Lan1], [Lo], [Moo], [NaSn], [OD], [Ped], [Red], [RS], [RN], [Roy], [Ru1], [Sim], [Tay2], [Yo], and [Ze].

## Problems 1.1

Here is a Chinese proverb that is pertinent to the problems: I hear, I forget; I see, I remember; I do, I understand!

1. Let $X$ be a linear space over the complex field. Let $X^{r}$ be the space obtained from $X$ by restricting the scalars to the real field. Prove that $X^{r}$ is a real linear space. Show by an example that not every real linear space is of the form $X^{r}$ for some complex linear space $X$. Caution: When we say that a linear space is a real linear space, this has nothing to do with the elements of the space. It means only that the scalar field is $\mathbb{R}$ and not $\mathbb{C}$.
2. Prove the norm axioms for Examples 4-7.
3. Prove that in any normed linear space,

$$
\|0\|=0 \quad \text { and } \quad|\|x\|-\|y\|| \leqslant\|x-y\|
$$

4. Denote the norms in Examples 4 and 5 by $\left\|\|_{x}\right.$ and $\| \|_{1}$, respectively. Find the best constants in the inequality

$$
\alpha\|x\|_{1} \leqslant\|x\|_{\infty} \leqslant \beta\|x\|_{1}
$$

Prove that your constants are the best. (The "constants" $\alpha$ and $\beta$ will depend on $n$ but not $x$.)
5. In Examples 4, 5, 6, and 7 find the precise conditions under which we have $\|x+y\|=$ $\|x\|+\|y\|$.
6. Prove that in any normed linear space, if $x \neq 0$, then $x /\|x\|$ is a vector of norm 1 .
7. The Euclidean norm on $\mathbb{R}^{n}$ is defined in Example 11. Find the best constants in the inequality $\alpha\|x\|_{x} \leqslant\|x\|_{2} \leqslant \beta\|x\|_{x}$.
8. What theorems in elementary analysis are needed to prove the closure axioms for Example 6 ?
9. What is the connection between the normed linear spaces $\ell$ and $\Pi$ defined in Examples 8 and 10 ?
10. For any $t$ in the open interval $(0,1)$, let $\tilde{t}$ be the sequence $\left[t, t^{2}, t^{3}, \ldots\right)$. Notice that $\tilde{t} \in \ell_{\infty}$. Prove that the set $\{\tilde{t}: 0<t<1\}$ is linearly independent.
11. In the space $\Pi$ we define special elements called monomials. They are given by $x_{n}(t)=$ $t^{n}$ where $n=0,1,2, \ldots$ Prove that $\left\{x_{n}: n=0,1,2,3 \ldots\right\}$ is linearly independent.
12. Let $T$ be a set of real numbers. We say that $T$ is bounded above if there is an $M$ in $\mathbb{R}$ such that $t \leqslant M$ for all $t$ in $T$. We say that $M$ is an upper bound of $T$. The completeness axiom for $\mathbb{R}$ asserts that if a set $T$ is bounded above, then the set of all its upper bounds is an interval of the form $[b, \infty)$. The number $b$ is the least upper bound, or supremum of $T$, written $b=$ l.u.b. $(T)=\sup (T)$. Prove that if $x<b$, then $(x, \infty) \cap T$ is nonempty. Give examples to show that $[b, \infty) \cap T$ can be empty or nonempty. There are corresponding concepts of bounded below, lower bound, greatest lower bound, and infimum.
13. Which of these expressions define norms on $\mathbb{R}^{2}$ ? Explain.
(a) $\max \{|x(1)|,|x(1)+x(2)|\}$
(b) $|x(2)-x(1)|$
(c) $|x(1)|+|x(2)-x(1)|+|x(2)|$
14. Prove that in any normed linear space the conditions $\|x\|=1$ and $\|x-y\|<\varepsilon<1$ imply that $\|x-y /\| y\|\|<2 \varepsilon$.
15. Prove that if $N_{1}$ and $N_{2}$ are norms on a linear space, then so are $\alpha_{1} N_{1}+\alpha_{2} N_{2}$ (when $a_{1}>0$ and $\left.a_{2}>0\right)$ and $\left(N_{1}^{2}+N_{2}^{2}\right)^{1 / 2}$.
16. Is the following set of axioms for a norm equivalent to the set given in the text? (a) $\|x\| \neq$ 0 if $x \neq 0$, (b) $\|\lambda x\|=-\lambda\|x\|$ if $\lambda \leqslant 0$, (c) $\|x+y\| \leqslant\|x\|+\|y\|$.
17. Prove that in a normed linear space, if $\|x+y\|=\|x\|+\|y\|$, then $\|\alpha x+\beta y\|=\|\alpha x\|+\|\beta y\|$ for all nonnegative $\alpha$ and $\beta$.
18. Why is the word "distinct" essential in our definition of linear independence on page 4?
19. Is the set of functions $f_{i}(x)=|x-i|$, where $i=1,2 \ldots$, linearly independent?
20. One example of an "exotic" vector space is described as follows. Let $X$ be the set of positive real numbers. We define an "addition", $\oplus$, by $x \oplus y=x y$ and a "scalar multiplication" by $a \odot x=x^{a}$. Prove that $(X, \oplus, \odot)$ is a vector space.
21. In Example 10, two norms (say $N_{1}$ and $N_{2}$ ) were suggested. Do there exist constants such that $N_{1} \leqslant a N_{2}$ or $N_{2} \leqslant \beta N_{1}$ ?
22. In Examples 4 and 5 , let $n=2$, and draw sketches of the sets $\left\{x \in \mathbb{R}^{2}:\|x\|=1\right\}$. (Symmetries can be exploited.)

### 1.2 Convexity, Convergence, Compactness, Completeness

A subset $K$ in a linear space is said to be convex if it contains every line segment connecting two of its elements. Formally, convexity is expressed as follows:

$$
[x \in K \quad \& \quad y \in K \quad \& \quad 0 \leqslant \lambda \leqslant 1] \quad \Longrightarrow \quad \lambda x+(1-\lambda) y \in K
$$

The notion of convexity arises frequently in optimization problems. For example, the theory of linear programming (optimization of linear functions) is based on
the fact that a linear function on a convex polyhedral set must attain its extrema at the vertices of the set. Thus, to locate the maxima of a linear function over a convex polyhedral set, one need only test the vertices. The central idea of Dantzig's famous simplex method is to move from vertex to vertex, always improving the value of the objective function.

Another application of convexity occurs in studying deformations of a physical body. The "yield surface" of an object is generally convex. This is the surface in 6 -dimensional space that gives the stresses at which an object will fail structurally. Six dimensions are needed to account for all the variables. See [Mar], pages 100-104.

Among examples of convex sets in a linear space $X$ we have:
(i) the space $X$ itself;
(ii) any set consisting of a single point;
(iii) the empty set;
(iv) any linear subspace of $X$;
(v) any line segment; i.e. a set of the following form in which $a$ and $b$ are fixed:

$$
\{\lambda a+(1-\lambda) b: 0 \leqslant \lambda \leqslant 1\}
$$

In a normed linear space, another important convex set is the unit cell or unit ball:

$$
\{x \in X:\|x\| \leqslant 1\}
$$

In order to see that the unit ball is convex, let $\|x\| \leqslant 1,\|y\| \leqslant 1$, and $0 \leqslant \lambda \leqslant 1$. Then, with $\mu=1-\lambda$,

$$
\|\lambda x+\mu y\| \leqslant\|\lambda x\|+\|\mu y\|=\lambda\|x\|+\mu\|y\| \leqslant \lambda+\mu=1
$$

If we let $n=2$ in Examples 4 and 5 of Section 1.1, then we can draw pictures of the unit balls. They are shown in Figures 1.1 and 1.2.



Figures 1.1 and 1.2. Unit balls
There is a family of norms on $\mathbb{R}^{n}$, known as the $\ell_{p}$-norms, of which the norms in Examples 4 and 5 are special cases. The general formula, for $1 \leqslant p<\infty$, is

$$
\|x\|_{p}=\left(\sum_{i=1}^{n} \mid x\left(\left.i\right|^{p}\right)^{1 / p}\right.
$$

The case $p=\infty$ is special; for it we use the formula

$$
\|x\|_{\infty}=\max _{1 \leqslant i \leqslant n}|x(i)|
$$

It can be shown (Problem 1) that $\lim _{p \rightarrow \infty}\|x\|_{p}=\|x\|_{\infty}$. (This explains the notation.) The unit balls (in $\mathbb{R}^{2}$ ) for $\left\|\|_{p}\right.$ are shown for $p=\frac{4}{3}, 2$, and 7 , in Figure 1.3.


Figure 1.3. The unit balls in $\ell_{p}$, for $p=\frac{4}{3}, 2$, and 7 .
In any normed linear space there exists a metric (and its corresponding topology) that arises by defining the distance between two points as

$$
d(x, y)=\|x-y\|
$$

All the topological notions from the theory of metric spaces then become available in a normed linear space. (See Problem 23.) In Chapter 7, Section 6, the theory of general topological spaces is broached. But we shall discuss here topological concepts restricted to metric spaces or to normed linear spaces. A sequence $x_{1}, x_{2}, \ldots$ in a normed linear space is said to converge to a point $x$ (and we write $x_{n} \rightarrow x$ ) if

$$
\lim _{n \rightarrow \infty}\left\|x_{n}-x\right\|=0
$$

For example, in the space of continuous functions on $[0,1]$ furnished with the max-norm (as in Example 6 of Section 1, page 3), the sequence of functions $x_{n}(t)=\sin (t / n)$ converges to 0 , since

$$
\left\|x_{n}-0\right\|=\sup _{0 \leqslant t \leqslant 1}|\sin (t / n)|=\sin (1 / n) \rightarrow 0
$$

The notion of convergence is often needed in applied mathematics. For example, the solution to a problem may be a function that is difficult to find but can be approached by a suitable sequence of functions that are easier to obtain. (Maybe they can be explicitly calculated.) One then would need to know exactly in what sense the sequence was approaching the actual solution to the problem.

A subset $K$ in a normed space is said to be compact if each sequence in $K$ has a subsequence that converges to a point in $K$. (Caution: In general topology, this concept would be called sequential compactness. Refer to Section 7.6.) A subsequence of a sequence $x_{1}, x_{2}, \ldots$ is of the form $x_{n_{1}}, x_{n_{2}}, \ldots$, where the integers $n_{2}$ satisfy $n_{1}<n_{2}<n_{3}<\cdots$. Our notation for a sequence is $\left[x_{n}\right]$, or $\left\{x_{n}: n \in \mathbb{N}\right\}$, or $\left\{x_{1}, x_{2}, \ldots\right\}$. With this meagre equipment we can already prove some interesting results.

Theorem 1. Let $K$ be a compact set in a normed linear space $X$. To each $x$ in $X$ there corresponds at least one point in $K$ of minimum distance from $x$.

Proof. Let $x$ be any member of $X$. The distance from $x$ to $K$ is defined to be the number

$$
\operatorname{dist}(x, K)=\inf _{z \in K}\|x-z\|
$$

By the definition of an infimum (Problem 12 in Section 1.1, page 6), there exists a sequence $\left[y_{n}\right]$ in $K$ such that $\left\|x-y_{n}\right\| \rightarrow \operatorname{dist}(x, K)$. Since $K$ is compact, there is a subsequence converging to a point in $K$, say $y_{n_{i}} \rightarrow y \in K$. Since

$$
\|x-y\| \leqslant\left\|x-y_{n_{i}}\right\|+\left\|y_{n_{i}}-y\right\|
$$

we have in the limit $\|x-y\| \leqslant \operatorname{dist}(x, K) \leqslant\|x-y\|$. (The final inequality follows from the definition of the distance function.)

The preceding theorem can be useful in problems involving noisy measurements. For example, suppose that a noisy measurement of a single entity $x$ is available. If a set $K$ of admissible noise-free values for $x$ is prescribed, then the best noise-free estimate of $x$ can be taken to be a point of $K$ as close as possible to $x$. Theorem 1 is also important in approximation theory, a branch of analysis that provides the theoretical underpinning for many areas of applied mathematics.

Example 1. On the real line, an open interval ( $a, b$ ) is not compact, for we can take a sequence in the interval that converges to the endpoint $b$, say. Then every subsequence will also converge to $b$. Since $b$ is not in the interval, the interval cannot be compact. On the other hand, a closed and bounded interval, say $[a, b]$, is compact. This is a special case of the Heine-Borel theorem. See the discussion before Lemma 1 in Section 1.4, page 20.

Given a sequence $\left[x_{n}\right]$ in a normed linear space (or indeed in any metric space), is it possible to determine, from the sequence alone, whether it converges? This is certainly an important matter for practical purposes, since we often use algorithms to generate sequences that should converge to a solution of a given problem. The answer to the posed question is that we cannot infer convergence, in general, solely from the sequence itself. If we confine ourselves to the information contained in the sequence, we can construct the doubly indexed sequence $c_{n m}=\left\|x_{n}-x_{m}\right\|$. If $\left[c_{n m}\right]$ does not converge to zero, then the given sequence $\left[x_{n}\right]$ cannot converge, as is easily proved: For any $x$ in the space, write

$$
c_{n m}=\left\|x_{n}-x_{m}\right\|=\left\|\left(x_{n}-x\right)-\left(x_{m}-x\right)\right\| \leqslant\left\|x_{n}-x\right\|+\left\|x_{m}-x\right\|
$$

This shows that if $c_{n m}$ does not converge to 0 , then $\left[x_{n}\right]$ cannot converge. On the other hand, if $c_{n m}$ converges to zero, one intuitively thinks that the sequence ought to converge, and if it does not, there must be a flaw in the space itself: The limit of the sequence should exist, but the limiting point is somehow missing from the space. Think of the rational numbers as an example. The missing ingredient is completeness of the space, to which we now turn.

A sequence $\left[x_{n}\right]$ in a normed linear space $X$ is said to have the Cauchy property or to be a Cauchy sequence if

$$
\lim _{n \rightarrow \infty} \sup _{\substack{i \geqslant n \\ j \geqslant n}}\left\|x_{i}-x_{j}\right\|=0
$$

If every Cauchy sequence in the space $X$ is convergent (to a point of $X$, of course), then the space $X$ is said to be complete. A complete normed linear space is termed a Banach space, in honor of Stefan Banach, who lived from 1892 to 1945. His book [Ban] stimulated the study of functional analysis for several decades. Examples 1-7, 9, and 11, given previously, are all Banach spaces. The real number field $\mathbb{R}$ is complete, and so is the complex number field $\mathbb{C}$. The rational field $\mathbb{Q}$ is not complete. These facts are established in elementary analysis courses.

Completeness is important in constructing solutions to a problem by taking the limit of successive approximations. One often wants information about the limit (i.e., the solution). Does it have the same properties as the approximations? For example, if all the approximating functions are continuous, must the limit also be continuous? If all the approximating functions are bounded, is the limit also bounded? The answers to such questions depend on the sense in which the limit is achieved; in other words, they depend on the norm that has been chosen and the function space that goes with it. Typically, one wants a norm that leads to a complete normed linear space, i.e., a Banach space.

Here is an example of a normed linear space that is not a Banach space:
Example 2. Let the space be the one described in Example 8 of Section 1.1, page 4 . This is $\ell$, the space of "finitely-nonzero sequences," with the "sup norm" $\|x\|=\max _{i}|x(i)|$. Define a sequence $\left[x_{k}\right]$ in $\ell$ by the equation

$$
x_{k}=\left[1, \frac{1}{2}, \frac{1}{3}, \ldots, \frac{1}{k}, 0,0, \ldots\right]
$$

If $m>n$, then

$$
x_{m}-x_{n}=\left[0, \ldots, 0, \frac{1}{n+1}, \ldots, \frac{1}{m}, 0, \ldots\right]
$$

Since $\left\|x_{m}-x_{n}\right\|=1 /(n+1)$, we conclude that the sequence $\left[x_{k}\right]$ has the Cauchy property. If the space were complete, we would have $x_{n} \rightarrow y$, where $y \in \ell$. The point $y$ would be finitely nonzero, say $y(n)=0$ for $n>N$. Then for $m>N, x_{m}$ would have as its $N$ th term the value $1 / N$, while the $N$ th term of $y$ is 0 . Thus $\left\|x_{m}-y\right\| \geqslant 1 / N$, and convergence cannot take place.

Theorem 2. The space $C[a, b]$ with norm $\|x\|=\max _{s}|x(s)|$ is a Banach space.

Proof. Let $\left[x_{n}\right]$ be a Cauchy sequence in $C[a, b]$. (This space is described in Example 6, page 3.) Then for each $s,\left[x_{n}(s)\right]$ is a Cauchy sequence in $\mathbb{R}$. Since $\mathbb{R}$ is complete, this latter sequence converges to a real number that we may denote
by $x(s)$. The function $x$ thus defined must now be shown to be continuous, and we must also show that $\left\|x_{n}-x\right\| \rightarrow 0$. Let $t$ be fixed as the point at which continuity is to be proved. We write

$$
\begin{equation*}
|x(s)-x(t)| \leqslant\left|x(s)-x_{n}(s)\right|+\left|x_{n}(s)-x_{n}(t)\right|+\left|x_{n}(t)-x(t)\right| \tag{1}
\end{equation*}
$$

This inequality should suggest to the reader how the proof must proceed. Let $\varepsilon>0$. Select $N$ so that $\left\|x_{n}-x_{m}\right\| \leqslant \varepsilon / 3$ whenever $m \geqslant n \geqslant N$ (Cauchy property). Then for $m \geqslant n \geqslant N, \quad\left|x_{n}(s)-x_{m}(s)\right| \leqslant \varepsilon / 3$. By letting $m \rightarrow \infty$ we get $\left|x_{n}(s)-x(s)\right| \leqslant \varepsilon / 3$ for all $s$. This shows that $\left\|x_{n}-x\right\| \leqslant \varepsilon / 3$ and that the sequence $\left\|x_{n}-x\right\|$ converges to 0 . By the continuity of $x_{n}$ there exists a $\delta>0$ such that $\left|x_{n}(s)-x_{n}(t)\right|<\varepsilon / 3$ whenever $|t-s|<\delta$. Inequality (1) now shows that $|x(s)-x(t)|<\varepsilon$ when $|t-s|<\delta$. (This proof illustrates what is soinetimes called "an $\varepsilon / 3$ argument.")
Remarks. Theorem 2 is due to Weierstrass. It remains valid if the interval $[a, b]$ is replaced by any compact Hausdorff space. (For topological notions, refer to Section 7.6, starting on page 361.) The traditional formulation of this theorem states that a uniformly convergent sequence of continuous functions on a closed and bounded interval must have a continuous limit. A sequence of functions [ $f_{n}$ ] converges uniformly to $f$ if

$$
\begin{equation*}
\forall \varepsilon \quad \exists n \quad \forall k \quad \forall s \quad\left[k>n \quad \Longrightarrow \quad\left|f_{k}(s)-f(s)\right|<\varepsilon\right] \tag{2}
\end{equation*}
$$

(In this succinct description, it is understood that $\varepsilon>0, n \in \mathbb{N}, k \in \mathbb{N}$, and $s$ is in the domain of the functions.) By contrast, pointwise convergence is defined by

$$
\forall s \quad \forall \varepsilon \quad \exists n \quad \forall k \quad\left[k>n \quad \Longrightarrow \quad\left|f_{k}(s)-f(s)\right|<\varepsilon\right]
$$

Our use of the austere and forbidding logical notation is to bring out clearly and to emphasize the importance of the order of the quantifiers. Thus, in the definition of uniform convergence, $n$ does not (cannot) depend on $s$, while in the definition of pointwise convergence, $n$ may depend on $s$. Notice that by the definition of the norm being used, (2) can be written

$$
\forall \varepsilon \quad \exists n \quad \forall k \quad\left[k>n \quad \Longrightarrow \quad\left\|f_{k}-f\right\|_{\infty} \leqslant \varepsilon\right]
$$

or simply as $\lim _{n \rightarrow \infty}\left\|f_{n}-f\right\|_{\infty}=0$. The latter is conceptually rather simple, if one is already comfortable with this norm (called the "supremum norm" or the "maximum norm").

The (perhaps) simplest example of a sequence of continuous functions that converges pointwise but not uniformly to a continuous function is the sequence [ $f_{n}$ ] described as follows. The value of $f_{n}(x)$ is 1 everywhere except on the interval $[0,2 / n]$, where its value is given by $|n x-1|$.

## Problems 1.2

1. Prove that $\lim _{p \rightarrow x}\|x\|_{p}=\max _{1 \leqslant i \leqslant n}|x(i)|$ for every $x$ in $\mathbb{R}^{n}$.
2. Is this property of a sequence equivalent to the Cauchy property?

$$
\lim _{n \rightarrow \infty} \sup _{k \geqslant n}\left\|x_{k}-x_{n}\right\|=0
$$

Answer the same question for this property: For every positive $\varepsilon$ there is a natural number $n$ such that $\left\|x_{m}-x_{n}\right\|<\varepsilon$ whenever $m \geqslant n$.
3. Prove that if a sequence $\left[x_{n}\right]$ in a Banach space satisfies $\sum_{n=1}^{\infty}\left\|x_{n}\right\|<\infty$, then the series $\sum_{n=1}^{\infty} x_{n}$ converges.
4. Prove that Theorem 2 is not true for the norm $\int|x(t)| d t$.
5. Prove that the union of a finite number of compact sets is compact. Give an example to show that the union of an infinite family of compact sets can fail to be compact.
6. Prove that $\left\|\|_{p}\right.$ on $\mathbb{R}^{n}$ does not satisfy the triangle inequality if $0<p<1$ and $n \geqslant 2$.
7. Prove that if $x_{n} \rightarrow x$, then the set $\left\{x, x_{1}, x_{2}, \ldots\right\}$ is compact.
8. A cluster point (or accumulation point) of a sequence is the limit of any convergent subsequence. Prove that if a sequence lies in a compact set and has only one cluster point, then it is convergent.
9. Prove that the convergence in Problem 1 above is monotone.
10. Give an example of a countable compact set in $\mathbb{R}$ having infinitely many accumulation points. If your example has more than a countable number of accumulation points, give another example, having no more than a countable number.
11. Let $x_{0}$ and $x_{1}$ be any two points in a normed linear space. Define $x_{2}, x_{3}, \ldots$ inductively by putting

$$
x_{n+2}=\frac{1}{2}\left(x_{n+1}+x_{n}\right) \quad n=0,1,2, \ldots
$$

Prove that the resulting sequence is a Cauchy sequence.
12. A particular Banach space of great importance is the space $\ell_{x}(S)$, consisting of all bounded real-valued functions on a given set $S$. For $x \in \ell_{\infty}(S)$ we define

$$
\|x\|_{\infty}=\sup _{s \in S}|x(s)|
$$

Prove that this space is complete. Cultural note: The space $\ell_{x}(\mathbb{N})$ is of special interest. Every separable metric space can be embedded isometrically in it! You might enjoy trying to prove this, but that is not part of problem 12.
13. Prove that in a normed linear space a sequence cannot converge to two different points.
14. How does a sequence $\left[x_{n}: n \in \mathbb{N}\right\}$ differ from a countable set $\left\{x_{n}: n \in \mathbb{N}\right\}$ ?
15. Is there a norm that makes the space of all real sequences a Banach space?
16. Let $c_{0}$ denote the space of all real sequences that converge to zero. Define $\|x\|=$ $\sup _{n}|x(n)|$. Prove that $c_{0}$ is a Banach space.
17. If $K$ is a convex set in a linear space, then these two sets are also convex:

$$
u+K=\{u+x: x \in K\} \quad \text { and } \quad \lambda K=\{\lambda x: x \in K\}
$$

18. Let $A$ be a subset of a linear space. Put

$$
A^{c}=\left\{\sum_{i=1}^{n} \lambda_{i} a_{i}: n \in \mathbb{N}, \lambda_{i} \geqslant 0, a_{i} \in A, \sum_{i=1}^{n} \lambda_{i}=1\right\}
$$

Prove that $A \subset A^{c}$. Prove that $A^{c}$ is convex. Prove that $A^{c}$ is the smallest convex set containing $A$. This latter assertion means that if $A$ is contained in a convex set $B$, then $A^{c}$ is also contained in $B$. The set $A^{c}$ is the convex hull of $A$.
19. If $A$ and $B$ are convex sets, is their vector sum convex? The vector sum of these two sets is $A+B=\{a+b: a \in A, b \in B\}$.
20. Can a norm be recovered from its unit ball? Hint: If $x \in X$, then $x / \lambda$ is in the unit ball whenever $|\lambda| \geqslant\|x\|$. (Prove this.) On the other hand, $x / \lambda$ is not in the unit ball if $|\lambda|<\|x\|$. (Prove this.)
21. What are necessary and sufficient conditions on a set $S$ in a linear space $X$ in order that $S$ be the unit ball for some norm on $X$ ?
22. Prove that the intersection of a family of convex sets (all contained in one linear space) is convex.
23. A metric space is a pair ( $X, d$ ) in which $X$ is a set and $d$ is a function (called a metric) from $X \times X$ to $\mathbb{R}$ such that
(i) $d(x, y) \geqslant 0$
(ii) $d(x, y)=0$ if and only if $x=y$
(iii) $d(x, y)=d(y, x)$
(iv) $d(x, y) \leqslant d(x, z)+d(z, y)$

Prove that a normed linear space is a metric space if $d(x, y)$ is defined as $\|x-y\|$.
24. For this problem only, we use the following notation for a line segment in a linear space:

$$
(a, b)=\{\lambda a+(1-\lambda) b: 0 \leqslant \lambda \leqslant 1\}
$$

A polygonal path joining points $a$ and $b$ is any finite union of line segments $\bigcup_{i=1}^{n}\left(a_{i}, a_{i+1}\right)$, where $a_{1}=a$ and $a_{n+1}=b$. If the linear space has a norm, the length of the polygonal path is $\sum_{i=1}^{n}\left\|a_{i}-a_{i+1}\right\|$. Give an example of a pair of points $a, b$ in a normed linear space and a polygonal path joining them such that the polygonal path is not identical to $\langle a, b\rangle$ but has the same length. A path of length $\|a-b\|$ connecting $a$ and $b$ is called a geodesic path. Prove that any geodesic polygonal path connecting $a$ and $b$ is contained in the set $\{x:\|x-a\| \leqslant\|b-a\|\}$.
25. If $x_{n} \rightarrow x$ and if the Césard means are defined by $\sigma_{n}=\left(x_{1}+\cdots+x_{n}\right) / n$, then $\sigma_{n} \rightarrow x$. (This is to be proved in an arbitrary normed linear space.)
26. Prove that a Cauchy sequence that contains a convergent subsequence must converge.
27. A compact set in a normed linear space must be bounded; i.e., contained in some multiple of the unit ball.
28. Prove that the equation $f(x)=\sum_{k=0}^{\infty} a^{k} \cos b^{k} x$ defines a continuous function on $\mathbb{R}$, provided that $0 \leqslant a<1$. The parameter $b$ can be any real number. You will find useful Theorem 2 and Problem 3. Cultural Note: If $0<a<1$ and if $b$ is an odd integer greater than $a^{-1}$, then $f$ is differentiable nowhere. This is the famous Weierstrass nondifferentiable function. (See Section 7.8, page 374, for more information about this function.)
29. Prove that a sequence $\left[x_{n}\right]$ in a normed linear space converges to a point $x$ if and only if every subsequence of $\left[x_{n}\right]$ converges to $x$.
30. Prove that if $\phi$ is a strictly increasing function from $\mathbb{N}$ into $\mathbb{N}$, then $\phi(n) \geqslant n$ for all $n$.
31. Let $S$ be a subset of a linear space. Let $S_{1}$ be the union of all line segments that join pairs of points in $S$. Is $S_{1}$ necessarily convex?
32. (continuztion) What happens if we repeat the process and construct $S_{2}, S_{3}, \ldots$ ? (Thus, for example, $S_{2}$ is the union of line segments joining points in $S_{1}$.)
33. Let $I$ be a compact interval in $\mathbb{R}, I=\{a, b]$. Let $X$ be a Banach space. The notation $C(I, X)$ denotes the linear space of all continuous maps $f: I \rightarrow X$. We norm $C(I, X)$ by putting $\|f\|=\sup _{t \in I}\|f(t)\|$. Prove that $C(I, X)$ is a Banach space.
34. Define $f_{n}(x)=e^{-n x}$. Show that this sequence of functions converges pointwise on $[0,1]$ to the function $g$ such that $g(0)=1$ and $g(t)=0$ for $t \neq 0$. Show that in the $L^{2}$-norm on $[0,1], f_{n}$ converges to 0 . The $L^{2}$-norm is defined by $\|f\|=\left\{\int_{0}^{1}|f(t)|^{2} d t\right\}^{1 / 2}$.
35. Let $\left[x_{n}\right]$ be a sequence in a Banach space. Suppose that for every $\varepsilon>0$ there is a convergent sequence $\left|y_{n}\right|$ such that $\sup _{n}\left\|x_{n}-y_{n}\right\|<\varepsilon$. Prove that $\left|x_{n}\right|$ converges.
36. In any normed linear space, define $K(x, r)=\{y:\|x-y\| \leqslant r\}$. Prove that if $K\left(x, \frac{1}{2}\right) \subset$ $K(0,1)$ then $0 \in K\left(x, \frac{1}{2}\right)$.
37. Show that the closed unit ball in a normed linear space cannot contain a disjoint pair of closed balls having radius $\frac{1}{2}$.
38. (Converse of Problem 3) Prove that if every absolutely convergent series converges in a normed linear space, then the space is complete. (A series $\sum x_{n}$ is absolutely convergent if $\sum\left\|x_{n}\right\|<\infty$.)
39. Let $X$ be a compact Hausdorff space, and let $C(X)$ be the space of all real-valued continuous functions on $X$, with norm $\|f\|=\sup |f(x)|$. Let $\left[f_{n}\right]$ be a Cauchy sequence in $C(X)$. Prove that

$$
\lim _{x \rightarrow x_{0}} \lim _{n \rightarrow \infty} f_{n}(x)=\lim _{n \rightarrow \infty} \lim _{x \rightarrow x_{0}} f_{n}(x)
$$

Give examples to show why compactness, continuity, and the Cauchy property are needed.
40. The space $\ell_{1}$ consists of all sequences $x=\{x(1), x(2), \ldots\}$ in which $x(n) \in \mathbb{R}$ and $\sum|x(n)|<\infty$. The space $\ell_{2}$ consists of sequences for which $\sum|x(n)|^{2}<\infty$. Prove that $\ell_{1} \subset \ell_{2}$ by establishing the inequality $\sum|x(n)|^{2} \leqslant\left(\sum|x(n)|\right)^{2}$.
41. Let $X$ be a normed linear space, and $S$ a dense subset of $X$. Prove that if each Cauchy sequence in $S$ has a limit in $X$, then $X$ is complete. A set $S$ is dense in $X$ if each point of $X$ is the limit of some sequence in $S$.
42. Give an example of a linearly independent sequence $\left\{x_{0}, x_{1}, x_{2}, \ldots\right]$ of vectors in $\ell_{\infty}$ such that $\sum_{n=0}^{\infty} x_{n}=0$. Don't forget to prove that $\sum x_{n}=0$.
43. Prove, in a normed space, that if $x_{n} \rightarrow x$ and $\left\|x_{n}-y_{n}\right\| \rightarrow 0$, then $y_{n} \rightarrow x$. If $x_{n} \rightarrow x$ and $\left\|x_{n}-y_{n}\right\| \rightarrow 1$, what is $\lim y_{n}$ ?
44. Whenever we consider real-valued or complex-valued functions, there is a concept of absolute value of a function. For example, if $x \in C[0,1]$, we define $|x|$ by writing $|x|(t)=$ $|x(t)|$. A norm on a space of functions is said to be monotone if $\|x\| \geqslant\|y\|$ whenever $|x| \geqslant|y|$. Prove that the norms $\|\quad\|_{\infty}$ and $\|\quad\|_{p}$ are monotone norms.
45. (Continuation) Prove that there is no monotone norm on the space of all real-valued sequences.
46. Why isn't the example of this section a counterexample to Theorem 2?
47. Any normed linear space $X$ can be embedded as a dense subspace in a complete normed linear space $\bar{X}$. The latter is fully determined by the former, and is called the completion of $X$. A more general assertion of the same sort is true for metric spaces. Prove that the completion of the space $\ell$ in Example 8 of Section 1.1 (page 4) is the space $c_{0}$ described in Problem 16. Further remarks about the process of completion occur in Section 1.8, page 60.
48. Metric spaces were defined in Problem 23, page 13. In a metric space, a Cauchy sequence is one that has the property $\lim _{n, m} d\left(x_{n}, x_{m}\right)=0$. A metric space is complete if every Cauchy sequence converges to some point in the space. For the discrete metric space mentioned in Problem 11 (page 19), identify the Cauchy sequences and determine whether the space is complete.

### 1.3 Continuity, Open Sets, Closed Sets

Consider a function $f$, defined on a subset $D$ of a normed linear space $X$ and taking values in another normed linear space $Y$. We say that $f$ is continuous at a point $x$ in $D$ if for every sequence $\left[x_{n}\right]$ in $D$ converging to $x$, we have also $f\left(x_{n}\right) \rightarrow f(x)$. Expressed otherwise,

$$
f\left(\lim x_{n}\right)=\lim f\left(x_{n}\right)
$$

A function that is continuous at each point of its domain is said simply to be continuous. Thus a continuous function is one that preserves the convergence of sequences.

Example. The norm in a normed linear space is continuous. To see that this is so, just use Problem 3, page 5, to write

$$
\left|\left\|x_{n}\right\|-\|x\|\right| \leqslant\left\|x_{n}-x\right\|
$$

Thus, if $x_{n} \rightarrow x$, it follows that $\left\|x_{n}\right\| \rightarrow\|x\|$.
With these definitions at our disposal, we can prove a number of important (yet elementary) theorems.

Theorem 1. Let $f$ be a continuous mapping whose domain $D$ is a compact set in a normed linear space and whose range is contained in another normed linear space. Then $f(D)$ is compact.

Proof. To show that $f(D)$ is compact, we let [ $y_{n}$ ] be any sequence in $f(D)$, and prove that this sequence has a convergent subsequence whose limit is in $f(D)$. There exist points $x_{n} \in D$ such that $f\left(x_{n}\right)=y_{n}$. Since $D$ is compact, the sequence $\left[x_{n}\right]$ has a subsequence $\left[x_{n_{i}}\right]$ that converges to a point $x \in D$. Since $f$ is continuous,

$$
f(x)=f\left(\lim _{i} x_{n_{i}}\right)=\lim _{i} f\left(x_{n_{i}}\right)=\lim _{i} y_{n_{i}}
$$

Thus the subsequence $\left[y_{n_{i}}\right.$ ] converges to a point in $f(D)$.
The following is a generalization to normed linear spaces of a theorem that should be familiar from elementary calculus. It provides a tool for optimization problems-even those for which the solution is a function.

Theorem 2. A continuous real-valued function whose domain is a compact set in a normed linear space attains its supremum and infimum; both of these are therefore finite.

Proof. Let $f$ be a continuous real-valued function whose domain is a compact set $D$ in a normed linear space. Let $M=\sup \{f(x): x \in D\}$. Then there is a sequence $\left[x_{n}\right]$ in $D$ for which $f\left(x_{n}\right) \rightarrow M$. (At this stage, we admit the possibility that $M$ may be $+\infty$.) By compactness, there is a subsequence $\left[x_{n_{i}}\right]$ converging to a point $x \in D$. By continuity, $f\left(x_{n_{i}}\right) \rightarrow f(x)$. Hence $f(x)=M$, and of course $M<\infty$. The proof for the infimum is similar.

A function $f$ whose domain and range are subsets of normed linear spaces is said to be uniformly continuous if there corresponds to each positive $\varepsilon$ a positive $\delta$ such that $\|f(x)-f(y)\|<\varepsilon$ for all pairs of points (in the domain of $f$ ) satisfying $\|x-y\|<\delta$. The crucial feature of this definition is that $\delta$ serves simultaneously for all pairs of points. The definition is global, as distinguished from local.

Theorem 3. A continuous function whose domain is a compact subset of a normed space and whose values lie in another normed space is uniformly continuous.

Proof. Let $f$ be a function (defined on a compact set) that is not uniformly continuous. We shall show that $f$ is not continuous. There exists an $\varepsilon>0$ for which there is no corresponding $\delta$ to fulfill the condition of uniform continuity. That implies that for each $n$ there is a pair of points $\left(x_{n}, y_{n}\right)$ satisfying the condition $\left\|x_{n}-y_{n}\right\|<1 / n$ and $\left\|f\left(x_{n}\right)-f\left(y_{n}\right)\right\| \geqslant \varepsilon$. By compactness the sequence $\left[x_{n}\right]$ has a subsequence $\left[x_{n_{i}}\right]$ that converges to a point $x$ in the domain of $f$. Then $y_{n_{i}} \rightarrow x$ also because $\left\|y_{n_{i}}-x\right\| \leqslant\left\|y_{n_{i}}-x_{n_{i}}\right\|+\left\|x_{n_{i}}-x\right\|$. Now the continuity of $f$ at $x$ fails because

$$
\varepsilon \leqslant\left\|f\left(x_{n_{i}}\right)-f\left(y_{n_{i}}\right)\right\| \leqslant\left\|f\left(x_{n_{i}}\right)-f(x)\right\|+\left\|f(x)-f\left(y_{n_{i}}\right)\right\|
$$

A subset $F$ in a normed space is said to be closed if the limit of every convergent sequence in $F$ is also in $F$. Thus, for all sequences this implication is valid:

$$
\left[x_{n} \in F \quad \& \quad x_{n} \rightarrow x\right] \quad \Longrightarrow \quad x \in F
$$

As is true of the notion of completeness, the concept of a closed set is useful when the solution of a problem is constructed as a limit of an approximating sequence.

By Problem 4, the intersection of any family of closed sets is closed. Therefore, the intersection of all the closed sets containing a given set $A$ is a closed set containing $A$, and it is the smallest such set. It is commonly written as $\bar{A}$ or $\operatorname{cl}(A)$, and is called the closure of $A$.

Theorem 4. The inverse image of a closed set by a continuous map is closed.

Proof. Recall that the inverse image of a set $A$ by a map $f$ is defined to be $f^{-1}(A)=\{x: f(x) \in A\}$. Let $f: X \rightarrow Y$, where $X$ and $Y$ are normed spaces and $f$ is continuous. Let $K$ be a closed set in $Y$. To show that $f^{-1}(K)$ is closed, we start by letting $\left[x_{n}\right]$ be a convergent sequence in $f^{-1}(K)$. Thus $x_{n} \rightarrow x$ and $f\left(x_{n}\right) \in K$. By continuity, $f\left(x_{n}\right) \rightarrow f(x)$. Since $K$ is closed, $f(x) \in K$. Hence $x \in f^{-1}(K)$.

As an example, consider the unit ball in a normed space:

$$
\{x:\|x\| \leqslant 1\}
$$

This is the inverse image of the closed interval $[0,1]$ by the function $x \mapsto\|x\|$. This function is continuous, as shown above. Hence, the unit ball is closed. Likewise, each of the sets

$$
\{x:\|x-a\| \leqslant r\} \quad\{x:\|x-a\| \geqslant r\} \quad\{x: \alpha \leqslant\|x-a\| \leqslant \beta\}
$$

is closed.
An open set is a set whose complement is closed. Thus, from the preceding remarks, the so-called "open unit ball," i.e., the set

$$
U=\{x:\|x\|<1\}
$$

is open, because its complement is closed. Likewise, all of these sets are open:

$$
\{x:\|x\|>1\} \quad\{x:\|x-a\|<r\} \quad\{x: \alpha<\|x-a\|<\beta\}
$$

An alternative way of describing the open sets, closer to the spirit of general topology, will now be discussed.

The open $\varepsilon$-cell or $\varepsilon$-ball about a point $x_{0}$ is the set

$$
B\left(x_{0}, \varepsilon\right)=\left\{x:\left\|x-x_{0}\right\|<\varepsilon\right\}
$$

Sometimes this is called the $\varepsilon$-neighborhood of $x_{0}$. A useful characterization of open sets is the following: A subset $U$ in $X$ is open if and only if for each $x \in U$ there is an $\varepsilon>0$ such that $B(x, \varepsilon) \subset U$. The collection of open sets is called the topology of $X$. One can verify easily that the topology $\mathcal{T}$ for a normed linear space has these characteristic properties:
(1) the empty set, $\varnothing$, belongs to $\mathcal{T}$;
(2) the space itself, $X$, belongs to $\mathcal{T}$;
(3) the intersection of any two members of $\mathcal{T}$ belongs to $\mathcal{T}$;
(4) the union of any subfamily of $\mathcal{T}$ belongs to $\mathcal{T}$.

These are the axioms for any topology. One section of Chapter 7 provides an introduction to general topology.

A series $\sum_{k=1}^{\infty} x_{k}$ whose elements are in a normed linear space is convergent if the sequence of partial sums $s_{n}=\sum_{k=1}^{n} x_{k}$ converges. The given series is said to be absolutely convergent if the series of real numbers $\sum_{k=1}^{\infty}\left\|x_{k}\right\|$ is convergent. That means simply that $\sum_{k=1}^{\infty}\left\|x_{k}\right\|<\infty$. Problem 3, page 13, asks for a proof that absolute convergence implies convergence, provided that the space is complete. See also Problem 38, page 14 . The following theorem gives another important property of absolutely convergent series.

Theorem 5. If a series in a Banach space is absolutely convergent, then all rearrangements of the series converge to a common value.

Proof. Let $\sum_{i=1}^{\infty} x_{i}$ be such a series and $\sum_{i=1}^{\infty} x_{k_{i}}$ a rearrangement of it. Put $x=\sum_{i=1}^{\infty} x_{i}, S_{n}=\sum_{i=1}^{n} x_{i}, s_{n}=\sum_{i=1}^{n} x_{k_{i}}$, and $M=\sum_{i=1}^{\infty}\left\|x_{i}\right\|$. Then $\sum_{i=1}^{n}\left\|x_{k_{i}}\right\| \leqslant M$. This proves that $\sum_{i=1}^{\infty} x_{k_{i}}$ is absolutely convergent and hence convergent. (Here we require the completeness of the space.) Put $y=\sum_{i=1}^{\infty} x_{k_{i}}$. Let $\varepsilon>0$. Select $n$ such that $\sum_{i \geqslant n}\left\|x_{i}\right\|<\varepsilon$ and such that $\left\|S_{m}-x\right\|<\varepsilon$ when $m \geqslant n$. Select $r$ so that $\left\|s_{\tau}-y\right\|<\varepsilon$ and so that $\{1, \ldots, n\} \subset\left\{k_{1}, \ldots, k_{r}\right\}$. Select $m$ such that $\left\{k_{1}, \ldots, k_{r}\right\} \subset\{1, \ldots, m\}$. Then $m \geqslant n$ and

$$
\left\|S_{m}-s_{r}\right\|=\left\|\left(x_{1}+\cdots+x_{m}\right)-\left(x_{k_{1}}+\cdots+x_{k_{r}}\right)\right\| \leqslant \sum_{i=n+1}^{m}\left\|x_{i}\right\|<\varepsilon
$$

Hence

$$
\|x-y\| \leqslant\left\|x-S_{m}\right\|+\left\|S_{m}-s_{\tau}\right\|+\left\|s_{\tau}-y\right\|<3 \varepsilon
$$

In using a series that is not absolutely convergent, some caution must be exercised. Even in the case of a series of real numbers, bizarre results can arise if the series is randomly re-ordered. A good example of a series of real numbers that converges yet is not absolutely convergent is the series $\sum_{n}(-1)^{n} / n$. The series of corresponding absolute values is the divergent harmonic series. There is a remarkable theorem that includes this example:

Riemann's Theorem. If a series of real numbers is convergent but not absolutely so, then for every real number, some rearrangement of the series converges to that real number.

Proof. Let the series $\sum x_{n}$ satisfy the hypotheses. Then $\lim x_{n}=0$ and

$$
\sum_{x_{n}>0} x_{n}-\sum_{x_{n}<0} x_{n}=\sum\left|x_{n}\right|=\infty
$$

Since the series $\sum x_{n}$ converges, the two series on the left of the preceding equation must diverge to $+\infty$ and $-\infty$, respectively. (See Problems 12 and 13.) Now let $r$ be any real number. Select positive terms (in order) from the series until their sum exceeds $r$. Now add negative terms (chosen in order) until the new partial sum is less than $r$. Continue in this manner. Since $\lim x_{n}=0$, the partial sums thus created differ from $r$ by quantities that tend to zero.

## Problems 1.3

1. Prove that the sequential definition of continuity of $f$ at $x$ is equivalent to the " $\varepsilon, \delta$ " definition, which is

$$
\forall \varepsilon>0 \quad \exists \delta>0 \quad \forall u\{\|x-u\|<\delta \Longrightarrow\|f(x)-f(u)\|<\varepsilon\}
$$

2. Let $U$ be an arbitrary subset of a normed space. Prove that the function $x \mapsto \operatorname{dist}(x, U)$ is continuous. This function was defined in the proof of Theorem 1 in Section 1.2, page 9. Prove, in fact, that it is "nonexpansive":

$$
|\operatorname{dist}(x, U)-\operatorname{dist}(y, U)| \leqslant\|x-y\|
$$

3. Let $X$ be a normed space. We make $X \times X$ into a normed linear space by defining $\|(x, y)\|=\|x\|+\|y\|$. Show that the map $(x, y) \mapsto x+y$ is continuous. Show that the norm is continuous. Show that the map $(\lambda, x) \mapsto \lambda x$ is continuous when $\mathbb{R} \times X$ is normed by $\|(\lambda, x)\|=|\lambda|+\|x\|$.
4. Prove that the intersection of a family of closed sets is closed.
5. If $x \neq 0$, put $\tilde{x}=x /\|x\|$. This defines the radial projection of $x$ onto the surface of the unit ball. Prove that if $x$ and $y$ are not zero, then

$$
\|\tilde{x}-\tilde{y}\| \leqslant 2\|x-y\| /\|x\|
$$

6. Use Theorem 2 and Problem 2 in this section to give a brief proof of Theorem 1 in Section 2, page 9.
7. Using the definition of an open set as given in this section, prove that a set $U$ is open if and only if for each $x$ in $U$ there is a positive $\varepsilon$ such that $B(x, \varepsilon) \subset U$.
8. Prove that the inverse image of an open set by a continuous map is open.
9. The (algebraic) sum of two sets in a linear space is defined by $A+B=\{a+b: a \in A$, $b \in B\}$. Is the sum of two closed sets (in a normed linear space) closed? (Cf. Problem 19, page 13.)
10. Prove that if the series $\sum_{i=1}^{\infty} x_{i}$ converges (in some normed linear space), then $x_{i} \rightarrow 0$.
11. A common misconception about metric spaces is that the closure of an open ball $S=\{x$ : $d(a, x)<r\}$ is the closed ball $S^{\bullet}=\{x: d(a, x) \leqslant r\}$. Investigate whether this is correct in a discrete metric space $(X, d)$, where $d(x, y)=1$ if $x \neq y$. What is the situation in a normed linear space? (Refer to Problem 23, page 13.)
12. Let $\sum x_{n}$ and $\sum y_{n}$ be two series of nonnegative terms. Prove that if one of these series converges but the other does not, then the series $\sum\left(x_{n}-y_{n}\right)$ diverges. Can you improve this result by weakening the hypotheses?
13. Let $\sum x_{n}$ be a convergent series of real numbers such that $\sum\left|x_{n}\right|=\infty$. Prove that the series of positive terms extracted from the series $\sum x_{n}$ diverges to $\infty$. It may be helpful to introduce $u_{n}=\max \left(x_{n}, 0\right)$ and $v_{n}=\min \left(x_{n}, 0\right)$. By using the partial sums of series, one reduces the question to matters concerning the convergence of sequences.
14. Refer to Problem 12, page 12 , for the space $\ell_{x}(S)$. We write $\leqslant$ to signify a pointwise inequality between two members of this space. Let $g_{n}$ and $f_{n}$ be elements of this space, for $n=1,2, \ldots$ Let $g_{n} \geqslant 0, f_{n-1}-g_{n-1} \leqslant f_{n} \leqslant M$, and $\sum_{1}^{n} g_{i} \leqslant M$ for all $n$. Prove that the sequence $\left[f_{n}\right]$ converges pointwise. Give an example to show that convergence in norm may fail.

### 1.4 More About Compactness

We continue our study of compactness in normed linear spaces. The starting point for the next group of theorems is the Heine-Borel theorem, which states that every closed and bounded subset of the real line is compact, and conversely. We assume that the reader is familiar with that theorem.

Our first goal in this section is to show that the Heine-Borel theorem is true for a normed linear space if and only if the space is finite-dimensional. Since most interesting function spaces are infinite-dimensional, verifying the compactness of a set in these spaces requires information beyond the simple properties of being bounded and closed. Nlany important theorems in functional analysis address the question of identifying the compact sets in various normed linear spaces. Examples of such theorems will appear in Chapter 7.

Lemma 1. In the space $\mathbb{R}^{n}$ with norm $\|x\|_{\infty}=\max _{1 \leqslant i \leqslant n}|x(i)|$ each ball $\left\{x:\|x\|_{\infty} \leqslant c\right\}$ is compact.

Proof. Let $\left[x_{k}\right]$ be a sequence of points in $\mathbb{R}^{n}$ satisfying $\left\|x_{k}\right\|_{\infty} \leqslant c$. Then the components obey the inequality $-c \leqslant x_{k}(i) \leqslant c$. By the compactness of the interval $[-c, c]$, there exists an increasing sequence $I_{1} \subset \mathbb{N}$ having the property that $\lim \left[x_{k}(1): k \in I_{1}\right]$ exists. Next, there exists another increasing sequence $I_{2} \subset I_{1}$ such that $\lim \left[x_{k}(2): k \in I_{2}\right]$ exists. Then $\lim \left[x_{k}(1): k \in I_{2}\right]$ exists also, because $I_{2} \subset I_{1}$. Continuing in this way, we obtain at the $n$th step an increasing sequence $I_{n}$ such that $\lim \left[x_{k}(i): k \in I_{n}\right]$ exists for each $i=1, \ldots, n$. Denoting that limit by $x^{*}(i)$, we have defined a vector $x^{*}$ such that $\left\|x_{k}-x^{*}\right\|_{\infty} \rightarrow 0$ as $k$ runs through the sequence of integers $I_{n}$.

Lemma 2. A closed subset of a compact set is compact.
Proof. If $F$ is a closed subset of a compact set $K$, and if $\left[x_{n}\right]$ is a sequence in $F$, then by the compactness of $K$ a subsequence converges to a point of $K$. The limit point must be in $F$, since $F$ is closed.

A subset $S$ in a normed linear space is said to be bounded if there is a constant $c$ such that $\|x\| \leqslant c$ for all $x \in S$. Expressed otherwise, $\sup _{x \in S}\|x\|<$ $\infty$.

Theorem 1. In a finite-dimensional normed linear space, each closed and bounded set is compact.

Proof. Let $X$ be a finite-dimensional normed linear space. Select a basis for $X$, say $\left\{x_{1}, \ldots, x_{n}\right\}$. Define a mapping $T: \mathbb{R}^{n} \rightarrow X$ by the equation

$$
T a=\sum_{i=1}^{n} a(i) x_{i} \quad a=(a(1), \ldots, a(n)) \in \mathbb{R}^{n}
$$

If we assign the norm $\left\|\|_{\infty}\right.$ to $\mathbb{R}^{n}$, then $T$ is continuous because

$$
\begin{aligned}
\|T a-T b\| & =\left\|\sum_{i=1}^{n}(a(i)-b(i)) x_{i}\right\| \leqslant \sum_{i=1}^{n}|a(i)-b(i)|\left\|x_{i}\right\| \\
& \leqslant \max _{i}|a(i)-b(i)| \cdot \sum_{j=1}^{n}\left\|x_{j}\right\|=\|a-b\|_{\infty} \sum_{j=1}^{n}\left\|x_{j}\right\|
\end{aligned}
$$

Now let $F$ be a closed and bounded set in $X$. Put $M=T^{-1}(F)$. Then $M$ is closed by Theorem 4 in Section 1.3, page 17. Since $F=T(M)$, we can use Theorem 1 in Section 1.3, page 15, to conclude that $F$ is compact, provided that $M$ is compact. To show that $M$ is compact, we can use Lemmas 1 and 2 above if we can show that for some $c$,

$$
M \subset\left\{a \in \mathbb{R}^{n}:\|a\|_{\infty} \leqslant c\right\}
$$

In other words, we have only to prove that $M$ is bounded. To this end, define

$$
\beta=\inf \left\{\|T a\|:\|a\|_{\infty}=1\right\}
$$

This is the infimum of a continuous map on a compact set (prove that). Hence the infimum is attained at some point $b$. Thus $\|b\|_{\infty}=1$ and

$$
\beta=\|T b\|=\left\|\sum_{i=1}^{n} b(i) x_{i}\right\|
$$

Since the points $x_{i}$ constitute a linearly independent set, and since $b \neq 0$, we conclude that $T b \neq 0$ and that $\beta>0$. Since $F$ is bounded, there is a constant $c$ such that $\|x\| \leqslant c$ for all $x \in F$. Now, if $a \in \mathbb{R}^{n}$ and $a \neq 0$, then $a /\|a\|_{\infty}$ is a vector of norm $1 ;$ consequently, $\left\|T\left(a /\|a\|_{\infty}\right)\right\| \geqslant \beta$, or

$$
\|T a\| \geqslant \beta\|a\|_{\infty}
$$

This is obviously true for $a=0$ also. For $a \in M$ we have $T a \in F$, and $\beta\|a\|_{\infty} \leqslant\|T a\| \leqslant c$, whence $\|a\|_{\infty} \leqslant c / \beta$. Thus, $M$ is indeed bounded.

Corollary 1. Every finite-dimensional normed linear space is complete.

Proof. Let $\left[x_{n}\right]$ be a Cauchy sequence in such a space. Let us prove that the sequence is bounded. Select an index $m$ such that $\left\|x_{i}-x_{j}\right\|<1$ whenever $i, j \geqslant m$. Then we have

$$
\left\|x_{i}\right\| \leqslant\left\|x_{i}-x_{m}\right\|+\left\|x_{m}\right\| \leqslant 1+\left\|x_{m}\right\| \quad(i \geqslant m)
$$

Hence for all $i$,

$$
\left\|x_{i}\right\| \leqslant 1+\left\|x_{1}\right\|+\cdots+\left\|x_{m}\right\| \equiv c
$$

Since the ball of radius $c$ is compact, our sequence must have a convergent subsequence, say $x_{n_{i}} \rightarrow x^{*}$. Given $\varepsilon>0$, select $N$ so that $\left\|x_{i}-x_{j}\right\|<\varepsilon$ when $i, j \geqslant N$. Then $\left\|x_{j}-x_{n_{i}}\right\|<\varepsilon$ when $i, j \geqslant N$, because $n_{i}>i$. By taking the limit as $i \rightarrow \infty$, we conclude that $\left\|x_{j}-x^{*}\right\| \leqslant \varepsilon$ when $j \geqslant N$. This shows that $x_{j} \rightarrow x$.

Corollary 2. Every finite-dimensional subspace in a normed linear space is closed.

Proof. Recall that a subset $Y$ in a linear space is a subspace if it is a linear space in its own right. (The only axioms that require verification are the ones concerned with algebraic closure of $Y$ under addition and scalar multiplication.) Let $Y$ be a finite-dimensional subspace in a normed space. To show that $Y$ is closed, let $y_{n} \in Y$ and $y_{n} \rightarrow y$. We want to know that $y \in Y$. The preceding corollary establishes this: The convergent sequence has the Cauchy property and hence converges to a point in $Y$, because $Y$ is complete.

Riesz's Lemma. If $U$ is a closed and proper subspace ( $U$ is neither 0 nor the entire space) in a normed linear space, and if $0<\lambda<1$, then there exists a point $x$ such that $1=\|x\|$ and $\operatorname{dist}(x, U)>\lambda$.

Proof. Since $U$ is proper, there exists a point $z \in X \backslash U$. Since $U$ is closed, $\operatorname{dist}(z, U)>0$. (See Problem 11.) By the definition of $\operatorname{dist}(z, U)$ there is an element $u$ in $U$ satisfying the inequality $\|z-u\|<\lambda^{-1} \operatorname{dist}(z, U)$. Put $x=(z-u) /\|z-u\|$. Obviously, $\|x\|=1$. Also, with the help of Problem 7, we have

$$
\operatorname{dist}(x, U)=\operatorname{dist}(z-u, U) /\|z-u\|=\operatorname{dist}(z, U) /\|z-u\|>\lambda
$$

Theorem 2. If the unit ball in a normed linear space is compact, then the space has finite dimension.

Proof. If the space is not finite dimensional, then a sequence $\left[x_{n}\right]$ can be defined inductively as follows. Let $x_{1}$ be any point such that $\left\|x_{1}\right\|=1$. If $x_{1}, \ldots, x_{n-1}$ have been defined, let $U_{n-1}$ be the subspace that they span. By Corollary 2, above, $U_{n-1}$ is closed. Use Riesz's Lemma to select $x_{n}$ so that $\left\|x_{n}\right\|=1$ and $\operatorname{dist}\left(x_{n}, U_{n-1}\right)>\frac{1}{2}$. Then $\left\|x_{n}-x_{i}\right\|>\frac{1}{2}$ whenever $i<n$. This sequence cannot have any convergent subsequence.

Putting Theorems 1 and 2 together, we have the following result.
Theorem 3. A normed linear space is finite dimensional if and only if its unit ball is compact.

In any normed linear space, a compact set is necessarily closed and bounded. In a finite-dimensional space, these two conditions are also sufficient for compactness. In any infinite-dimensional space, some additional hypothesis is required to imply compactness. For many spaces, necessary and sufficient conditions for compactness are known. These invariably involve some uniformity hypothesis. See Section 7.4, page 347, for some examples, and [DS] (Section IV.14) for many others.

## Problems 1.4

1. A real-valued function $f$ defined on a normed space is said to be lower semicontinuous if each set $\{x: f(x) \leqslant \lambda\}$ is closed $(\lambda \in \mathbb{R})$. Prove that every continuous function is lower
semicontinuous. Prove that if $f$ and $-f$ are lower semicontinuous, then $f$ is continuous. Prove that a lower semicontinuous function attains its infimum on a compact set.
2. Prove that the collection of open sets (as we have defined them) in a normed linear space fulfils the axioms for a topology.
3. Two norms, $N_{1}$ and $N_{2}$, on a vector space $X$ are said to be equivalent if there exist positive constants $\alpha$ and $\beta$ such that $\alpha N_{1} \leqslant N_{2} \leqslant \beta N_{1}$. Show that this is an equivalence relation. Show that the topologies engendered by a pair of equivalent norms are identical.
4. Prove that a Cauchy sequence converges if and only if it has a convergent subsequence.
5. Let $X$ be the linear subspace of all real sequences $x=[x(1), x(2), \ldots \mid$ such that only a finite number of terms are nonzero. Is there a norm for $\boldsymbol{X}$ such that $(X,\| \|)$ is a Banach space?
6. Using the notation in the proof of Theorem 1, prove in detail that $F=T(M)$.
7. Prove these properties of the distance function $\operatorname{dist}(x, U)$ (defined in Section 1.2, page 9) when $U$ is a linear subspace in a normed linear space:
(a) $\operatorname{dist}(\lambda x, U)=|\lambda| \operatorname{dist}(x, U)$
(b) $\operatorname{dist}(x-u, U)=\operatorname{dist}(x, U) \quad(u \in U)$
(c) $\operatorname{dist}(x+y, U) \leqslant \operatorname{dist}(x, U)+\operatorname{dist}(y, U)$
8. Prove this version of Riesz's Lemma: If $U$ is a finite-dimensional proper subspace in a normed linear space $X$, then there exists a point $x$ for which $\|x\|=\operatorname{dist}(x, U)=1$.
9. Prove that if the unit ballin a normed linear space is complete, then the space is complete.
10. Let $U$ be a finite-dimensional subspace in a normed linear space $\boldsymbol{X}$. Show that for each $x \in X$ there exists a $u \in U$ satisfying $\|x-u\|=\operatorname{dist}(x, U)$.
11. Let $U$ be a closed subspace in a normed space $X$. Prove that the distance functional has the property that for $x \in X \backslash U$, $\operatorname{dist}(x, U)>0$.
12. In any infinite-dimensional normed linear space, the open unit ball contains an infinite disjoint family of open balls all having radius $\frac{1}{3}$ (!!) (Prove it, of course. While you're at it, try to improve the number $\frac{1}{3}$.)
13. In the proof of Theorem 1 , show that $M$ is bounded as follows. If $i$ is not bounded, let $a_{k} \in M$ and $\left\|a_{k}\right\|_{\infty} \rightarrow \infty$. Put $a_{k}^{\prime}=a_{k} /\left\|a_{k}\right\|_{\infty}$. Prove that the sequence $\left[a_{k}^{\prime}\right]$ has a convergent subsequence whose limit is nonzero. By considering $T a_{k}^{\prime}$, obtain a contradiction of the injective nature of $T$.
14. Prove that the sequence $\left|x_{n}\right|$ constructed in the proof of Theorem 2 is linearly independent.
15. Prove that in any infinite-dimensional normed linear space there is a sequence $\left[x_{n}\right]$ in the unit ball such that $\left\|x_{n}-x_{m}\right\|>1$ when $n \neq m$. If you don't succeed, prove the same result with the weaker inequality $\left\|x_{n}-x_{m}\right\| \geqslant 1$. (Use the proof of Theorem 2 and Problem 8 above.) Also prove that the unit ball in $\ell_{\infty}$ contains a sequence satisfying $\left\|x_{n}-x_{m}\right\|=2$ when $n \neq m$. Reference: [Dies).
16. Let $S$ be a subset of a normed linear space such that $\|x-y\| \geqslant 1$ when $x$ and $y$ are different points in $S$. Prove that $S$ is closed. Prove that if $S$ is an infinite set then it cannot be compact. Give an example of such a set that is bounded and infinite in the space $C[0,1]$.
17. Let $A$ and $B$ be nonempty closed sets in a normed linear space. Prove that if $A+B$ is compact, then so are $A$ and $B$. Why do we assume that the sets are nonempty? Prove that if $A$ is compact, then $A+B$ is closed.

### 1.5 Linear Transformations

Consider two vector spaces $X$ and $Y$ over the same scalar field. A mapping $f: X \rightarrow Y$ is said to be linear if

$$
f(\alpha u+\beta v)=\alpha f(u)+\beta f(v)
$$

for all scalars $\alpha$ and $\beta$ and for all vectors $u, v$ in $X$. A linear map is of ten called a linear transformation or a linear operator. If $Y$ happens to be the scalar field, the linear map is called a linear functional. By taking $\alpha=\beta=0$ we see at once that a linear map $f$ must have the property $f(0)=0$. This meaning of the word "linear" differs from the one used in elementary mathematics, where a linear function of a real variable $x$ means a function of the form $x \mapsto a x+b$.
Example 1. If $X=\mathbb{R}^{n}$ and $Y=\mathbb{R}^{m}$, then each linear map of $X$ into $Y$ is of the form $f(x)=y$,

$$
y(i)=\sum_{j=1}^{n} a_{i j} x(j) \quad(1 \leqslant i \leqslant m)
$$

where the $a_{i j}$ are certain real numbers that form an $m \times n$ matrix.
Example 2. Let $X=C[0,1]$ and $Y=\mathbb{R}$. One linear functional is defined by $f(x)=\int_{0}^{1} x(s) d s$.
Example 3. Let $X$ be the space of all functions on $[0,1]$ that possess $n$ continuous derivatives, $x^{\prime}, x^{\prime \prime}, \ldots, x^{(n)}$. Let $a_{0}, a_{1}, \ldots, a_{n}$ be fixed elements of $X$. Then a linear operator $D$ is defined by

$$
D x=\sum_{i=0}^{n} a_{i} x^{(i)}
$$

Such an operator is called a differential operator.
Example 4. Let $X=C[0,1]=Y$. Let $k$ be a continuous function on $[0,1] \times$ $[0,1]$. Define $K$ by

$$
(K x)(s)=\int_{0}^{1} k(s, t) x(t) d t
$$

This is a linear operator, in fact a linear integral operator.
Example 5. Let $X$ be the set of all bounded continuous functions on $\mathbb{R}_{+}=$ $\{t \in \mathbb{R}: t \geqslant 0\}$. Put

$$
(L x)(s)=\int_{0}^{\infty} e^{-s t} x(t) d t
$$

This linear operator is called the Laplace Transform.
Example 6. Let $X$ be the set of all continuous functions on $\mathbb{R}$ for which $\int_{-\infty}^{\infty}|x(t)| d t<\infty$. Define

$$
(F x)(s)=\int_{-\infty}^{\infty} e^{-2 \pi i s t} x(t) d t
$$

This linear operator is called the Fourier Transform.
If a linear transformation $T$ acts between two normed linear spaces, then the concept of continuity becomes meaningful.

Theorem 1. A linear transformation acting between normed linear spaces is continuous if and only if it is continuous at zero.

Proof. Let $T: X \rightarrow Y$ be such a linear transformation. If it is continuous, then of course it is continuous at 0 . For the converse, suppose that $T$ is continuous at 0 . For each $\varepsilon>0$ there is a $\delta>0$ such that for all $x$,

$$
\|x\|<\delta \quad \Longrightarrow \quad\|T x\|<\varepsilon
$$

Hence

$$
\|x-y\|<\delta \quad \Longrightarrow \quad\|T x-T y\|=\|T(x-y)\|<\varepsilon
$$

A linear transformation $T$ acting between two normed linear spaces is said to be bounded if it is bounded in the usual sense on the unit ball:

$$
\sup \{\|T x\|:\|x\| \leqslant 1\}<\infty
$$

Example 7. Let $X=C^{1}[0,1]$, the space of all continuously differentiable functions on $[0,1]$. Give $X$ the norm $\|x\|_{\infty}=\sup |x(s)|$. Let $f$ be the linear functional defined by $f(x)=x^{\prime}(1)$. This functional is not bounded, as is seen by considering the vectors $x_{n}(s)=s^{n}$. On the other hand, the functional in Example 2 is bounded since $|f(x)| \leqslant \int_{0}^{1}|x(s)| d s \leqslant\|x\|_{\infty}$.

Theorem 2. A linear transformation acting between normed linear spaces is continuous if and only if it is bounded.

Proof. Let $T: X \rightarrow Y$ be such a map. If it is continuous, then there is a $\delta>0$ such that

$$
\|x\| \leqslant \delta \Longrightarrow\|T x\| \leqslant 1
$$

If $\|x\| \leqslant 1$, then $\delta x$ is a vector of norm at most $\delta$. Consequently, $\|T(\delta x)\| \leqslant 1$, whence $\|T x\| \leqslant 1 / \delta$. Conversely, if $\|T x\| \leqslant M$ whenever $\|x\| \leqslant 1$, then

$$
\|x\| \leqslant \frac{\varepsilon}{M} \Longrightarrow\left\|\frac{M x}{\varepsilon}\right\| \leqslant 1 \Longrightarrow\left\|T\left(\frac{M x}{\varepsilon}\right)\right\| \leqslant M \Longrightarrow\|T x\| \leqslant \varepsilon
$$

This proves continuity at 0 , which suffices, by the preceding theorem.
If $T: X \rightarrow Y$ is a bounded linear transformation, we define

$$
\|T\|=\sup \{\|T x\|:\|x\| \leqslant 1\}
$$

It can be shown that this defines a norm on the family of all bounded linear transformations from $X$ into $Y$; this family is a vector space, and it now becomes a normed linear space, denoted by $\mathcal{L}(X, Y)$.

The definition of $\|T\|$ leads at once to the important inequality

$$
\|T x\| \leqslant\|T\|\|x\|
$$

To prove this, notice first that it is correct for $x=0$, since $T 0=0$. On the other hand, if $x \neq 0$, then $x /\|x\|$ is a vector of norm 1. By the definition of $\|T\|$, we have $\|T(x /\|x\|)\| \leqslant\|T\|$, which is equivalent to the inequality displayed above. That inequality contains three distinct norms: the ones defined on $X, Y$, and $\mathcal{L}(X, Y)$.

Theorem 3. A linear functional on a normed space is continuous if and only if its kernel ("null space") is closed.

Proof. Let $f: X \rightarrow \mathbb{R}$ be a linear functional. Its kernel is

$$
\operatorname{ker}(f)=\{x: f(x)=0\}
$$

This is the same as $f^{-1}(\{0\})$. Thus if $f$ is continuous, its kernel is closed, by Theorem 4 in Section 1.3, page 17. Conversely, if $f$ is discontinuous, then it is not bounded. Let $\left\|x_{n}\right\| \leqslant 1$ and $f\left(x_{n}\right) \rightarrow \infty$. Take any $x$ not in the kernel and consider the points $x-\varepsilon_{n} x_{n}$, where $\varepsilon_{n}=f(x) / f\left(x_{n}\right)$. These points belong to the kernel of $f$ and converge to $x$, which is not in the kernel, so the latter is not closed.

Corollary 1. Every linear functional on a finite-dimensional normed linear space is continuous.

Proof. If $f$ is such a functional, its null space is a subspace, which, by Corollary 2 in Section 1.4, page 22, must be closed. Then Theorem 3 above implies that $f$ is continuous.

Corollary 2. Every linear transformation from a finite-dimensional normed space to another normed space is continuous.

Proof. Let $T: X \rightarrow Y$ be such a transformation. Let $\left\{b_{1}, \ldots, b_{n}\right\}$ be a basis for $X$. Then each $x \in X$ has a unique expression as a linear combination of basis elements. The coefficients depend on $x$, and so we write $x=\sum_{i=1}^{n} \lambda_{i}(x) b_{i}$. These functionals $\lambda_{i}$ are in fact linear. Indeed, from the previous equation and the equation $u=\sum \lambda_{i}(u) b_{i}$ we conclude that

$$
\alpha x+\beta u=\sum_{i=1}^{n}\left[\alpha \lambda_{i}(x)+\beta \lambda_{i}(u)\right] b_{i}
$$

Since we have also

$$
\alpha x+\beta u=\sum_{i=1}^{n} \lambda_{i}(\alpha x+\beta u) b_{i}
$$

we may conclude (by the uniqueness of the representations) that

$$
\lambda_{i}(\alpha x+\beta u)=\alpha \lambda_{i}(x)+\beta \lambda_{i}(u)
$$

Now use the preceding corollary to infer that the functionals $\lambda_{i}$ are continuous. Getting back to $T$, we have

$$
T x=T\left(\sum_{i=1}^{n} \lambda_{i}(x) b_{i}\right)=\sum_{i=1}^{n} \lambda_{i}(x) T b_{i}
$$

and this is obviously continuous.

Corollary 3. All norms on a finite-dimensional vector space are equivalent, as defined in Problem 3, page 23.

Proof. Let $X$ be a finite-dimensional vector space having two norms $\left\|\|_{1}\right.$ and $\left\|\|_{2}\right.$. The identity map $I$ from $\left(X,\| \|_{1}\right)$ to $\left(X,\| \|_{2}\right)$ is continuous by the preceding result. Hence it is bounded. This implies that

$$
\|x\|_{2}=\|I x\|_{2} \leqslant \alpha\|x\|_{1}
$$

By the symmetry in the hypotheses, there is a $\beta$ such that $\|x\|_{1} \leqslant \beta\|x\|_{2}$.
Recall that if $X$ and $Y$ are two normed linear spaces, then the notation $\mathcal{L}(X, Y)$ denotes the set of all bounded linear maps of $X$ into $Y$. We have seen that boundedness is equivalent to continuity for linear maps in this context. The space $\mathcal{L}(X, Y)$ has, in a natural way, all the structure of a normed linear space. Specifically, we define

$$
\begin{aligned}
(\alpha A+\beta B)(x) & =\alpha(A x)+\beta(B x) \\
\|A\| & =\sup \left\{\|A x\|_{Y}: x \in X,\|x\|_{X} \leqslant 1\right\}
\end{aligned}
$$

In these equations, $A$ and $B$ are elements of $\mathcal{L}(X, Y)$, and $x$ is any member of $X$.

Theorem 4. If $X$ is a normed linear space and $Y$ is a Banach space, then $\mathcal{L}(X, Y)$ is a Banach space.

Proof. The only issue is the completeness of $\mathcal{L}(X, Y)$. Let $\left[A_{n}\right]$ be a Cauchy sequence in $\mathcal{L}(X, Y)$. For each $x \in X$, we have

$$
\left\|A_{n} x-A_{m} x\right\|=\left\|\left(A_{n}-A_{m}\right) x\right\| \leqslant\left\|A_{n}-A_{m}\right\|\|x\|
$$

This shows that $\left[A_{n} x\right]$ is a Cauchy sequence in $Y$. By the completeness of $Y$ we can define $A x=\lim A_{n} x$. The linearity of $A$ follows by letting $n \rightarrow \infty$ in the equation

$$
A_{n}(\alpha x+\beta u)=\alpha A_{n} x+\beta A_{n} u
$$

The boundedness of $A$ follows from the boundedness of the Cauchy sequence $\left[A_{n}\right]$. If $\left\|A_{n}\right\| \leqslant M$ then $\left\|A_{n} x\right\| \leqslant M\|x\|$ for all $x$, and in the limit we have $\|A x\| \leqslant M\|x\|$. Finally, we have $\left\|A_{n}-A\right\| \rightarrow 0$ because if $\left\|A_{n}-A_{m}\right\| \leqslant \varepsilon$ when $m, n \geqslant N$, then for all $x$ of norm 1 we have $\left\|A_{n} x-A_{m} x\right\| \leqslant \varepsilon$ when $m, n \geqslant N$. Then we can let $m \rightarrow \infty$ to get $\left\|A_{n} x-A x\right\| \leqslant \varepsilon$ and $\left\|A_{n}-A\right\| \leqslant \varepsilon$.

The composition of two linear mappings $A$ and $B$ is conventionally written as $A B$ rather than $A \circ B$. Thus, $(A B) x=A(B x)$. If $A A$ is well-defined (i.e., the range of $A$ is contained in its domain), then we write it as $A^{2}$. All nonnegative powers are then defined recursively by writing $A^{0}=I, A^{n+1}=A A^{n}$.

Theorem 5. The Neumann Theorem. Let $A$ be a bounded linear operator on a Banach space $X$ (and taking values in $X$ ). If $\|A\|<1$, then $I-A$ is invertible, and

$$
(I-A)^{-1}=\sum_{k=0}^{\infty} A^{k}
$$

Proof. Put $B_{n}=\sum_{k=0}^{n} A^{k}$. The sequence $\left[B_{n}\right]$ has the Cauchy property, for if $n>m$, then

$$
\begin{aligned}
\left\|B_{n}-B_{m}\right\| & =\left\|\sum_{k=m+1}^{n} A^{k}\right\| \leqslant \sum_{k=m+1}^{n}\left\|A^{k}\right\| \leqslant \sum_{k=m}^{\infty}\|A\|^{k} \\
& =\|A\|^{m} \sum_{k=0}^{\infty}\|A\|^{k}=\|A\|^{m} /(1-\|A\|)
\end{aligned}
$$

(In this calculation we used Problem 20.) Since the space of all bounded linear operators on $X$ into $X$ is complete (Theorem 4), the sequence $\left[B_{n}\right]$ converges to a bounded linear operator $B$. We have

$$
(I-A) B_{n}=B_{n}-A B_{n}=\sum_{k=0}^{n} A^{k}-\sum_{k=1}^{n+1} A^{k}=I-A^{n+1}
$$

Taking a limit, we obtain $(I-A) B=I$. Similarly, $B(I-A)=I$. Hence $B=(I-A)^{-1}$.

The Neumann Theorem is a powerful tool, having applications to many applied problems, such as integral equations and the solving of large systems of linear equations. For examples, see Section 4.3, which is devoted to this theorem, and Section 3.3, which has an example of a nonlinear integral equation.

## Problems 1.5

1. Prove that the closure of a linear subspace in a normed linear space is also a subspace. (The closure operation is defined on page 16.)
2. Prove that the operator norm defined here has the three properties required of a norm.
3. Prove that the kernel of a linear functional is either closed or dense. (A subset in a topological space $X$ is dense if its closure is $X$.)
4. Let $\left\{x_{1}, \ldots, x_{k}\right\}$ be a linearly independent finite set in a normed linear space. Show that there exists a $\delta>0$ such that the condition

$$
\max _{1 \leqslant i \leqslant k}\left\|x_{i}-y_{i}\right\|<\delta
$$

implies that $\left\{y_{1}, \ldots, y_{k}\right\}$ is also linearly independent.
5. Prove directly that if $T$ is an unbounded linear operator, then it is discontinuous at 0.
(Start with a sequence $\left[x_{n}\right]$ such that $\left\|x_{n}\right\| \leqslant 1$ and $\left\|T x_{n}\right\| \rightarrow \infty$.)
6. Let $A$ be an $m \times n$ matrix. Let $X=\mathbb{R}^{n}$, with norm $\|x\|_{\infty}=\max _{1 \leqslant i \leqslant n}|x(i)|$. Let $Y=$ $\mathbb{R}^{m}$, with norm $\|y\|_{\infty}=\max _{1 \leqslant i \leqslant m}|y(i)|$. Define a linear transformation $T$ from $X$ to $\boldsymbol{Y}$ by putting $(T x)(i)=\sum_{j=1}^{n} a_{i j} x(j), 1 \leqslant i \leqslant m$. Prove that $\|T\|=\max _{i} \sum_{j=1}^{n}\left|a_{i}\right|$.
7. Prove that a linear map is injective (i.e., one-to-one) if and only if its kernel is the 0 subspace. (The kernel of a map $T$ is $\{x: T x=0\}$.)
8. Prove that the norm of a linear transformation is the infimum of all the numbers $M$ that satisfy the inequality $\|T x\| \leqslant M\|x\|$ for all $x$.
9. Prove the (surprising) result that a linear transformation is continuous if and only if it transforms every sequence converging to zero into a bounded sequence.
10. If $f$ is a linear functional on $X$ and $N$ is its kernel, then there exists a one-dimensional subspace $Y$ such that $X=Y \oplus N$. (For two sets in a linear space, we define $U+V$ as the set of all sums $u+v$ when $u$ ranges over $U$ and $v$ ranges over $V$. If $U$ and $V$ are subspaces with only 0 in common we write this sum as $U \oplus V$.)
11. The space $\ell_{\infty}(S)$ was defined in Problem 12 of Section 1.2, page 12. Let $S=\mathbb{N}$, and define $T: \ell_{\infty}(\mathbb{N}) \rightarrow C\left[-\frac{1}{2}, \frac{1}{2}\right]$ by the equation $(T x)(s)=\sum_{k=1}^{\infty} x(k) s^{k}$. Prove that $T$ is linear and continuous.
12. Prove or disprove: A linear map from a normed linear space into a finite-dimensional normed linear space must be continuous.
13. Addition of sets in a vector space is defined by $A+B=\{a+b: a \in A, b \in B\}$. Better: $A+B=\{x: \exists a \in A \& \exists b \in B$ such that $x=a+b\}$. Scalar multiplication is $\lambda A=\{\lambda a: a \in A\}$. Does the family of all subsets of a vector space $X$ form a vector space with these definitions?
14. Let $Y$ be a closed subspace in a Banach space $X$. A "coset" is a set of the form $x+Y=$ $\{x+y: y \in Y\}$. Show that the family of all cosets is a normed linear space if we use the norm $\|x+Y\|=\operatorname{dist}(x, Y)$.
15. Refer to Problem 12 in the preceding section, page 23. Show that the assertion there is not true if $\frac{1}{3}$ is replaced by $\frac{1}{2}$.
16. Prove that for a bounded linear transformation $T: X \rightarrow Y$

$$
\|T\|=\sup _{\|x\|=1}\|T x\|=\sup _{x \neq 0}\|T x\| /\|x\|
$$

17. Prove that a bounded linear transformation maps Cauchy sequences into Cauchy sequences.
18. Prove that if a linear transformation maps some nonvoid open set of the domain space to a bounded set in the range space, then it is continuous.
19. On the space $C[0,1]$ we define "point-evaluation functionals" by $t^{*}(x)=x(t)$. Here $t \in[0,1]$ and $x \in C[0,1]$. Prove that $\left\|t^{*}\right\|=1$. Prove that if $\phi=\sum_{i=1}^{n} \lambda_{i} t_{i}^{*}$, where $t_{1}, t_{2}, \ldots, t_{n}$ are distinct points in $[0,1]$, then $\|\phi\|=\sum_{i=1}^{n}\left|\lambda_{i}\right|$.
20. In the proof of the Neumann Theorem we used the inequality $\left\|A^{k}\right\| \leqslant\|A\|^{k}$. Prove this.
21. Prove that if $\left\{\phi_{1}, \ldots, \phi_{\boldsymbol{n}}\right\}$ is a linearly independent set of linear functionals, then for suitable $x_{j}$ we have $\phi_{i}\left(x_{j}\right)=\delta_{i j}$ for $1 \leqslant i, j \leqslant n$.
22. Prove that if a linear transformation is discontinuous at one point, then it is discontinuous everywhere.
23. Linear transformations on infinite-dimensional spaces do not always behave like their counterparts on finite-dimensional spaces. The space $c_{0}$ was defined in Problem 1.2.16 (page 12). On the space $c_{0}$ define

$$
\begin{aligned}
& A x=A[x(1), x(2), \ldots]=[x(2), x(3), \ldots] \\
& B x=B[x(1), x(2), \ldots]=[0, x(1), x(2), \ldots]
\end{aligned}
$$

Prove that $A$ is surjective but not invertible. Prove that $B$ is injective but not invertible. Determine whether right or left inverses exist for $A$ and $B$.
24. What is meant by the assertion that the behavior of a linear map at any point of its domain is exactly like its behavior at 0 ?
25. Prove that every linear functional $f$ on $\mathbb{R}^{\boldsymbol{n}}$ has the form $f(x)=\sum_{i=1}^{n} \alpha_{i} x(i)$, where $x(1), x(2), \ldots, x(n)$ are the coordinates of $x$. Let $\alpha=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\}$ and show that the relationship $f \mapsto \alpha$ is linear, injective, and surjective (hence, an isomorphism).
26. Is it true for linear operators in general that continuity follows from the null space being closed?
27. Let $\phi_{0}, \phi_{1}, \ldots, \phi_{n}$ be linear functionals on a linear space. Prove that if the kernel of $\phi_{0}$ contains the kernels of all $\phi_{i}$ for $1 \leqslant i \leqslant n$, then $\phi_{0}$ is a linear combination of $\phi_{1}, \ldots, \phi_{n}$.
28. If $L$ is a bounded linear map from a normed space $X$ to a Banach space $Y$, then $L$ has a unique continuous linear extension defined on the completion of $X$ and taking values in $Y$. (Refer to Problem 1.2.47, page 15.) Prove this assertion as well as the fact that the norm of the extension equals the norm of the original $L$.
29. Let $A$ be a continuous linear operator on a Banach space $X$. Prove that the series $\sum_{n=0}^{\infty} A^{n} / n!$ converges in $\mathcal{L}(X, X)$. The resulting sum can be denoted by $e^{A}$. Is $e^{A}$ invertible?
30. Investigate the continuity of the Laplace transform (in Example 5, page 24).

### 1.6 Zorn's Lemma, Hamel Bases, and the Hahn-Banach Theorem

This section is devoted to two results that require the Axiom of Choice for their proofs. These are a theorem on existence of Hamel bases, and the Hahn-Banach Theorem. The first of these extends to all vector spaces the notion of a base, which is familiar in the finite-dimensional setting. The Hahn-Banach Theorem is needed at first to guarantee that on a given normed linear space there can be defined continuous maps into the scalar field. There are many situations in applied mathematics where the Hahn-Banach Theorem plays a crucial role; convex optimization theory is a prime example.

The Axiom of Choice is an axiom that most mathematicians use unreservedly, but is nonetheless controversial. Its status was clarified in 1940 by a famous theorem of Gödel [Go]. His theorem can be stated as follows.

Theorem 1. If a contradiction can be derived from the ZermeloFraenkel axioms of set theory (which include the Axiom of Choice), then a contradiction can be derived within the restricted set theory based on the Zermelo-Fraenkel axioms without the Axiom of Choice.

In other words, the Axiom of Choice by itself cannot be responsible for introducing an inconsistency in set theory. That is why most mathematicians are willing to accept it. In 1963, Paul Cohen [Coh] proved that the Axiom of Choice is independent of the remaining axioms in the Zermelo-Fraenkel system. Thus it cannot be proved from them. The statement of this axiom is as follows:

> Axiom of Choice. If $A$ is a set and $f$ a function on $A$ such that $f(\alpha)$ is a nonvoid set for each $\alpha \in A$, then $f$ has a "choice function." That means a function $c$ on $A$ such that $c(\alpha) \in f(\alpha)$ for all $\alpha \in A$.

For example, suppose that $A$ is a finite set: $A=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$. For each $i$ in $\{1,2, \ldots, n\}$ a nonempty set $f\left(\alpha_{i}\right)$ is given. In $n$ steps, we can select "representatives" $x_{1} \in f\left(\alpha_{1}\right), x_{2} \in f\left(\alpha_{2}\right)$, etc. Having done so, define $c\left(\alpha_{i}\right)=x_{i}$ for $i=1,2, \ldots, n$. Attempting the same construction for an infinite set such as $A=\mathbb{R}$, with accompanying infinite sets $f(\alpha)$, leads to an immediate difficulty. To get around the difficulty, one might try to order the elements of each set $f(\alpha)$ in such a way that there is always a "first" element in $f(\alpha)$. Then $c(\alpha)$ can be defined to be the first element in $f(\alpha)$. But the proposed ordering will require another axiom at least as strong as the Axiom of Choice! For a second example, see Problem 45, page 40.

A number of other set-theoretic axioms are equivalent to the Axiom of Choice. See [Kel] and [RR]. Among these equivalent axioms, we single out Zorn's Lemma as being especially useful. First, we require some definitions.

Definition 1. A partially ordered set is a pair $(X, \prec)$ in which $X$ is a set and $\prec$ is a relation on $X$ such that
(i) $x \prec x$ for all $x$
(ii) If $x \prec y$ and $y \prec z$, then $x \prec z$

Definition 2. A chain, or totally ordered set, is a partially ordered set in which for any two elements $x$ and $y$, either $x \prec y$ or $y \prec x$.

Definition 3. In a partially ordered set $X$, an upper bound for a subset $A$ in $X$ is any point $x$ in $X$ such that $a \prec x$ for all $a \in A$.

Example 1. Let $S$ be any set, and denote by $2^{S}$ the family of all subsets of $S$, including the empty set $\varnothing$ and $S$ itself. This is often called the "power set" of $S$. Order $2^{S}$ by the inclusion relation $\subset$. Then ( $2^{S}, \subset$ ) is a partially ordered set. It is not totally ordered. An upper bound for any subset of $2^{S}$ is $S$.

Example 2. In $\mathbb{R}^{2}$, define $x \prec y$ to mean that $x(i) \leqslant y(i)$ for $i=1$ and 2. This is a partial ordering but not a total ordering. Which quadrants in $\mathbb{R}^{2}$ have upper bounds?
Example 3. Let $\mathcal{F}$ be a family of functions (whose ranges and domains need not be specified). For $f$ and $g$ in $\mathcal{F}$ we write $f \prec g$ if two conditions are fulfilled:
(i) $\operatorname{dom}(f) \subset \operatorname{dom}(g)$
(ii) $f(x)=g(x)$ for all $x$ in $\operatorname{dom}(f)$

When this occurs, we say that " $g$ is an extension of $f$." Notice that this is equivalent to the assertion $f \subset g$, provided that we interpret (as ultimately we must) $f$ and $g$ as sets of pairs of elements.

Definition 4. An element $m$ in a partially ordered set $X$ is said to be a maximal element if every $x$ in $X$ that satisfies the condition $m \prec x$ also satisfies $x \prec m$.

Zorn's Lemma. A partially ordered set contains a maximal element if each totally ordered subset has an upper bound.

Definition 5. Let $X$ be a linear space. A subset $H$ of $X$ is called a Hamel base, or Hamel basis, if each point in $X$ has a unique expression as a finite linear combination of elements of $H$.

Example 4. Let $X$ be the space of all polynomials defined on $\mathbb{R}$. A Hamel base for $X$ is given by the sequence $\left[h_{n}\right]$ where $h_{n}(s)=s^{n}, n=0,1,2, \ldots$.

## Theorem 2. Every nontrivial vector space has a Hamel base.

Proof. Let $X$ be a nontrivial vector space. To show that $X$ has a Hamel base we first prove that $X$ has a maximal linearly independent set, and then we show that any such set is necessarily a Hamel base. Consider the collection of all linearly independent subsets of $X$, and partially order this collection by inclusion, $C$. In order to use Zorn's Lemma, we verify that every chain in this partially ordered set has an upper bound. Let $C$ be a chain. Consider $S^{*}=\bigcup\{S: S \in C\}$. This certainly satisfies $S \subset S^{*}$ for all $S \in C$. But is $S^{*}$ linearly independent? Suppose that $\sum_{i=1}^{n} \alpha_{i} s_{i}=0$ for some scalars $\alpha_{i}$ and for some distinct points $s_{i}$ in $S^{*}$. Each $s_{i}$ belongs to some $S_{i} \in C$. Since $C$ is a chain (and since there are only finitely many $s_{i}$ ), one of these sets ( say $S_{j}$ ) contains all the others. Since $S_{j}$ is linearly independent, we conclude that $\sum\left|\alpha_{i}\right|=0$. This establishes the linear independence of $S^{*}$ and the fact that every chain in our partially ordered set has an upper bound. Now by Zorn's Lemma, the collection of all linearly independent sets in $X$ has a maximal element, $H$. To see that $H$ is a Hamel base, let $x$ be any element of $X$. By the maximality of $H$, either $H \cup\{x\}$ is linearly dependent or $H \cup\{x\} \subset H$ (and then $x \in H$ ). In either case, $x$ is a linear combination of elements of $H$. If $x$ can be represented in two different ways as a linear combination of members of $H$, then by subtraction, we obtain 0 as a nontrivial linear combination of elements of $H$, contradicting the linear independence of $H$.

In the next theorem, when we say that one real-valued function, $f$, is dominated by another, $p$, we mean simply that $f(x) \leqslant p(x)$ for all $x$.

Hahn-Banach Theorem. Let $X$ be a real linear space, and let $p$ be a function from $X$ to $\mathbb{R}$ such that $p(x+y) \leqslant p(x)+p(y)$ and $p(\lambda x)=\lambda p(x)$ if $\lambda \geqslant 0$. Any linear functional defined on a subspace of
$X$ and dominated by $p$ has an extension that is linear, defined on $X$, and dominated by $p$.

Proof. Let $f$ be such a functional, and let $X_{0}$ be its domain. Thus $X_{0}$ is a linear subspace of $X$. In approaching the theorem for the first time and wondering how to discover a proof, one naturally asks how to extend the functional $f$ to a domain containing $X_{0}$ that is only one dimension larger than $X_{0}$. If that is impossible, then the theorem itself cannot be true. Accordingly, let $y$ be a point not in the original domain. To extend $f$ to $X_{0}+\operatorname{span}(y)$ it suffices to specify a value for $f(y)$ because of the necessary equation

$$
f(x+\lambda y)=f(x)+\lambda f(y) \quad\left(x \in X_{0}, \lambda \in \mathbb{R}\right)
$$

The value of $f(y)$ must be assigned in such a way that

$$
f(x)+\lambda f(y) \leqslant p(x+\lambda y) \quad\left(x \in X_{0}, \lambda \in \mathbb{R}\right)
$$

If $\boldsymbol{\lambda}=0$, this inequality is certainly valid. If $\lambda>0$, we must have

$$
f\left(\frac{x}{\lambda}\right)+f(y) \leqslant p\left(\frac{x}{\lambda}+y\right) \quad\left(x \in X_{0}\right)
$$

or

$$
f\left(x_{1}\right)+f(y) \leqslant p\left(x_{1}+y\right) \quad\left(x_{1} \in X_{0}\right)
$$

If $\lambda<0$, we must have

$$
f\left(x_{2}\right)+f(y) \geqslant \frac{1}{\lambda} p(x+\lambda y)=-p\left(-x_{2}-y\right) \quad\left(x_{2} \in X_{0}\right)
$$

These two conditions on $f(y)$ can be written together as

$$
-p\left(-x_{2}-y\right)-f\left(x_{2}\right) \leqslant f(y) \leqslant p\left(x_{1}+y\right)-f\left(x_{1}\right) \quad\left(x_{1}, x_{2} \in X_{0}\right)
$$

In order to see that there is a number satisfying this inequality, we compute

$$
\begin{aligned}
f\left(x_{1}\right)-f\left(x_{2}\right) & =f\left(x_{1}-x_{2}\right) \leqslant p\left(x_{1}-x_{2}\right)=p\left(x_{1}+y-x_{2}-y\right) \\
& \leqslant p\left(x_{1}+y\right)+p\left(-x_{2}-y\right)
\end{aligned}
$$

This completes the extension by one dimension.
Next, we partially order by the inclusion relation (C) all the linear extensions of $f$ that are dominated by $p$. Thus $h \subset g$ if and only if the domain of $g$ contains the domain of $h$, and $g(x)=h(x)$ on the domain of $h$. In order to use Zorn's Lemma, we must verify that each chain in this partially ordered set has an upper bound. But this is true, since the union of all the elements in such a chain is an upper bound for the chain. (Problem 2.) By Zorn's Lemma, there exists a maximal element $\tilde{f}$ in our partially ordered set. Then $\tilde{f}$ is a linear functional that is an extension of $f$ and is dominated by $p$. Finally, $\tilde{f}$ must be defined on all of $X$, for if it were not, a further extension would be possible, as shown in the first part of the proof.

Corollary 1. Let $\phi$ be a linear functional defined on a subspace $Y$ in a normed linear space $X$ and satisfying

$$
|\phi(y)| \leqslant M\|y\| \quad(y \in Y)
$$

Then $\phi$ has a linear extension defined on all of $X$ and satisfying the above inequality on $X$.

Proof. Use the Hahn-Banach Theorem with $p(x)=M\|x\|$.
Corollary 2. Let $Y$ be a subspace in a normed linear space $X$. If $w \in X$ and $\operatorname{dist}(w, Y)>0$, then there exists a continuous linear functional $\phi$ defined on $X$ such that $\phi(y)=0$ for all $y \in Y, \phi(w)=1$, and $\|\phi\|=1 / \operatorname{dist}(w, Y)$.

Proof. Let $Z$ be the subspace generated by $Y$ and $w$. Each element of $Z$ has a unique representation as $y+\lambda w$, where $y \in Y$ and $\lambda \in \mathbb{R}$. It is clear that $\phi$ must be defined on $Z$ by writing $\phi(y+\lambda w)=\lambda$. The norm of $\phi$ on $Z$ is computed as follows, in which the supremum is over all nonzero vectors in $Z$ :

$$
\begin{aligned}
\|\phi\| & =\sup |\phi(y+\lambda w) /\|y+\lambda w\|=\sup | \lambda \mid /\|y+\lambda w\|=\sup 1 /\|y / \lambda+w\| \\
& =1 / \inf \|y+w\|=1 / \operatorname{dist}(w, Y)
\end{aligned}
$$

By Corollary 1, we can extend the functional $\phi$ to all of $X$ without increase of its norm.

Corollary 3. To each point $w$ in a normed linear space there corresponds a continuous linear functional $\phi$ such that $\|\phi\|=1$ and $\phi(w)=\|w\|$.

Proof. In Corollary 2, take $Y$ to be the 0-subspace.
At this juncture, it. makes sense to associate with any normed linear space $X$ a normed space $X^{*}$ consisting of all continuous linear functionals defined on $X$. Corollary 3 shows that $X^{*}$ is not trivial. The space $X^{*}$ is called the conjugate space of $X$, or the dual space or the adjoint of $X$.
Example 4. Let $X=\mathbb{R}^{n}$, endowed with the max-norm. Then $X^{*}$ is (or can be identified with) $\mathbb{R}^{n}$ with the norm $\left\|\|_{1}\right.$. To see that this is so, recall (Problem 1.5.25, page 30) that if $\phi \in X^{*}$, then $\phi(x)=\sum_{i=1}^{n} u(i) x(i)$ for a suitable $u \in \mathbb{R}^{n}$. Then

$$
\|\phi\|=\sup _{\|x\|_{\infty} \leqslant 1}\left|\sum_{i=1}^{n} u(i) x(i)\right|=\sum_{i=1}^{n}|u(i)|=\|u\|_{1}
$$

Example 5. Let $c_{0}$ denote the Banach space of all real sequences that converge to zero, normed by putting $\|x\|_{\infty}=\sup |x(n)|$. Let $\ell_{1}$ denote the Banach space of all real sequences $u$ for which $\sum_{n=1}^{\infty}|u(n)|<\infty$, normed by putting $\|u\|_{1}=\sum_{n=1}^{\infty}|u(n)|$. With each $u \in \ell_{1}$ we associate a functional $\phi_{u} \in c_{0}^{*}$ by means of the equation $\phi_{u}(x)=\sum_{n=1}^{\infty} u(n) x(n)$. (The connection between these two spaces is the subject of the next result.)

Proposition. The mapping $u \mapsto \phi_{u}$ is an isometric isomorphism between $\ell_{1}$ and $c_{0}^{*}$. Thus we can say that $c_{0}^{*}$ "is" $\ell_{1}$.

Proof. Perhaps we had better give a name to this mapping. Let $A: \ell_{1} \rightarrow$ $c_{0}^{*}$ be defined by $A u=\phi_{u}$. It is to be shown that for each $u, A u$ is linear and continuous on $c_{0}$. Then it is to be shown that $A$ is linear, surjective, and isometric. Isometric means $\|A u\|=\|u\|_{1}$. That $\phi_{u}$ is well-defined follows from the absolute convergence of the series defining $\phi_{u}(x)$ :

$$
\sum|x(n)||u(n)| \leqslant \sum\|x\|_{\infty}|u(n)|=\|x\|_{\infty}\|u\|_{1}
$$

The linearity of $\phi_{u}$ is obvious:

$$
\begin{aligned}
\phi_{u}(\alpha x+\beta y) & =\sum u(n)[\alpha x(n)+\beta y(n)]=\alpha \sum u(n) x(n)+\beta \sum u(n) y(n) \\
& =\alpha \phi_{u}(x)+\beta \phi_{u}(y)
\end{aligned}
$$

The continuity or boundedness of $\phi_{u}$ is easy:

$$
\left|\phi_{u}(x)\right|=\left|\sum u(n) x(n)\right| \leqslant \sum|u(n)||x(n)| \leqslant\|x\|_{\infty}\|u\|_{1}
$$

By taking a supremum in this last inequality, considering only $x$ for which $\|x\|_{\infty} \leqslant 1$, we get

$$
\left\|\phi_{u}\right\| \leqslant\|u\|_{1}
$$

On the other hand, if $\varepsilon>0$ is given, we can select $N$ so that $\sum_{n=N+1}^{\infty}|u(n)|<\varepsilon$. Then we define $x$ by putting $x(n)=\operatorname{sgn} u(n)$ for $n \leqslant N$, and by setting $x(n)=0$ for $n>N$. Clearly, $x \in c_{0}$ and $\|x\|_{\infty}=1$. Hence

$$
\left\|\phi_{u}\right\| \geqslant \phi_{u}(x)=\sum_{n=1}^{N} x(n) u(n)=\sum_{n=1}^{N}|u(n)|>\|u\|_{1}-\varepsilon
$$

Since $\varepsilon$ was arbitrary, $\left\|\phi_{u}\right\| \geqslant\|u\|_{1}$. Hence we have proved

$$
\|A u\|=\left\|\phi_{u}\right\|=\|u\|_{1}
$$

Next we show that $A$ is surjective. Let $\psi \in c_{0}^{*}$. Let $\delta_{n}$ be the element of $c_{0}$ that has a 1 in the $n$th coordinate and zeros elsewhere. Then for any $\boldsymbol{x}$,

$$
x=\sum_{n=1}^{\infty} x(n) \delta_{n}
$$

Since $\psi$ is continuous and linear,

$$
\psi(x)=\sum x(n) \psi\left(\delta_{n}\right)
$$

Consequently, if we put $u(n)=\psi\left(\delta_{n}\right)$, then $\psi(x)=\phi_{u}(x)$ and $\psi=\phi_{u}$. To verify that $u \in \ell_{1}$, we define (as above) $x(n)=\operatorname{sgn} u(n)$ for $n \leqslant N$ and $x(n)=0$ for $n>N$. Then

$$
\sum_{n=1}^{N}|u(n)|=\sum x(n) u(n)=\psi(x) \leqslant\|\psi\|\|x\|=\|\psi\|
$$

Thus $\|u\|_{1} \leqslant\|\psi\|$.
Finally, the linearity of $A$ follows from writing

$$
\begin{aligned}
\phi_{\alpha u+\beta v}(x) & =\sum(\alpha u+\beta v)(n) x(n)=\alpha \sum u(n) x(n)+\beta \sum v(n) x(n) \\
& =\left(\alpha \phi_{u}+\beta \phi_{v}\right)(x)
\end{aligned}
$$

Corollary 4. For each $x$ in a normed linear space $X$, we have

$$
\|x\|=\max \left\{|\phi(x)|: \phi \in X^{*},\|\phi\|=1\right\}
$$

Proof. If $\phi \in X^{*}$ and $\|\phi\|=1$, then

$$
|\phi(x)| \leqslant\|\phi\|\|x\|=\|x\|
$$

Therefore,

$$
\sup \left\{|\phi(x)|: \phi \in X^{*},\|\phi\|=1\right\} \leqslant\|x\|
$$

For the reverse inequality, note first that it is trivial if $x=0$. Otherwise, use Corollary 3. Then there is a functional $\psi \in X^{*}$ such that $\psi(x)=\|x\|$ and $\|\psi\|=1$. Note that the supremum is attained.

A subset $Z$ in a normed space $X$ is said to be fundamental if the set of all linear combinations of elements in $Z$ is dense in $X$. Expressed otherwise, for each $x \in X$ and for each $\varepsilon>0$ there is a vector $\sum_{i=1}^{n} \lambda_{i} z_{i}$ such that $z_{i} \in Z$, $\lambda_{i} \in \mathbb{R}$, and

$$
\left\|x-\sum \lambda_{i} z_{i}\right\|<\varepsilon
$$

We could also state that $\operatorname{dist}(x, \operatorname{span} Z)=0$ for all $x \in X$. As an example, the vectors

$$
\begin{aligned}
& \delta_{1}=(1,0,0, \ldots) \\
& \delta_{2}=(0,1,0, \ldots) \\
& \text { etc. }
\end{aligned}
$$

form a fundamental set in the space $c_{0}$.
Example 6. In the space $C[a, b]$, with the usual supremum norm, an important fundamental set is the sequence of monomials

$$
u_{0}(t)=1, u_{1}(t)=t, u_{2}(t)=t^{2}, \ldots
$$

The Weierstrass Approximation Theorem asserts the fundamentality of this sequence. Thus, for any $x \in C[a, b]$ and any $\varepsilon>0$ there is a polynomial $u$ for which $\|x-u\|_{\infty}<\varepsilon$. Of course, $u$ is of the form $\sum_{i=0}^{n} \lambda_{i} u_{i}$.
Definition 5. If $A$ is a subset of a normed linear space $X$, then the annihilator of $A$ is the set

$$
A^{\perp}=\left\{\phi \in X^{*}: \phi(a)=0 \text { for all } a \in A\right\}
$$

## Theorem 3. A subset in a normed space is fundamental if and only if its annihilator is $\{0\}$.

Proof. Let $X$ be the space and $Z$ the subset in question. Let $Y$ be the closure of the linear span of $Z$. If $Y \neq X$, let $x \in X \backslash Y$. Then by Corollary 2, there exists $\phi \in X^{*}$ such that $\phi(x)=1$ and $\phi \in Y^{\perp}$. Hence $\phi \in Z^{\perp}$ and $Z^{\perp} \neq 0$. If $Y=X$, then any element of $Z^{\perp}$ annihilates the span of $Z$ as well as $Y$ and $X$. Thus it must be the zero functional; i.e., $Z^{\downarrow .}=0$.

Theorem 4. If $X$ is a normed linear space (not necessarily complete) then its conjugate space $X^{*}$ is complete.

Proof. This follows from Theorem 4 in Section 1.5, page 27, by letting $Y=\mathbb{R}$ in that theorem.

## Problems 1.6

1. Let $X$ and $Y$ be sets. A function from a subset of $X$ to $Y$ is a subset $f$ of $X \times Y$ such that for each $x \in X$ there is at most one $y \in Y$ satisfying $(x, y) \in f$. We write then $f(x)=y$. The set of all such functions is denoted by $S$. Prove or disprove the following: (a) $S$ is partially ordered by inclusion. (b) The union of two elements of $S$ is a member of $S$. (c) The intersection of two elements of $S$ is a member of $S$. (d) The union of any chain in $S$ is a member of $S$.
2. In the proof of the Hahn-Banach theorem, show that the union of the elements in a chain is an upper bound for the chain. (There are five distinct things to prove.)
3. Denote by $c_{0}$ the normed linear space of all functions $\boldsymbol{x}: \mathbb{N} \rightarrow \mathbb{R}$ having the property $\lim _{n \rightarrow \infty} x(n)=0$, with norm given by $\|x\|=\sup _{n}|x(n)|$. Do the vectors $e_{m}$ defined by $\boldsymbol{e}_{\boldsymbol{m}}(n)=\delta_{n m}$ form a Hamel base for $c_{0}$ ?
4. If $\left\{h_{\alpha}: \alpha \in I\right\}$ is a Hamel base for a vector space $X$, then each element $x$ in $X$ has a representation $x=\sum_{\alpha} \lambda(\alpha) h_{\alpha}$ in which $\lambda: I \rightarrow \mathbb{R}$ and $\{\alpha: \lambda(\alpha) \neq 0\}$ is finite. (Prove this.)
5. Prove that every real vector space is isomorphic to a vector space whose elements are real-valued functions. ("Function spaces are all there are.")
6. Prove that any linearly independent set in a vector space can be extended to produce a Hamel base.
7. If $U$ is a linear subspace in a vector space $X$, then $U$ has an "algebraic complement," which is a subspace $V$ such that $X=U+V, U \cap V=0$. ( 0 " denotes the zero subspace.) (Prove this.)

## Five Exercises (8-12) on Banach Limits

8. The space $\ell^{\infty}$ consists of all bounded sequences, with norm $\|x\|_{\infty}=\sup _{n}|x(n)|$. Define $T: \ell^{\infty} \rightarrow \ell^{\infty}$ by putting

$$
T x=[x(1), x(2)-x(1), x(3)-x(2), x(4)-x(3) \ldots]
$$

Let $M$ denote the range of $T$, and put $u=[1,1,1, \ldots]$. Prove that $\operatorname{dist}(u, M)=1$.
9. Prove that there exists a continuous linear functional $\phi \in M^{\perp}$ such that $\|\phi\|=\phi(u)=1$. The functional $\phi$ is called a Banach limit, and is sometimes written LIM.
10. Prove that if $x \in \ell^{\infty}$ and $x \geqslant 0$, then $\phi(x) \geqslant 0$.
11. Prove that $\phi(x)=\lim _{n} x(n)$ when the limit exists.
12. Prove that if $y=[x(2), x(3), \ldots]$ then $\phi(x)=\phi(y)$.
13. Let $\ell_{x}$ denote the normed linear space of all bounded real sequences, with norm given by $\|x\|_{x}=\sup _{n}|x(n)|$. Prove that $\ell_{x}$ is complete, and therefore a Banach space. Prove that $\ell_{1}^{*}=\ell_{\infty}$, where the equality here really means isometrically isomorphic.
14. A hyperplane in a normed space is any translate of the null space of a continuous, linear, nontrivial functional. Prove that a set is a hyperplane if and only if it is of the form $\{x: \phi(x)=\lambda\}$, where $\phi \in X^{*} \backslash 0$ and $\lambda \in \mathbb{R}$. A translate of a set $S$ in a vector space is a set of the form $v+S=\{v+s: s \in S\}$.
15. A half-space in a normed linear space $X$ is any set of the form $\{x: \phi(x) \geqslant \lambda\}$, where $\phi \in X^{*} \backslash 0$ and $\lambda \in \mathbb{R}$. Prove that for every $x$ satisfying $\|x\|=1$ there exists a half-space such that $x$ is on the boundary of the half-space and the unit ball is contained in the half-space.
16. Prove that a linear functional $\phi$ is a linear combination of linear functionals $\phi_{1}, \ldots, \phi_{n}$ if and only if $N(\phi) \supset \bigcap_{i=1}^{n} N\left(\phi_{i}\right)$. Here $N(\phi)$ denotes the null space of $\phi$. (Use induction and trickery.)
17. Prove that a linear map transforms convex sets into convex sets.
18. Prove that in a normed linear space, the closure of a convex set is convex.
19. Let $Y$ be a linear subspace in a normed linear space $X$. Prove that

$$
\operatorname{dist}(x, Y)=\sup \left\{\phi(x): \phi \in X^{*}, \phi \perp Y,\|\phi\|=1\right\}
$$

Here the notation $\phi \mathcal{L} Y$ means that $\phi(y)=0$ for all $y \in Y$.
20. Let $Y$ be a subset of a normed linear space $X$. Prove that $Y^{\perp}$ is a closed linear subspace in $X^{*}$.
21. If $Z$ is a linear subspace in $X^{*}$, where $X$ is a normed linear space, we define

$$
Z_{\perp}=\{x \in X: \phi(x)=0 \text { for all } \phi \in Z\}
$$

Prove that for any closed subspace $Y$ in $X,\left(Y^{\perp}\right)_{\perp}=Y$. Generalize.
22. Let $f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}$, where $\left[a_{n}\right]$ is a sequence of complex numbers for which $n a_{n} \rightarrow 0$. Prove the famous theorem of Tauber that $\sum a_{n}$ converges if and only if $\lim _{z-+1} f(z)$ exists. (See [DS], page 78.)
23. Do the vectors $\delta_{n}$ defined just after Corollary 4 form a fundamental set in the space $\boldsymbol{\ell}_{\boldsymbol{\infty}}$ consisting of bounded sequences with norm $\|x\|_{\infty}=\max _{n}|x(n)| ?$

## Three Exercises (24-26) on Schauder Bases (See [Sem] and [Sing].)

24. A Schauder base (or basis) for a Banach space $X$ is a sequence $\left[u_{n}\right]$ in $X$ such that each $x$ in $X$ has a unique representation

$$
x=\sum_{n=1}^{\infty} \lambda_{n} u_{n}
$$

This equation means, of course, that $\lim _{N \rightarrow \infty}\left\|x-\sum_{n=1}^{N} \lambda_{n} u_{n}\right\|=0$. Show that one Schauder base for $c_{0}$ is given by $u_{n}(m)=\delta_{n m}(n, m=1,2,3, \ldots)$.
25. Prove that the $\lambda_{n}$ in the preceding problem are functions of $x$ and must be, in fact, linear and continuous.
26. Prove that if the Banach space $X$ possesses a Schauder base, then $X$ must be separable. That is, $X$ must contain a countable dense set.
27. Prove that for any set $A$ in a normed linear space all these sets are the same: $A^{\perp},(\operatorname{closure} A)^{\perp},(\operatorname{span} A)^{\perp},[\text { closure }(\operatorname{span} A)]^{\perp}, \ldots$
28. Prove that for $x \in c_{0}$,

$$
\|x\|_{\infty}=\sup \left\{\sum_{n=1}^{\infty} x(n) u(n): u \in \ell_{1},\|u\|_{1} \leqslant 1\right\}
$$

29. Use the Axiom of Choice to prove that for any set $S$ having at least 2 points there is a function $f: S \rightarrow S$ that does not have a fixed point.
30. An interesting Banach space is the space $c$ consisting of all convergent sequences. The norm is $\|x\|_{\infty}=\sup _{n}|x(n)|$. Obviously, we have these set inclusions among the examples encountered so far:

$$
\ell_{1} \subset c_{0} \subset c \subset \ell_{x}
$$

Prove that $c_{0}$ is a hyperplane in c. Identify in concrete terms the conjugate space $c^{*}$.
31. Prove that if $H$ is a Hamel base for a normed linear space, then so is $\{h /\|h\|: h \in H\}$.
32. Let $X$ and $Y$ be linear spaces. Let $H$ be a Hamel base for $X$. Prove that a linear map from $X$ to $Y$ is completely determined by its values on $H$, and that these values can be arbitrarily-assigned elements of $Y$.
33. Prove that on every infinite-dimensional normed linear space there exist discontinuous linear functionals. (The preceding two problems can be useful here.)
34. Using Problem 33 and Problem 1.5.3, page 28, prove that every infinite-dimensional normed linear space is the union of a disjoint pair of dense convex sets.
35. Let two equivalent norms be defined on a single linear space. (See Problem 1.4.3, page 23.) Prove that if the space is complete with respect to one of the norms, then it is complete with respect to the other. Prove that this result fails (in general) if we assume only that one norm is less than or equal to a constant multiple of the other.
36. Let $Y$ be a subspace of a normed space $X$. Prove that there is a norm-preserving injective $\operatorname{map} J: Y^{*} \rightarrow X^{*}$ such that for each $\phi \in Y^{*}, J \phi$ is an extension of $\phi$.
37. Let $Y$ be a subspace of a normed space $X$. Prove that if $Y^{\perp}=0$, then $Y$ is dense in $X$.
38. Let $T$ be a bounded linear map of $c_{0}$ into $c_{0}$. Show that $T$ must have the form $(T x)(n)=$ $\sum_{i=1}^{\infty} a_{n i} x(i)$ for a suitable infinite matrix $\left[a_{n i}\right]$. Prove that $\sup _{n} \sum_{i=1}^{\infty}\left|a_{n i}\right|=\|T\|$.
39. Prove that if $\# S=n$, then $\# 2^{S}=2^{n}$.
40. What implications exist among these four properties of a set $S$ in a normed linear space $X$ ? (a) $S$ is fundamental in $X$; (b) $S$ is linearly independent; (c) $S$ is a Schauder base for $X$; (d) $S$ is a Hamel base for $X$.
41. A "spanning set" in a linear space is a set $S$ such that each point in the space is a linear combination of elements from $S$. Prove that every linear space has a minimal spanning set.
42. Let $f: \mathbb{R} \rightarrow \mathbb{R}$. Define $x \prec y$ to mean $f(x) \leqslant f(y)$. Under what conditions is this a partial order or a total order?
43. Criticize the following "proof" that if $X$ and $Y$ are any two normed linear spaces, then $X^{*}=Y^{*}$. We can assume that $X$ and $Y$ are subspaces of a third normed space $Z$. (For example, we could use $Z=X \oplus Y$, a direct sum.) Clearly, $X^{*}$ is a subspace of $Z^{*}$, since the Hahn-Banach Theorem asserts that an element of $X^{*}$ can be extended, without increasing its norm, to $Z$. Clearly, $Z^{*}$ is a subspace of $Y^{*}$, since each element of $Z^{*}$ can be restricted to become an element of $Y^{*}$. So, we have $X^{*} \subset Z^{*} \subset Y^{*}$. By symmetry, $Y^{*} \subset X^{*}$. So $X^{*}=Y^{*}$.
44. Let $K$ be a subset of a linear space $X$, and let $f: K \rightarrow \mathbb{R}$. Establish necessary and sufficient conditions in order that $f$ be the restriction to $K$ of a linear functional on $X$.
45. For each $\alpha$ in a set $A$, let $f(\alpha)$ be a subset of $\mathbb{N}$. Without using the Axiom of Choice, prove that $f$ has a choice function.

### 1.7 The Baire Theorem and Uniform Boundedness

This section is devoted to the first consequences of completeness in a normed linear space. These are stunning and dramatic results that distinguish Banach spaces from other normed linear spaces. Once we have these theorems (in this section and the next), it will be clear why it is always an advantage to be working with a complete space. The reader has undoubtedly seen this phenomenon when studying the real number system (which is complete). When we compare the real and the rational number systems, we notice that the latter has certain deficiencies, which indeed had already been encountered by the ancient Greeks. For example, they knew that no square could have rational sides and rational diagonal! Put another way, certain problems posed within the realm of rational numbers do not have solutions among the rational numbers; rather, we must expect solutions sometimes to be irrational. The simplest example, of course, is $x^{2}=2$. Our story begins with a purely metric-space result.

Theorem 1. Baire's Theorem. In a complete metric space, the intersection of a countable family of open dense sets is dense.

Proof. (A set is "dense" if its closure is the entire space.) Let $O_{1}, O_{2}, \ldots$ be open dense sets in a complete metric space $X$. In order to show that $\bigcap_{n=1}^{\infty} O_{n}$ is dense, it is sufficient to prove that this set intersects an arbitrary nonvoid open ball $S_{1}$ in $X$. For each $n$ we will define an open ball and a closed ball:

$$
S_{n}=\left\{x \in X: d\left(x, x_{n}\right)<r_{n}\right\} \quad S_{n}^{\prime}=\left\{x \in X: d\left(x, x_{n}\right) \leqslant r_{n}\right\}
$$

Select any $x_{1} \in X$ and let $r_{1}>0$. We want to prove that $S_{1}$ intersects $\bigcap_{n=1}^{\infty} O_{n}$. Since $O_{1}$ is open and dense, $O_{1} \cap S_{1}$ is open and nonvoid. Take $S_{2}^{\prime} \subset S_{1} \cap O_{1}$.

Then take $S_{3}^{\prime} \subset S_{2} \cap O_{2}, S_{4}^{\prime} \subset S_{3} \cap O_{3}$, and so on. At the same time we can insist that $r_{n} \downarrow 0$. Then for all $n$,

$$
S_{n+1}^{\prime} \subset S_{n} \cap O_{n} \subset S_{1} \cap O_{n}
$$

The points $x_{n}$ form a Cauchy sequence because $x_{i}, x_{j} \in S_{n}$ if $i, j>n$, and so

$$
d\left(x_{i}, x_{j}\right) \leqslant d\left(x_{i}, x_{n}\right)+d\left(x_{n}, x_{j}\right)<2 r_{n}
$$

Since $X$ is complete, the sequence $\left[x_{n}\right]$ converges to some point $x^{*}$. Since for $i>n$,

$$
x_{i} \in S_{n+1}^{\prime} \subset S_{1} \cap O_{n}
$$

we can let $i \rightarrow \infty$ to conclude that $x^{*} \in S_{n+1}^{\prime} \subset S_{1} \cap O_{n}$. Since this is true for all $n$, the set $\bigcap_{n=1}^{\infty} O_{n}$ does indeed intersect $S_{1}$.

Corollary. If a complete metric space is expressed as a countable union of closed sets, then one of the closed sets must have a nonempty interior.

Proof. Let $X$ be a complete metric space, and suppose that $X=\bigcup_{n=1}^{\infty} F_{n}$, where each $F_{n}$ is a closed set having empty interior. The sets $O_{n}=X \backslash F_{n}$ are open and dense. Hence by Baire's Theorem, $\bigcap_{n=1}^{\infty} O_{n}$ is dense. In particular, it is nonempty. If $x \in \bigcap_{n=1}^{\infty} O_{n}$, then $x \in X \backslash \bigcup_{n=1}^{\infty} F_{n}$, a contradiction.

A subset in a metric space $X$ (or indeed in any topological space) is said to be nowhere dense in $X$ if its closure has an empty interior. Thus the set of irrational points on the horizontal axis in $\mathbb{R}^{2}$ is nowhere dense in $\mathbb{R}^{2}$. A set that is a countable union of nowhere dense sets is said to be of category $I$ in $X$. A set that is not of category I is said to be of category II in $X$.

Observe that all three of these notions are dependent on the space. Thus one can have $E \subset X \subset Z$, where $E$ is of category II in $X$ and of category I in $Z$. For a concrete example, the one in the preceding paragraph will serve.

The Corollary implies that if $X$ is a complete metric space, then $X$ is of the second category in $X$.

Intuitively, we think of sets of the first category as being "thin," and those of the second category as "fat." (See Problems 5, 6, 7, for example.)

Theorem 2. The Banach-Steinhaus Theorem. Let $\left\{A_{\alpha}\right\}$ be a family of continuous linear transformations defined on a Banach space $X$ and taking values in a normed linear space. In order that $\sup _{\alpha}\left\|A_{\alpha}\right\|<\infty$, it is necessary and sufficient that the set $\{x \in X$ : $\left.\sup _{\alpha}\left\|A_{\alpha} x\right\|<\infty\right\}$ be of the second category in $X$.

Proof. Assume first that $c=\sup _{\alpha}\left\|A_{\alpha}\right\|<\infty$. Then every $x$ satisfies $\left\|A_{\alpha} x\right\| \leqslant$ $c\|x\|$, and every $x$ belongs to the set $F=\left\{x: \sup _{\alpha}\left\|A_{\alpha} x\right\|<\infty\right\}$. Since $F=X$, the preceding corollary implies that $F$ is of the second category in $X$.

For the sufficiency, define

$$
F_{n}=\left\{x \in X: \sup _{\alpha}\left\|A_{\alpha} x\right\| \leqslant n\right\}
$$

and assume that $F$ is of the second category in $X$. Notice that $F=\bigcup_{n=1}^{\infty} F_{n}$. Since $F$ is of the second category, and each $F_{n}$ is a closed subset of $X$, the definition of second category implies that some $F_{m}$ contains a ball. Suppose that.

$$
B \equiv\left\{x \in X:\left\|x-x_{0}\right\| \leqslant r\right\} \subset F_{m} \quad(r>0)
$$

For any $x$ satisfying $\|x\| \leqslant 1$ we have $x_{0}+r x \in B$. Hence

$$
\begin{aligned}
\left\|A_{\alpha} x\right\| & =\left\|A_{\alpha}\left[r^{-1}\left(x_{0}+r x-x_{0}\right)\right]\right\| \\
& \leqslant r^{-1}\left\|A_{\alpha}\left(x_{0}+r x\right)\right\|+r^{-1}\left\|A_{\alpha} x_{0}\right\| \leqslant 2 r^{-1} m
\end{aligned}
$$

Hence $\left\|A_{\alpha}\right\| \leqslant 2 r^{-1} m$ for all $\alpha$.

> Theorem 3. The Principle of Uniform Boundedness. Let $\left\{A_{\alpha}\right\}$ be a collection of continuous linear maps from a Banach space $X$ into a normed linear space. If sup ${ }_{\alpha}\left\|A_{\alpha} x\right\|<\infty$ for each $x \in X$, then $\sup _{\alpha}\left\|A_{\alpha}\right\|<\infty$.

Example 1. Consider the familiar space $C[0,1]$. We are going to show that most members of $C[0,1]$ are not differentiable. Select a point $\xi$ in the open interval $(0,1)$. For small positive values of $h$ we define a linear functional $\phi_{h}$ by the equation

$$
\phi_{h}(x)=\frac{x(\xi+h)-x(\xi-h)}{2 h} \quad(x \in C[0,1])
$$

It is elementary to prove that $\phi_{h}$ is linear and that $\left\|\phi_{h}\right\|=h^{-1}$. Consequently, by the Banach-Steinhaus Theorem, the set of $x$ such that $\sup _{h}\left|\phi_{h}(x)\right|<\infty$ is of the first category. Hence the set of $x$ for which $\sup _{h}\left|\phi_{h}(x)\right|=\infty$ is of the second category in $C[0,1]$. In other words, the set of functions in $C[0,1]$ that are not differentiable at $\xi$ is of the second category in $C[0,1]$.

Example 2. The formal Fourier series of a function $x$ is

$$
\sum_{n=-\infty}^{\infty} \alpha_{n}(x) e^{i n t}
$$

where the functionals $\alpha_{n}$ are defined by

$$
\alpha_{n}(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} x(s) e^{-i n s} d s
$$

If $x$ belongs to $C_{2 \pi}$, the space of continuous $2 \pi$-periodic functions on $[0,2 \pi]$ (endowed with the sup-norm), then the coefficients $\alpha_{n}(x)$ certainly exist; (in fact, they exist if $x$ is only Lebesgue integrable). A sequence of linear operators, called Fourier projections, is obtained by truncation of the series:

$$
\left(A_{n} x\right)(t)=\sum_{k=-n}^{n} \alpha_{k}(x) e^{i k t}
$$

It can be shown that the norm of $A_{n}$, considered as a map of $C_{2 \pi}$ into itself, is roughly $\left(4 / \pi^{2}\right) \log n$. In fact, the norm of each functional $t^{*} \circ A_{n}$ has this property. Recall from Problem 19 in Section 1.5 (page 29) that $t^{*}$ denotes point-evaluation at $t$, so that

$$
\left(t^{*} \circ A_{n}\right)(x)=t^{*}\left(A_{n} x\right)=\left(A_{n} x\right)(t)
$$

Since $\sup _{n}\left\|t^{*} \circ A_{n}\right\|=+\infty$, the set of $x$ in $C_{2 \pi}$ whose Fourier series diverge at a specified point $t$ is a set of the second category. Thus, for most periodic continuous functions, the Fourier series do not converge.

> Theorem 4 . Let $\left[A_{n}\right]$ be a sequence of continuous linear transformations from a Banach space $X$ into a normed linear space. In order that $\lim _{n} A_{n} x=0$ for all $x \in X$ it is necessary and sufficient that $\sup _{n}\left\|A_{n}\right\|<\infty$ and that $A_{n} u \rightarrow 0$ for each $u$ in some fundamental subset of $X$.

Proof. If $A_{n} x \rightarrow 0$ for all $x$, then obviously $\sup _{n}\left\|A_{n} x\right\|<\infty$ for all $x$. Hence $\sup _{n}\left\|A_{n}\right\|<\infty$, by the Principle of Uniform Boundedness.

For the other half of the theorem, assume that $\left\|A_{n}\right\|<M$ for all $n$ and that $A_{n} u \rightarrow 0$ for all $u$ in a fundamental set $F$. It is elementary to prove that $A_{n} y \rightarrow 0$ for all $y$ in the linear span of $F$. Now let $x \in X$. Let $\epsilon>0$. Select $y$ in the linear span of $F$ so that $\|x-y\|<\epsilon / 2 M$. Select $m$ so that $\left\|A_{n} y\right\|<\epsilon / 2$ whenever $n \geqslant m$. Then for $n \geqslant m$ we have

$$
\left\|A_{n} x\right\| \leqslant\left\|A_{n}(x-y)\right\|+\left\|A_{n} y\right\|<M\|x-y\|+\epsilon / 2<\epsilon
$$

Example 3. The Riemann integral of a continuous function $x$ defined on $[a, b]$ can be obtained as a limit as follows:

$$
\int_{a}^{b} x(s) d s=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} x\left(a+i \frac{b-a}{n}\right) \cdot \frac{b-a}{n}
$$

This suggests that we consider the problem of approximating functionals $\psi$ that have the form

$$
\begin{equation*}
\psi(x)=\int_{a}^{b} x(s) w(s) d s \quad x \in C[a, b] \tag{1}
\end{equation*}
$$

in which $w$ is a fixed integrable function called the weight. We seek to approximate $\psi$, by a sequence of functionals $\phi_{n}$ having the form

$$
\begin{equation*}
\phi_{n}(x)=\sum_{i=1}^{n} A_{n i} x\left(s_{n i}\right) \quad x \in C[a, b] \tag{2}
\end{equation*}
$$

Notice that $\phi_{n}$ is simply a linear combination of point-evaluation functionals. One can argue with some justification that from the practical, numerical, standpoint only such functionals are realizable. Other functionals, such as those
involving integrals, must be approximated by the simpler realizable ones. Functionals of this type were considered in Problem 1.5.19 (page 29), and a result of that problem is the formula

$$
\left\|\phi_{n}\right\|=\sum_{i=1}^{n}\left|A_{n i}\right|
$$

Here it is necessary to assume that for each $n,\left\{s_{n 1}, s_{n 2}, \ldots, s_{n n}\right\}$ is a set of $n$ distinct points in $[a, b]$. We call these points the "nodes" of the functional $\phi_{n}$. An old theorem of Szegö, presented next, concerns this example.

Theorem 5. Let $\psi$ and $\phi_{n}$ be as in Equations (1) and (2) above.
In order that $\phi_{n}(x) \rightarrow \psi(x)$ for each $x \in C[a, b]$, it is necessary and sufficient that these two conditions be fulfilled:
(i) $\sup _{n} \sum_{i=1}^{n}\left|A_{n i}\right|<\infty$
(ii) The convergence occurs for all the elementary monomial functions,
$s \mapsto s^{k}, k=0,1,2, \ldots$.
Proof. Consider the sequence of functionals $\left[\psi-\phi_{n}\right]$. The norm of $\psi$ is

$$
\|\psi\|=\sup _{\|x\| \leqslant 1}\left|\int_{a}^{b} x(s) w(s) d x\right| \leqslant \int_{a}^{b}|w(s)| d s
$$

Consequently, condition (i) is equivalent to the condition

$$
\sup _{n}\left\|\psi-\phi_{n}\right\|<\infty
$$

Next observe that the functions $e_{k}$ defined by the equation $e_{k}(s)=s^{k}$, where $k=0,1, \ldots$, form a fundamental set in $C[a, b]$, by the Weierstrass Polynomial Approximation Theorem. Now apply the preceding theorem.

## Problems 1.7

1. Prove the equivalence of these properties of a set $U$ in a normed linear space $X$ :
(a) $U$ intersects each nonempty open set in $X$
(b) $U$ intersects each open ball in $X$
(c) The closure of $U$ is $X$
(d) For each $x \in X$ and each $\varepsilon>0$ there is a point $u \in U$ satisf ying the inequality $\|x-u\|<\varepsilon$
(e) The set $X \backslash U$ contains no open ball.
2. An interesting metric space is obtained by taking any set $X$ and defining $d(x, y)$ to be 1 if $x \neq y$ and 0 if $x=y$. In such a metric space identify the open sets, the closed sets, the convergent sequences, and the compact sets. Also determine whether the closure of $\{x: d(x, y)<r\}$ is the set $\{x: d(x, y) \leqslant r\}$. Is $(X, d)$ complete?
3. Prove that the set of functions in $C[0,1]$ that do not possess a right-derivative at a given point in $[0,1)$ is dense.
4. Is every set of the second category the complement of a set of the first category?
5. Prove that in a complete metric space, the complement of a set of the first category is dense and of second category.
6. Prove that a closed, proper subspace in a normed linear space is nowhere dense (and hence of first category).
7. Prove that in a Banach space, a subspace of second category must be dense.
8. Prove that in a Banach space every nonempty open set is of the second category. Prove that this assertion is not true for normed linear spaces in general. (Give an example.)
9. Let $\left[x_{n}\right]$ be a sequence in a Banach space $X$. Assume that $\sup _{n}\left|\phi\left(x_{n}\right)\right|<\infty$ for each $\phi \in X^{*}$. Prove that $\left[x_{n}\right]$ is bounded. Does $X$ have to be complete for this? If so, give a suitable example.
10. Determine the category of these sets: (a) the rationals in $\mathbb{R}$; (b) the irrationals in $\mathbb{R}$; (c) the union of all vertical lines in $\mathbb{R}^{2}$ that pass through a rational point on the horizontal axis; (d) the set of all polynomials in $C[0,1]$.
11. Does a homeomorphism (continuous map having a continuous inverse) preserve the category of sets?
12. Give an example to show that a homeomorphic image of a complete metric space need not be complete.
13. Prove that any subset of a set of the first category is also of the first category. Prove that a set that contains a set of second category is also of second category.
14. Is the closure of a nowhere dense set also nowhere dense? Is the closure of a set of the first category also of the first category?
15. For each natural number $n$, let $A_{\boldsymbol{n}}$ be a continuous linear transformation of a Banach space $X$ into a normed linear space $Y$. Suppose that for each $x \in X$ the sequence $\left[A_{n} x\right]$ is convergent. Define $A$ by the equation $A x=\lim _{n \rightarrow \infty} A_{n} x$. Prove that $A$ is linear and continuous. Explain why completeness is needed.
16. Let $X$ be the space of real sequences $x=\{x(1), x(2), \ldots\}$ in which only a finite number of terms are nonzero. Give $X$ the supremum norm. Define functionals $\phi_{n}$ by the equation $\phi_{n}(x)=\sum_{i=1}^{n} x(i)$. Show that the sequence $\left[\phi_{n}(x)\right]$ is bounded for each $x$, that each $\phi_{n}$ is continuous, but that the sequence $\left[\phi_{n}\right]$ is not bounded. (Compare to the Uniform Boundedness Theorem.)
17. Prove that the set of reals whose decimal expansions do not contain the digit 7 is a set of the first category.
18. Select a function $x_{0} \in C[0,1]$ and a sequence of reals $\left[\alpha_{n}\right]$. Define recursively

$$
x_{n+1}(t)=\alpha_{n}+\int_{0}^{t} x_{n}(s) d s \quad n=0,1, \ldots
$$

Assume that for each $t \in[0,1]$ there is an $n$ for which $x_{n}(t)=0$. Prove that $x_{0}=0$.
19. Return to Problem 15, and suppose that $Y$ is complete. Weaken the hypotheses on $A_{n}$ so that $A_{n}$ is not necessarily linear and the set of $x$ for which $\left[A_{n} x\right]$ converges is of the second category. Prove that this set must be $X$ and that $A$ is continuous.
20. Let $\left[A_{n}\right]$ be a sequence of continuous linear maps from one Banach space $\boldsymbol{X}$ to another. Prove that the set of $x$ for which $\left[A_{n} x\right]$ is a Cauchy sequence is either $X$ or a set of first category.
21. Prove that in a complete metric space a set of the first category has empty interior.
22. Prove that in a complete metric space, if a countable intersection of open sets is dense, then it is of second category.
23. Give an example of a metric space having countably many points that contains no subset of second category.
24. Prove that a set $V$ is nowhere dense if and only if each nonempty open set has a nonempty open subset that lies in the complement of $V$.
25. (Principle of Condensation of Singularities). For each $n$ and $m$ in $\mathbb{N}$, let $A_{n m}$ be a bounded linear operator from a Banach space $X$ into a normed linear space $Y$. Assume that $\sup _{\boldsymbol{m}}\left\|A_{n m}\right\|=\infty$ for each $n$. Prove that the set

$$
\left\{x \in X: \sup _{m}\left\|A_{n m} x\right\|=\infty \text { for each } n\right\}
$$

is of second category.
26. (The Cantor Set). This famous set is $C=[0,1] \backslash \bigcup_{n=1}^{\infty} A_{n}$, where

$$
\begin{aligned}
& A_{1}=\left(\frac{1}{3}, \frac{2}{3}\right), \quad A_{2}=\left(\frac{1}{9}, \frac{2}{9}\right) \cup\left(\frac{7}{9}, \frac{8}{9}\right), \\
& A_{3}=\left(\frac{1}{27}, \frac{2}{27}\right) \cup\left(\frac{7}{27}, \frac{8}{27}\right) \cup\left(\frac{19}{27}, \frac{20}{27}\right) \cup\left(\frac{25}{27}, \frac{26}{27}\right), \quad \text { and so on. }
\end{aligned}
$$

Draw pictures of $[0,1] \backslash A_{1},[0,1] \backslash\left(A_{1} \cup A_{2}\right)$, and so on to see that we are successively removing the middle thirds from intervals. Each $A_{n}$ is open, so $\bigcup A_{n}$ is open. Hence $C$ is closed. Prove that $C$ is nowhere dense. Prove that the lengths of the removed intervals add up to 1 . Explain how there can be anything left in $C$. Prove that $C$ is a "perfect set," i.e., if $x \in C$, then $C \backslash\{x\}$ is not closed.
27. Prove this theorem: Let $X$ be a complete metric space. Let $\left\{f_{\alpha}\right\}$ be a family of continuous real-valued maps defined on $X$. Assume that for each $x, \sup _{\alpha}\left|f_{\alpha}(x)\right|<\infty$. Then for some nonvoid open set $O, \sup _{x \in O} \sup _{\alpha}\left|f_{\alpha}(x)\right|<\infty$.
28. Prove that a countable union of sets of the first category is also a set of the first category.
29. Prove that a nowhere dense set is of the first category.
30. Is a countable set in a metric space necessarily a set of the first category?
31. Answer the question in Problem 30 for countable subsets of a normed linear space.
32. Prove that the sets $F_{n}$ occurring in the proof of the Banach-Steinhaus Theorem are closed.
33. In a complete metric space, is every nonempty open set of the second category?
34. A metric space $(X, d)$ is said to be discrete if $d(x, y)=1$ whenever $x \neq y$. In such a space identify the nowhere dense sets, sets of first category, sets of second category, and dense sets. (Cf. Problem 2.)
35. Can a normed linear space have any of the peculiar properties of discrete metric spaces?
36. Show that a countable discrete metric space can be embedded isometrically in the Banach space $c_{0}$.
37. Give an example of sets $S \subset F \subset X$, where $X$ is a complete metric space, $F$ is a closed set in $X$, and $S$ is of Category II in $F$ but of Category I in $X$.
38. The intersection of a countable family of open sets is called a $G_{\delta}$-set. Prove that the set of rationals is not a $G_{\delta}$-set in $\mathbb{R}$.
39. (Continuation) Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be continuous. Show that each set $f^{-1}(r)$ is a $G_{\delta}$-set.
40. (Continuation) Let $f: \mathbb{R} \rightarrow \mathbb{R}$. Define

$$
\omega(x)=\inf _{\varepsilon>0} \sup _{\substack{|x-u|<\varepsilon \\|x-v|<\varepsilon}}|f(u)-f(v)|
$$

Prove that $\omega(x)=0$ for each $x$ at which $f$ is continuous. Prove that for $\varepsilon>0$, the set $\{x: \omega(x)<\varepsilon\}$ is open.
41. (Continuation) Prove that there is no function $f: \mathbb{R} \rightarrow \mathbb{R}$ that is continuous at each rational point and discontinuous at each irrational point.
42. Can an infinite-dimensional Banach space have a countable Hamel base?
43. Prove that the complement of a nowhere dense set is dense. What about the converse: is it true?
44. Let $f \in C^{\infty}(\mathbb{R})$. Thus $f$ has derivatives of all orders on $\mathbb{R}$. Suppose that $0 \in\left\{f^{(n)}(t)\right.$ : $n=0,1,2, \ldots\}$ for each $t$. Then $f$ is a polynomial.
45. A point $x$ in a metric space is isolated if for some $\varepsilon>0$, the ball of radius $\varepsilon$ centered at $x$ contains no point of the space except $x$. Prove that a complete metric space in which there are no isolated points is uncountable.
46. If $f: \mathbb{R} \rightarrow \mathbb{R}$, then there is an interval ( $a, b$ ) and a number $M$ such that each point of $(a, b)$ is the limit of a sequence $\left\{x_{n} \mid\right.$ such that $a<x_{n}<b$ and $\left|f\left(x_{n}\right)\right| \leqslant M$.
47. Let $X$ be a complete metric space and for each $n$ let $F_{n}$ be a closed set having empty interior. Prove that $\bigcup_{n=1}^{\infty} F_{n}$ has empty interior.
48. Prove that a set $E$ in a metric space $X$ (or any topological space) is nowhere dense if and only if $X \backslash \bar{E}$ is dense.
49. In a metric space, is a singleton $\{x\}$ always nowhere dense? Answer the same question for a normed linear space.
50. Prove that if $A$ is of the second category and $B$ is of the first category, then $A \backslash B$ is of the second category.
51. Is a countable intersection of sets of the second category necessarily a set of the second category?
52. A subset of a metric space is called a residual set if its complement is of the first category. Prove that the intersection of countably many residual sets is a residual set.

### 1.8 The Interior Mapping and Closed Mapping Theorems

A function $f$ from one normed linear space $X$ to another $Y$ is said to be closed (or to have a closed graph) if $f$ is closed as a subset of $X \times Y$. Expressed otherwise, the set

$$
\{(x, f(x)): x \in X\}
$$

is a closed set in $X \times Y$. In terms of sequences, the closed property of $f$ is that the conditions $x_{n} \rightarrow x$ and $f\left(x_{n}\right) \rightarrow y$ imply that $y=f(x)$. It is clear that a continuous map is closed. For general topological spaces this is still true if $Y$ is a Hausdorff space ( $[\mathrm{Rul}]$, page 29). The outstanding example of a linear transformation that is closed but not continuous is the derivative operator $D$ acting on the differentiable functions in $C[a, b]$ and mapping into $C[a, b]$. If $x_{n} \rightarrow x$ and $D x_{n} \rightarrow y$, then $y=D x$. This is actually a theorem of calculus ([Wid], page 305). Let us stop to prove it. We denote by $C^{1}[a, b]$ the linear space of all functions on $[a, b]$ whose derivatives exist and are continuous on $[a, b]$.

Theorem 1. Let $x_{n} \in C^{1}[a, b],\left\|x_{n}-x\right\|_{\infty} \rightarrow 0$, and $\left\|x_{n}^{\prime}-y\right\|_{\infty} \rightarrow 0$.
Then $y \in C\{a, b]$ and $x^{\prime}=y$.
Proof. Since $x_{n} \in C^{1}[a, b]$, we have $x_{n}^{\prime} \in C[a, b]$. Thus $y \in C[a, b]$, by Theorem 2 in Section 1.2, page 10. By the Fundamental Theorem of Calculus and the
continuity of integration,

$$
\begin{aligned}
\int_{a}^{t} y(s) d s & =\int_{a}^{t} \lim _{n} x_{n}^{\prime}(s) d s=\lim _{n} \int_{a}^{t} x_{n}^{\prime}(s) d s \\
& =\lim _{n}\left[x_{n}(t)-x_{n}(a)\right]=x(t)-x(a)
\end{aligned}
$$

Differentiation with respect to $t$ now yields $y(t)=x^{\prime}(t)$.
Of course, in general we may not infer that $x_{n}^{\prime} \rightarrow x^{\prime}$ from the sole hypothesis that $x_{n} \rightarrow x$, even if $x_{n} \in C^{1}[a, b]$ and the convergence is uniform. For example, the sequence $x_{n}(s)=\frac{1}{n} \sin n s$ converges (uniformly) to 0 , but the sequence $x_{n}^{\prime}(s)=\cos n s$ does not converge even pointwise.

Another property that a mapping $f: X \rightarrow Y$ may have is being an interior (or "open") mapping. That means that $f$ maps open sets to open sets.

Theorem 2. The Interior Mapping Theorem. If a closed linear transformation maps one Banach space onto another, then it is an interior map.

Proof. Let $L: X \rightarrow Y$, where $L$ is linear and closed, and $X$ and $Y$ are Banach spaces. (This double arrow signifies a surjection.) Let $S$ be the open unit ball in $X$ or $Y$, depending on the context. Since $L$ is surjective,

$$
Y=L(X)=L\left(\bigcup_{n=1}^{\infty} n S\right) \subset \bigcup_{n=1}^{\infty} L(n S)
$$

Since $Y$ is complete, the Baire Theorem implies that one of the sets $\operatorname{cl}\{L(n S)\}$ has a nonempty interior. Suppose, then, that for some $m$ in $\mathbb{N}$ and $r>0$

$$
v+r S \subset \operatorname{cl} L(m S)
$$

It follows that $v \in \operatorname{cl} L(m S)$, and hence

$$
r S \subset \mathrm{cl} L(m S)-v \subset \mathrm{cl} L(m S)-\mathrm{cl} L(m S) \subset \mathrm{cl} L(2 m S)
$$

Hence $S \subset \operatorname{cl} L(t S)$ for some $t>0$, namely $t=2 m / r$.
We will now prove that $S \subset L(2 t S)$. Let $y$ be any point of $S$. Select a sequence of positive numbers $\delta_{n}$ such that $\sum_{n=1}^{\infty} \delta_{n}<1$. Since $y \in \operatorname{cl} L(t S)$, there is an $x_{1}$ in $t S$ such that $\left\|y-L x_{1}\right\|<\delta_{1}$. Since

$$
y-L x_{1} \in \delta_{1} S \subset \operatorname{cl} L\left(\delta_{1} t S\right)
$$

there is a point $x_{2} \in \delta_{1} t S$ such that $\left\|y-L x_{1}-L x_{2}\right\|<\delta_{2}$. We continue this construction, obtaining a sequence $x_{1}, x_{2}, \ldots$ whose partial sums $z_{n}=x_{1}+\cdots+$ $x_{n}$ have the property $\left\|y-L z_{n}\right\|<\delta_{n}$. Also, we have

$$
\left\|z_{n}\right\|_{1}^{1} \leqslant\left\|x_{1}\right\|+\cdots+\left\|x_{n}\right\| \leqslant t+\delta_{1} t+\cdots+\delta_{n-1} t \leqslant t\left(1+\sum_{k=1}^{\infty} \delta_{k}\right)<2 t
$$

The sequence $\left[z_{n}\right]$ has the Cauchy property because

$$
\left\|z_{n+i}-z_{n}\right\|=\left\|x_{n+1}+\cdots+x_{n+i}\right\|<t \delta_{n}+\cdots+t \delta_{n+i-1}<t \sum_{j \geqslant n} \delta_{j}
$$

Since $X$ is complete, $z_{n} \rightarrow z$ for some $z \in X$. Clearly, $\|z\|<2 t$, or $z \in 2 t S$. Since $L$ is closed and $L z_{n} \rightarrow y$, we conclude that $y=L z$; thus $y \in L(2 t S)$ as claimed.

To complete the proof we show that $L(U)$ is open in $Y$ whenever $U$ is open in $X$. Let $y$ be any point in $L(U)$. Then $y=L x$ for some $x \in U$. Since $U$ is open, there exists a $\theta>0$ such that $x+\theta S \subset U$. Then $y+\theta L(S) \subset L(U)$. By our previous work, we know that $S \subset L(2 t S)$. Hence $(\theta / 2 t) S \subset \theta L(S)$ and

$$
y+(\theta / 2 t) S \subset L(U)
$$

Thus $L(U)$ contains a neighborhood of $y$, and $L(U)$ is open.
Corollary 1. If an algebraic isomorphism of one Banach space onto another is continuous, then its inverse is continuous.

Proof. Let $L: X \rightarrow Y$ be such a map. (The two-headed arrow denotes a surjective map. Thus $L(X)=Y$.) Being continuous, $L$ is closed. By the Interior Mapping Theorem, $L$ is an interior map. Hence $L^{-1}$ is continuous. (Recall that a map $f$ is continuous if $f^{-1}$ carries open sets to open sets.)

Corollary 2. If a linear space can be made into a Banach space with two norms, one of which dominates the other, then these norms are equivalent.

Proof. Let $X$ be the space, and $N_{1}, N_{2}$ the two norms. The equivalence of two norms is explained in Problem 1.4.3, page 23. Let $I$ denote the identity map acting from $\left(X, N_{2}\right)$ to ( $X, N_{1}$ ). Assume that the norms bear the relationship $N_{1} \leqslant N_{2}$. Since $N_{1}(I x) \leqslant N_{2}(x)$, we see that $I$ is continuous. By the preceding corollary, $I^{-1}$ is continuous. Hence for some $\alpha, N_{2}(x)=N_{2}\left(I^{-1} x\right) \leqslant \alpha N_{1}(x)$.

Theorem 3. The Closed Graph Theorem. A closed linear map from one Banach space into another is continuous.

Proof. Let $L: X \rightarrow Y$ be closed and linear. In $X$, define a new norm $N(x)=$ $\|x\|+\|L x\|$. Then $(X, N)$ is complete. Indeed, if $\left[x_{n}\right]$ is a Cauchy sequence with the norm $N$, then $\left[x_{n}\right]$ and $\left[L x_{n}\right]$ are Cauchy sequences with the given norms in $X$ and $Y$. Hence $x_{n} \rightarrow x$ and $L x_{n} \rightarrow y$, since $X$ and $Y$ are complete. Since $L$ is closed, $L x=y$ and so

$$
N\left(x-x_{n}\right)=\left\|x-x_{n}\right\|+\left\|L x-L x_{n}\right\| \rightarrow 0
$$

By the preceding corollary, $N(x) \leqslant \alpha\|x\|$ for some $\alpha$. Hence $\|L x\| \leqslant \alpha\|x\|$

Theorem 4. A normed linear space that is the image of a Banach space by a bounded, linear, interior map is also a Banach space.

Proof. Let $L: X \rightarrow Y$ be the bounded, linear, interior map. Assume that $X$ is a Banach space. By Problem 1.2.38 (page 14), it suffices to prove that each absolutely convergent series in $Y$ is convergent. Let $y_{n} \in Y$ and $\sum\left\|y_{n}\right\|<\infty$. By Problem 2 (of this section), there exist $x_{n} \in X$ such that $L x_{n}=y_{n}$ and (for some $c>0)\left\|x_{n}\right\| \leqslant c\left\|y_{n}\right\|$. Then $\sum\left\|x_{n}\right\| \leqslant c \sum\left\|y_{n}\right\|<\infty$. By Problem 1.2.3, page 12 , the series $\sum x_{n}$ converges. Since $L$ is continuous and linear, $L\left(\sum x_{n}\right)=$ $\sum L x_{n}=\sum y_{n}$, and the latter series is convergent.

Let $L$ be a bounded linear transformation from one normed linear space, $X$, to another, $Y$. The adjoint of $L$ is the map $L^{*}: Y^{*} \rightarrow X^{*}$ defined by $L^{*} \phi=\phi \circ L$. Here $\phi$ ranges over $Y^{*}$. It is elementary to prove that $L^{*}$ is linear. It is bounded because

$$
\begin{aligned}
\left\|L^{*}\right\| & =\sup _{\phi}\left\|L^{*} \phi\right\|=\sup _{\phi} \sup _{x}\left|\left(L^{*} \phi\right)(x)\right| \\
& =\sup _{x} \sup _{\phi}|\phi(L x)|=\sup _{x}\|L x\|=\|L\|
\end{aligned}
$$

In this equation $\phi$ ranges over functionals of norm 1 in $Y^{*}$, and $x$ ranges over vectors of norm 1 in $X$. We used Corollary 4 on page 36.

In a finite-dimensional setting, an operator $L$ can be represented by a matrix $A$ (which is not necessarily square). This requires the prior selection of bases for the domain and range of $L$. The adjoint operator $L^{*}$ is represented by the complex conjugate matrix $A^{*}$. An elementary theorem asserts that $A$ is surjective ("onto") if and only if $A^{*}$ is injective ("one-to-one"). (See Problem 20.) The situation in an infinite-dimensional space is only slightly more complicated, as indicated in the next three theorems.

Theorem 5. Let $L$ be a continuous linear transformation from one normed linear space to another. The range of $L$ is dense if and only if $L^{*}$ is injective.

Proof. Let $L: X \rightarrow Y$. By Theorem 3 in Section 1.6 (page 37), applied to $L(X)$, we have these equivalent assertions: (1) $L(X)$ is dense in $Y$. (2) $L(X)^{\perp}=0$. (3) If $\phi \in L(X)^{\perp}$, then $\phi=0$. (4) If $\phi(L x)=0$ for all $x$, then $\phi=0$. (5) If $L^{*} \phi=0$, then $\phi=0$. (6) $L^{*}$ is injective.

> Theorem 6. The Closed Range Theorem. Let $L$ be a bounded linear transformation defined on a normed linear space and taking values in another normed linear space. The range of $L$ and the null space of $L^{*}$, denoted by $\mathcal{N}\left(L^{*}\right)$, are related by the fact that $\left[\mathcal{N}\left(L^{*}\right)\right]_{\perp}$ is the closure of the range of $L$.

Proof. Recall the notation $U_{\perp}$ for the set $\{x \in X: \phi(x)=0$ for all $\phi \in U\}$, where $X$ is a normed linear space and $U$ is a subset of $X^{*}$. (See Problems 1.6.20 and 1.6.21, on page 38, as well as Problem 13 in this section, page 52.) We denote by $\mathcal{R}(L)$ the range of $L$. To prove [closure $\mathcal{R}(L)] \subset\left[\mathcal{N}\left(L^{*}\right)\right]_{\perp}$, let $y$ be
an element of the set on the left. Then $y=\lim y_{n}$ for some sequence $\left[y_{n}\right]$ in $\mathcal{R}(L)$. Write $y_{n}=L x_{n}$ for appropriate $x_{n}$. To show that $y \in\left[\mathcal{N}\left(L^{*}\right)\right]_{\perp}$ we must prove that $\phi(y)=0$ for all $\phi \in \mathcal{N}\left(L^{*}\right)$. We have

$$
\begin{aligned}
\phi(y) & =\phi\left(\lim y_{n}\right)=\lim \phi\left(y_{n}\right)=\lim \phi\left(L x_{n}\right) \\
& =\lim (\phi \circ L)\left(x_{n}\right)=\lim \left(L^{*} \phi\right)\left(x_{n}\right)=\lim 0=0
\end{aligned}
$$

To prove the reverse inclusion, suppose that $y$ is not in [closure $\mathcal{R}(L)$ ]. We shall show that $y$ is not in $\left[\mathcal{N}\left(L^{*}\right)\right]_{\perp}$. By Corollary 2 of the Hahn-Banach Theorem (page 34), there is a continuous linear functional $\phi$ such that $\phi(y) \neq 0$ and $\phi$ annihilates each member of [closure $\mathcal{R}(L)$ ]. It follows that for all $x$, $\left(L^{*} \phi\right)(x)=(\phi \circ L)(x)=\phi(L x)=0$. Consequently, $\phi \in \mathcal{N}\left(L^{*}\right)$. Since $\phi(y) \neq 0$, we conclude that $y \notin\left[N\left(L^{*}\right)\right]_{\perp}$.

Theorem 7 Let $L$ be a continuous, linear, injective map from one Banach space into another. The range of $L$ is closed if and only if $L$ is bounded below: $\inf _{\|x\|=1}\|L x\|>0$.

Proof. Assume first that $\|L x\| \geqslant c>0$ when $\|x\|=1$. By homogeneity, $\|L x\| \geqslant c\|x\|$ for all $x$. To prove that the range, $\mathcal{R}(L)$, is closed, let $y_{n} \in \mathcal{R}(L)$ and $y_{n} \rightarrow y$. It is to be shown that $y \in \mathcal{R}(L)$. Let $y_{n}=L x_{n}$. The inequality

$$
\left\|y_{n}-y_{m}\right\|=\left\|L\left(x_{n}-x_{m}\right)\right\| \geqslant c\left\|x_{n}-x_{m}\right\|
$$

reveals that $\left[x_{n}\right]$ is a Cauchy sequence. By the completeness of the domain space, $x_{n} \rightarrow x$ for some $x$. Then, by continuity,

$$
L x=L\left(\lim x_{n}\right)=\lim L x_{n}=\lim y_{n}=y
$$

Hence $y \in \mathcal{R}(L)$.
Now assume that $\mathcal{R}(L)$ is closed. Then $L$ maps the domain space $X$ injectively onto the Banach space $\mathcal{R}(L)$. By Corollary 1 of the Interior Mapping Theorem (page 49), $L$ has a continuous inverse. The equation $\left\|L^{-1} y\right\| \leqslant\left\|L^{-1}\right\|\|y\|$ is equivalent to $\|x\| \leqslant\left\|L^{-1}\right\|\|L x\|$, showing that $L$ is bounded below.

## Problems 1.8

1. Use the notation in the proof of the Interior Mapping Theorem. Show that a linear map $L: X \rightarrow Y$ is interior if and only if $L(S) \supset r S$ for some $r>0$.
2. Show that a linear map $L: X \rightarrow Y$ is interior if and only if there is a constant $c$ such that for each $y \in Y$ there is an $x \in X$ satisf ying $L x=y,\|x\| \leqslant c\|y\|$.
3. Define $T: c_{0} \rightarrow c_{0}$ by the equation $(T x)(n)=x(n+1)$. Which of these properties does $T$ have: injective, surjective, open, closed, invertible? Does $T$ have either a right or a left inverse?
4. Prove that a closed (and possibly nonlinear) map of one normed linear space into another maps compact sets to closed sets.
5. Let $L$ be a linear map from one Banach space into another. Suppose that the conditions $x_{n} \rightarrow 0$ and $L x_{n} \rightarrow y$ imply that $y=0$. Prove that $L$ is continuous.
6. Prove that if a closed map has an inverse, then the inverse is also closed.
7. Let $M$ and $N$ be closed linear subspaces in a Banach space. Define $L: M \times N \rightarrow M+N$ by writing $L(x, y)=x+y$. Prove that $M+N$ is closed if and only if $L$ is an interior map.
8. Adopt the hypotheses of Problem 7. Prove that $M+N$ is closed if and only if there is a constant c such that each $z \in M+N$ can be written $z=x+y$ where $x \in M, y \in N$, and $\|x\|+\|y\| \leqslant c\|z\|$.
9. Let $L: X \rightarrow Y$ be a continuous linear surjection, where $X$ and $Y$ are Banach spaces. Let $y_{n} \rightarrow y$ in $Y$. Prove that there exist points $x_{n} \in X$ and a constant $c \in \mathbb{R}$ such that $L x_{n}=y_{n}$, the sequence $\left[x_{n}\right]$ converges, and $\left\|x_{n}\right\| \leqslant c\left\|y_{n}\right\|$.
10. Recall the space $\ell$ defined in Example 8 of Section 1.1. Define $L: \ell \rightarrow \ell$ by $(L x)(n)=$ $n \boldsymbol{n}(\boldsymbol{n})$. Use the sup-norm in $\ell$ and prove that $L$ is discontinuous, surjective, and closed.
11. Is the identity map from $\left(C[-1,1],\| \|_{x}\right)$ into $\left(C[-1,1],\| \|_{1}\right)$ an interior map? Is it continuous?
12. (Continuation) Denote the two spaces in Problem 11 by $X$ and $Y$, respectively. Let

$$
G=\left\{y \in Y: \int_{-1}^{1} y(s) d s=0\right\}
$$

Show that $G$ is closed in $Y$. Define

$$
g_{n}(s)= \begin{cases}n x & |x| \leqslant 1 / n \\ x /|x| & |x|>1 / n\end{cases}
$$

Show that $\left[g_{n}\right]$ is a Cauchy sequence in $Y$. Since the space $L^{1}[-1,1]$ is complete, $g_{n} \rightarrow g$ in $L^{1}$. Since $G$ is closed, $g$ should be in $G$. But it is discontinuous. Explain.
13. Let $X$ be a normed linear space, and let $K \subset X$ and $U \subset X^{*}$. Define

$$
\begin{aligned}
K^{\perp} & =\left\{\phi \in X^{*}: \phi(x)=0 \text { for all } x \in K\right\} \\
U_{\perp} & =\{x \in X: \phi(x)=0 \text { for all } \phi \in U\}
\end{aligned}
$$

Prove that these are closed subspaces in $X^{*}$ and $X$, respectively.
14. Prove that for any subset $K$ in a normed linear space, $\left(K^{\perp}\right)_{\perp}$ is the closure of the linear span of $K$. The Hahn-Banach Theorem can be used as in the proof of the Closed Range Theorem. Problem 13 will also be helpful.
15. Prove that if $L$ is a linear operator having closed range and acting between normed linear spaces, then the equation $L x=y$ is solvable for $x$ if and only if $y \in\left[\mathcal{N}\left(L^{*}\right)\right]_{\perp}$.
16. Prove that if $L$ is a bounded linear operator from one normed space into another, and if $\|L x\| / \operatorname{dist}(x, \mathcal{N}(L))$ is bounded away from 0 when $\|x\|=1$, then the conclusion of Problem 15 is again valid.
17. Let $T$ be a linear map of a Banach space $X$ into itself. Suppose that there exists a continuous, linear, one-to-one map $L: X \rightarrow X$ such that $L T$ is continuous. Does it follow that $T$ is continuous?
18. Define an operator $L$ by the equation

$$
(L x)(t)=\int_{-1}^{1}(t-s)^{2} x(s) d s
$$

Describe the range of $L$ and prove that it does not contain the function $f(x)=e^{t}$.
19. (Continuation) Draw the same conclusion as in Problem 18 by invoking the Closed Range Theorem. Thus, find $\phi$ in the null space of $L^{*}$ such that $\phi(f) \neq 0$.
20. For an $m \times n$ matrix $A$ prove the equivalence of these assertions: (a) $A^{*}$ is injective. (b) The null space of $A^{*}$ is 0 . (c) The columns of $A^{*}$ form a linearly independent set. (d) The rows of $A$ form a linearly independent set. (e) The row space of $A$ has dimension $\boldsymbol{m}$. ( $\mathbf{f}$ ) The column space of $A$ has dimension $\boldsymbol{m}$. (g) The column space of $A$ is $\mathbb{R}^{\boldsymbol{m}}$. (h) The range of $A$ is $\mathbb{R}^{m}$. (i) $A$ is surjective, as a map from $\mathbb{R}^{n}$ to $\mathbb{R}^{\boldsymbol{m}}$.

### 1.9 Weak Convergence

A sequence $\left[x_{n}\right]$ in a normed linear space $X$ is said to converge weakly to an element $x$ if $\phi\left(x_{n}\right) \rightarrow \phi(x)$ for every $\phi$ in $X^{*}$. (Sometimes we write $x_{n} \rightharpoonup x$.)

The usual type of convergence can be termed norm convergence or strong convergence. It refers, of course, to $\left\|x_{n}-x\right\| \rightarrow 0$. Clearly, if $x_{n} \rightarrow x$, then $x_{n} \rightharpoonup x$, because each $\phi$ in $X^{*}$ is continuous. This observation justifies the terms "strong" and "weak."
Example 1. For an example of a sequence that converges weakly to zero yet does not converge strongly to any point, consider the vectors $e_{n}$ in $c_{0}$ defined by $e_{n}(i)=\delta_{i n}$. These are the "standard unit vectors" in the space $c_{0}$. (This space was defined in Problem 1.2.16, on page 12.) Recall from Section 1.6, particularly the proposition on page 34, that every continuous linear functional on $c_{0}$ is of the form

$$
\phi(x)=\sum_{i=1}^{\infty} \alpha(i) x(i)
$$

for a suitable point $\alpha \in \ell_{1}$. Thus $\phi\left(e_{n}\right)=\alpha(n) \rightarrow 0$. The sequence $\left[x_{n}\right]$ does not have the Cauchy property, because $\left\|x_{n}-x_{m}\right\|=1$ when $n \neq m$.

Lemma. A weakly convergent sequence is bounded.
Proof. Let $X$ be the ambient space, and suppose that $x_{n} \rightharpoonup x$. Define functionals $\bar{x}_{n}$ on $X^{*}$ by putting

$$
\bar{x}_{n}(\phi)=\phi\left(x_{n}\right) \quad\left(\phi \in X^{*}\right)
$$

For each $\phi$, the sequence $\left[\phi\left(x_{n}\right)\right]$ converges in $\mathbb{R}$; hence it is bounded. Thus $\sup _{n}\left|\bar{x}_{n}(\phi)\right|<\infty$. By the Uniform Boundedness Theorem (page 42), applied in the complete space $X^{*},\left\|\bar{x}_{n}\right\| \leqslant M$ for some constant $M$. Hence, for all $n$,

$$
\sup \left\{\left|\bar{x}_{n}(\phi)\right|: \phi \in X^{*},\|\phi\| \leqslant 1\right\} \leqslant M
$$

By Corollary 4 of the Hahn-Banach Theorem (page 36), $\left\|x_{n}\right\| \leqslant M$.
Theorem 1. In a finite-dimensional normed linear space, weak and strong convergence coincide.

Proof. Let $X$ be a $k$-dimensional space. Select a base $\left\{b_{1}, \ldots, b_{k}\right\}$ for $X$ and let $\phi_{1}, \ldots, \phi_{k}$ be the linear functionals such that for each $x$,

$$
x=\sum_{i=1}^{k} \phi_{i}(x) b_{i}
$$

By Corollary 1 on page 26, each functional $\phi_{i}$ is continuous. Now if $x_{n} \rightarrow x$, then we have $\phi_{i}\left(x_{n}\right) \rightarrow \phi(x)$, and consequently,

$$
\left\|x-x_{n}\right\|=\left\|\sum_{i=1}^{k} \phi_{i}\left(x-x_{n}\right) b_{i}\right\| \leqslant \sum_{i=1}^{k}\left|\phi_{i}\left(x-x_{n}\right)\right|\left\|b_{i}\right\| \rightarrow 0
$$

Theorem 2. If a sequence $\left[x_{n}\right]$ in a normed linear space converges weakly to an element $x$, then a sequence of linear combinations of the elements $x_{n}$ converges strongly to $x$.

Proof. Another way of stating the conclusion is that $x$ belongs to the closed subspace

$$
Y=\operatorname{closure}\left(\operatorname{span}\left\{x_{1}, x_{2}, \ldots\right\}\right)
$$

If $x \notin Y$, then by Corollary 2 of the Hahn-Banach Theorem (page 34), there is a continuous linear functional $\phi$ such that $\phi \in Y^{\perp}$ and $\phi(x)=1$. This clearly contradicts the assumption that $x_{n} \rightharpoonup x$.

A refinement of this theorem states that a sequence of convex linear combinations of $\left\{x_{1}, x_{2}, \ldots\right\}$ converges strongly to $x$. This can be proved with the aid of a separation theorem, such as Theorem 3 in Section 7.3, page 344.

Theorem 3. If the sequence $\left[x_{0}, x_{1}, x_{2}, \ldots\right]$ is bounded in a normed linear space $X$ and if $\phi\left(x_{n}\right) \rightarrow \phi\left(x_{0}\right)$ for all $\dot{\phi}$ in a fundamental subset of $X^{*}$, then $x_{n} \rightharpoonup x$.

Proof. (The term "fundamental" was defined in Section 1.6, page 36.) Let $\mathcal{F}$ be the fundamental subset of $X^{*}$ mentioned in the theorem. Let $\psi$ be any member of $X^{*}$. We want to prove that $\psi\left(x_{n}\right) \rightarrow \psi\left(x_{0}\right)$. By hypothesis, there is a constant $M$ such that $\left\|x_{i}\right\|<M$ for $i=0,1,2, \ldots$ Given $\varepsilon>0$, select $\phi_{1}, \ldots, \phi_{m}$ in $\mathcal{F}$ and scalars $\lambda_{1}, \ldots, \lambda_{m}$ such that

$$
\left\|\psi-\sum_{i=1}^{m} \lambda_{i} \phi_{i}\right\|<\frac{\varepsilon}{3 M}
$$

Put $\phi=\sum \lambda_{i} \phi_{i}$. It is easily seen that $\phi\left(x_{n}\right) \rightarrow \phi\left(x_{0}\right)$. Select $N$ so that for all $n>N$ we have the inequality $\left|\phi\left(x_{n}\right)-\phi\left(x_{0}\right)\right|<\varepsilon / 3$. Then for $n>N$,

$$
\begin{aligned}
\left|\psi\left(x_{n}\right)-\psi\left(x_{0}\right)\right| & \leqslant\left|\psi\left(x_{n}\right)-\phi\left(x_{n}\right)\right|+\left|\phi\left(x_{n}\right)-\phi\left(x_{0}\right)\right|+\left|\phi\left(x_{0}\right)-\psi\left(x_{0}\right)\right| \\
& \leqslant\|\psi-\phi\|\left\|x_{n}\right\|+\varepsilon / 3+\|\phi-\psi\|\left\|x_{0}\right\| \\
& \leqslant \frac{\varepsilon}{3 M} M+\frac{\varepsilon}{3}+\frac{\varepsilon}{3 M} M=\varepsilon
\end{aligned}
$$

Example 2. Fix a real number $p$ in the range $1 \leqslant p<\infty$. The space $\ell_{p}$ is defined to be the set of all real sequences $x$ for which $\sum_{n=1}^{\infty}|x(n)|^{p}<\infty$. We define a norm on the vector space $\ell_{p}$ by the equation

$$
\|x\|_{p}=\left(\sum_{n=1}^{\infty}|x(n)|^{p}\right)^{1 / p}
$$

For $p=\infty$, we take $\ell_{\infty}$ to be the space of bounded sequences, with norm $\|x\|_{\infty}=\sup _{n}|x(n)|$. We shall outline some of the theory of these spaces. (This theory is actually included in the theory of the $L^{p}$ spaces as given in Chapter 8.) Notice that in these spaces there is a natural partial order: $x \geqslant y$ means that $x(n) \geqslant y(n)$ for all $n$. We also define $|x|$ by the equation $|x|(n)=|x(n)|$.

Hölder Inequality. Let $1<p<\infty, 1 / p+1 / q=1, x \in \ell_{p}$, and $y \in \ell_{q}$. Then

$$
\sum_{n=1}^{\infty} x(n) y(n) \leqslant\|x\|_{p}\|y\|_{q}
$$

Minkowski Inequality. If $x$ and $y$ are two members of $\ell_{p}$, then

$$
\|x+y\|_{p} \leqslant\|x\|_{p}+\|y\|_{p}
$$

Proof. For $p=1$ an elementary proof goes as follows:

$$
\|x+y\|_{1}=\sum|x(n)+y(n)| \leqslant \sum|x(n)|+\sum|y(n)|=\|x\|_{1}+\|y\|_{1}
$$

Now assume $1<p<\infty$. Then

$$
\begin{aligned}
\sum|x(n)+y(n)|^{p} & \leqslant \sum\{|x(n)|+|y(n)|\}^{p} \\
& \leqslant \sum\{2 \max | | x(n)|,|y(n)||\}^{p} \\
& =\sum 2^{p} \max \left\{|x(n)|^{p},|y(n)|^{p}\right\} \\
& \leqslant 2^{p} \sum\left\{|x(n)|^{p}+|y(n)|^{p}\right\}<\infty
\end{aligned}
$$

This proves that $x+y \in \ell_{p}$. Now let $1 / p+1 / q=1$ and observe that

$$
x \in \ell_{p} \Longrightarrow|x|^{p-1} \in \ell_{q}
$$

because

$$
\sum\left\{|x(n)|^{p-1}\right\}^{q}=\sum|x(n)|^{p}<\infty
$$

Therefore, by the Hölder inequality,

$$
\begin{aligned}
\|x+y\|_{p}^{p} & =\sum|x(n)+y(n)|^{p} \\
& \leqslant \sum|x(n)+y(n)|^{p-1}|x(n)|+\sum|x(n)+y(n)|^{p-1}|y(n)| \\
& \leqslant\left\||x+y|^{p-1}\right\|_{q}\left\{\|x\|_{p}+\|y\|_{p}\right\} \\
& =\|x+y\|_{p}^{p / q}\left\{\|x\|_{p}+\|y\|_{p}\right\}
\end{aligned}
$$

Thus, finally,

$$
\|x+y\|_{p} \leqslant\|x\|_{p}+\|y\|_{p}
$$

Some theorems about these spaces are given here without proof.

Theorem 4. The conjugate of $\ell_{p}$ is isometrically isomorphic to $\ell_{q}$, where $p^{-1}+q^{-1}=1$. (Here $1 \leqslant p<\infty$.) The isomorphism pairs each element $\phi$ in $\ell_{p}^{*}$ with the unique element $y$ in $\ell_{q}$ such that $\phi(x)=$ $\sum_{k} x(k) y(k)$.

Theorem 5. Let $x$ and $x_{n}$ be in $\ell_{p}$. We have $x_{n} \rightarrow x$ if and only if $\left\|x_{n}\right\|_{p}$ is bounded and $x_{n}(k) \rightarrow x(k)$ for each $k$.

Theorem 6. Let $S$ be a compact Hausdorff space, and suppose $x, x_{n} \in C(S)$. We have $x_{n} \rightarrow x$ if and only if $\left\|x_{n}\right\|_{\infty}$ is bounded and $x_{n}(s) \rightarrow x(s)$ for each $s \in S$.

Theorem 7. (Schur's Lemma) In the space $\ell_{1}$, the concepts of weak and strong convergence of sequences coincide.

A subset $F$ in a normed linear space $X$ is said to be weakly sequentially closed if the weak limit of any weakly convergent sequence in $F$ is also in $F$. A weakly sequentially closed set $F$ is necessarily closed in the norm topology, for if $x_{n} \in F$ and $x_{n} \rightarrow x$, then $x_{n} \rightarrow x \in F$. (A simple example of a closed set that is not weakly sequentially closed is the surface of the unit ball in the space $c_{0}$.)

Theorem 8. A subspace of a normed linear space is closed if and only if it is weakly sequentially closed.

Proof. Let $Y$ be a weakly sequentially closed subspace in the normed space $X$. If $y_{n} \in Y$ and $y_{n} \rightarrow y$, then $y_{n} \rightarrow y$ and $y \in Y$. Hence $Y$ is norm-closed.

For the converse, suppose that $Y$ is norm-closed, and let $y_{n} \in Y, y_{n} \rightharpoonup y$. If $y \notin Y$, then (because $Y$ is closed) we have $\operatorname{dist}(y, Y)>0$. By Corollary 2 of the Hahn-Banach Theorem (page 34) there is a functional $\phi \in Y^{\perp}$ such that $\phi(y)=1$. Hence $\phi\left(y_{n}\right)$ does not converge to $\phi(y)$, contradicting the assumed weak convergence.

A refinement of this theorem states that a convex set is closed if and only if it is weakly sequentially closed. See [DS], page 422.

Theorem 9. A linear continuous mapping between normed spaces is weakly sequentially continuous.

Proof. Let $A: X \rightarrow Y$ be linear and norm-continuous. In order to prove that $A$ is weakly continuous, let $x_{n} \rightarrow x$. For all $\phi \in Y^{*}, \phi \circ A \in X^{*}$. Hence $\phi\left(A x_{n}-A x\right) \rightarrow 0$ for all $\phi \in Y^{*}$.

In a conjugate space $X^{*}$, the concept of weak convergence is also available. Thus $\phi_{n} \rightharpoonup \phi$ if and only if $F\left(\phi_{n}\right) \rightarrow F(\phi)$ for each $F \in X^{* *}$. There is another type of convergence, called weak* convergence. We say that $\left[\phi_{n}\right]$ converges to $\phi$ in the weak ${ }^{*}$ sense if $\phi_{n}(x) \rightarrow \phi(x)$ for all $x \in X$.

Theorem 10. Let $X$ be a separable normed linear space, and [ $\phi_{n}$ ] a bounded sequence in $X^{*}$. Then there is a subsequence $\left[\phi_{n_{i}}\right]$ that converges in the weak* sense to an element of $X^{*}$.

Proof. Since $X$ is separable, it contains a countable dense set, $\left\{x_{1}, x_{2}, \ldots\right\}$. Since $\left[\phi_{n}\right]$ is bounded, so is the sequence $\left[\phi_{n}\left(x_{1}\right)\right]$. We can therefore find an increasing sequence $\mathbb{N}_{1} \subset \mathbb{N}$ such that $\lim _{n \in \mathbb{N}_{1}} \phi_{n}\left(x_{1}\right)$ exists. By the same reasoning there is an increasing sequence $\mathbb{N}_{2} \subset \mathbb{N}_{1}$ such that $\lim _{n \in \mathbb{N}_{2}} \phi_{n}\left(x_{2}\right)$ exists. Continuing in this way, we generate sequences

$$
\mathbb{N} \supset \mathbb{N}_{1} \supset \mathbb{N}_{2} \supset \cdots
$$

Now use the Cantor diagonalization process: Define $n_{i}$ to be the $i$ th element of $\mathbb{N}_{i}$. We claim that $\lim _{i \rightarrow \infty} \phi_{n_{i}}\left(x_{k}\right)$ exists for each $k$. This is true because $\lim _{n \in \mathbb{N}_{k}} \phi_{n}\left(x_{k}\right)$ exists by construction, and if $i \geqslant k$, then $n_{i} \in \mathbb{N}_{i} \subset \mathbb{N}_{k}$. For any $x \in X$ we write

$$
\left|\phi_{n_{i}}(x)-\phi_{n_{j}}(x)\right| \leqslant\left|\phi_{n_{i}}(x)-\phi_{n_{i}}\left(x_{k}\right)\right|+\left|\phi_{n_{i}}\left(x_{k}\right)-\phi_{n_{j}}\left(x_{k}\right)\right|+\left|\phi_{n_{j}}\left(x_{k}\right)-\phi_{n_{j}}(x)\right|
$$

This inequality shows that $\left[\phi_{n_{i}}(x)\right]$ has the Cauchy property in $\mathbb{R}$ for each $x \in$ $X$. Hence it converges to something that we may denote by $\phi(x)$. Standard arguments show that $\phi \in X^{*}$.

For Schur's Lemma, see [HP] page 37, or [Ban] page 137. The original source is [Schu]. See also [Jam] page 288, or [Hol] page 149.

## Problems 1.9

1. Show that the Hölder Inequality remains true if we replace the left-hand side by $\sum|x(n)||y(n)|$.
2. If $1<\boldsymbol{p}<\boldsymbol{q}$, what inclusion relation exists between $\ell_{p}$ and $\ell_{\boldsymbol{q}}$ ?
3. Prove that if $x_{n} \rightarrow x$ and $\left\|x_{n}\right\| \rightarrow c$, then $\|x\| \leqslant c$. Why can we not conclude that $\|x\|=c$ ? Give examples. Explain in terms of weak continuity and weak semicontinuity of the norm.
4. Fix $p>1$ and define a nonlinear map $T$ on $\ell_{p}$ by the equation $T x=|x|^{p-1} \operatorname{sgn}(x)$. Thus, $(T x)(n)=|x(n)|^{p-1} \operatorname{sgn}(x(n))$ for all $n$. Prove that $T$ maps $\ell_{p}$ into $\ell_{q}$, where $1 / p+1 / q=1$. Then determine whether $T$ is surjective.
5. Prove this theorem: In order that a sequence $\left[x_{n}\right]$ in a normed linear space $X$ converge weakly to an element $x$ it is necessary and sufficient that the sequence be bounded and that $\phi\left(x_{n}\right) \rightarrow \phi(x)$ for all functionals $\phi$ in a set that is dense on the surface of the unit ball in $X^{\circ}$.
6. Prove this characterization of weak convergence in the space $c_{0}$ : In order that a sequence $x_{n}$ converge weakly to an element $x$ in the space $c_{0}$ it is necessary and sufficient that the sequence be bounded and that (for each $i$ ) we have $\lim _{n-+\infty} x_{n}(i)=x(i)$.
7. A Banach space $X$ is said to be weakly complete if every sequence $\left[x_{n}\right]$ such that $\phi\left(x_{n}\right)$ converges for each $\phi$ in $X^{\bullet}$ must converge weakly to an element $x$ in $X$. Prove that the space $c_{0}$ is not weakly complete.

### 1.10 Reflexive Spaces

Let $X$ be a Banach space. It is possible to embed $X$ isomorphically and isometrically as a subspace of $X^{* *}$. There may be many ways to do this, but one embedding is called the natural or canonical embedding, denoted by $J$. Thus $J: X \rightarrow X^{* *}$, and its definition is

$$
(J x)(\phi)=\phi(x) \quad \phi \in X^{*}, \quad x \in X
$$

The reader may wish to pause and prove that $J$ is a linear isometry.
For an example of this embedding, let $X=c_{0}$; then $X^{*}=\ell_{1}$ and $X^{* *}=\ell_{\infty}$. In this case, $J: c_{0} \rightarrow \ell_{\infty}$, and $J$ can be interpreted as the identity embedding, since $\phi(x)=\sum_{n=1}^{\infty} u(n) x(n)$ for an appropriate $u \in \ell_{1}$.

If the natural map of $X$ into $X^{* *}$ is surjective, we say that $X$ is reflexive. Thus if $X$ is reflexive, it is isometrically isomorphic to $X^{* *}$. The converse is false, however. A famous example of R.C. James exhibits an $X$ that is isometrically isomorphic to $X^{* *}$, but the isometry is not the canonical map $J$, and indeed the canonical image of $J(X)$ is a proper subspace of $X^{* *}$ in the example. See [Ja2].

Theorem 1. Each space $\ell_{p}$, where $1<p<\infty$, is reflexive.
Proof. If $p^{-1}+q^{-1}=1$, then $\ell_{p}^{*}=\ell_{q}$ and $\ell_{q}^{*}=\ell_{p}$ by Theorem 4 of Section 1.9, page 56. Hence $\ell_{p}^{* *}=\ell_{p}$. But we must be sure that the isometry involved in this statement is the natural one, $J$. Let $A: \ell_{p} \rightarrow \ell_{q}^{*}$ and $B: \ell_{q} \rightarrow \ell_{p}^{*}$ be the isometries that have already been discussed in a previous section. Thus, for example, if $x \in \ell_{p}$ then $A x$ is the functional on $\ell_{q}$ defined by

$$
(A x)(y)=\sum_{n=1}^{\infty} x(n) y(n) \quad y \in \ell_{q}
$$

Define $B^{*}: \ell_{p}^{* *} \rightarrow \ell_{q}^{*}$ by the equation

$$
B^{*} \phi=\phi \circ B \quad \phi \in \ell_{p}^{* *}
$$

One of the problems asks for a proof of the fact that $B^{*}$ is an isometric isomorphism of $\ell_{p}^{* *}$ onto $\ell_{q}^{*}$. Thus $B^{*-1} A$ is an isometric isomorphism of $\ell_{p}$ onto $\ell_{p}^{* *}$. Now we wonder whether $B^{*-1} A=J$. Equivalent questions are these:

$$
\begin{aligned}
B^{*-1} A x & =J x & & \left(x \in \ell_{p}\right) \\
A x & =B^{*} J x & & \left(x \in \ell_{p}\right) \\
(A x)(y) & =\left(B^{*} J x\right)(y) & & \left(x \in \ell_{p}, \quad y \in \ell_{q}\right) \\
(A x)(y) & =(J x)(B y) & & \left(x \in \ell_{p}, \quad y \in \ell_{q}\right) \\
(A x)(y) & =(B y)(x) & & \left(x \in \ell_{p}, \quad y \in \ell_{q}\right)
\end{aligned}
$$

The final assertion is true because both sides of the equation are by definition $\sum_{n=1}^{\infty} x(n) y(n)$.

Theorem 2. A closed linear subspace in a reflexive Banach space is reflexive.

Proof. Let $Y$ be a closed subspace in a reflexive Banach space $X$. Let $J: X \rightarrow$ $X^{* *}$ be the natural map. Define $R: X^{*} \rightarrow Y^{*}$ by the equation $R \phi=\phi \mid Y$. (This is the restriction map.) Let $f \in Y^{* *}$. Define $y=J^{-1}(f \circ R)$. We claim that $y \in Y$. Suppose that $y \notin Y$. By a corollary of the Hahn-Banach Theorem, there exists $\phi \in X^{*}$ such that $\phi(y) \neq 0$ and $\phi(Y)=0$. Then it will follow that $R \phi=0$ and that $\phi(y)=\phi\left(J^{-1}(f \circ R)\right)=(f \circ R)(\phi)=0$, a contradiction. Next we claim that for all $\psi \in Y^{*}, f(\psi)=\psi(y)$. Let $\widetilde{\psi}$ be a Hahn-Banach extension of $\psi$ in $X^{*}$. Then $\psi=R \tilde{\psi}$ and $f(\psi)=f(R \tilde{\psi})=(f \circ R)(\tilde{\psi})=(J y)(\tilde{\psi})=\tilde{\psi}(y)=\psi(y)$.

Theorem 3. A Banach space is reflexive if and only if its conjugate space is reflexive.

Proof. Let $X$ be reflexive. Then the natural embedding $J: X \rightarrow X^{* *}$ is surjective. Let $\Phi \in X^{* * *}$, and define $\phi \in X^{*}$ by the equation $\phi=\Phi \circ J$. Then for arbitrary $f \in X^{* *}$ we have $f=J x$ for some $x$, and consequently,

$$
f(\phi)=(J x)(\phi)=\phi(x)=(\Phi \circ J)(x)=\Phi(J x)=\Phi(f)
$$

Thus $\Phi$ is the image of $\phi$ under the natural map of $X^{*}$ into $X^{* * *}$. This natural map is therefore surjective, and $X^{*}$ is reflexive.

For the converse, suppose that $X^{*}$ is reflexive. By what we just proved, $X^{* *}$ is reflexive. But $J(X)$ is a closed subspace in $X^{* *}$, and by the preceding theorem, $J(X)$ is reflexive. Hence $X$ is reflexive (being isometrically isomorphic to $J(X))$.

Eberlein-Smulyan Theorem. A Banach space is reflexive if and only if its unit ball is weakly sequentially compact.

Proof. (Partial) Let $X$ be reflexive, $S$ its unit ball, and $\left[y_{n}\right]$ a sequence in $S$. We wish to extract a subsequence $\left[y_{n_{i}}\right]$ such that $y_{n_{i}} \rightharpoonup y \in S$. To start, let $Y$ be the closure of the linear span of $\left\{y_{1}, y_{2}, \ldots\right\}$. Then $Y$ is a closed and separable subspace of $X$. By Theorem 2, $Y$ is reflexive, and so $Y=Y^{* *}$. Since $Y^{* *}$ is separable, so is $Y^{*}$. Let $\left\{\psi_{1}, \psi_{2}, \ldots\right\}$ be a countable dense set in $Y^{*}$. Since $\left[\psi_{1}\left(y_{n}\right)\right]$ is bounded, there exists an infinite set $\mathbb{N}_{1} \subset \mathbb{N}$ such that $\lim _{n \in \mathbb{N}_{1}} \psi_{1}\left(y_{n}\right)$ exists. Proceeding as we did in the proof Theorem 10, Section 1.9, page 57, we find a subsequence $y_{n_{i}}$ such that $\psi\left(y_{n_{i}}\right)$ converges for all $\psi \in Y^{*}$. By a corollary of the uniform boundedness theorem, there is an element $f$ of $Y^{* *}$ such that $\psi\left(y_{n_{i}}\right) \rightarrow f(\psi)$ for all $\psi \in Y^{*}$. Since $Y$ is reflexive, $f(\psi)=\psi(y)$ for some $y \in Y$. Hence $\psi\left(y_{n_{i}}\right) \rightarrow \psi(y)$ for all $\psi \in Y^{*}$. Now if $\phi \in X^{*}$, then $\phi \mid Y \in Y^{*}$. Hence

$$
\phi\left(y_{n_{i}}\right)=(\phi \mid Y)\left(y_{n_{i}}\right) \rightarrow(\phi \mid Y)(y)=\phi(y)
$$

Thus $y_{n_{i}} \rightharpoonup y$. By a corollary of the Hahn-Banach Theorem, $\|y\| \leqslant 1$.
The converse is more difficult, and we do not give the proof. See [Yo], page 141 , or [Tay2], page 230.

Theorem of James. A Banach space $X$ is reflexive if and only if each continuous linear functional on $X$ attains its supremum on the unit ball of $X$.

Proof. (Partial) Suppose that $X$ is reflexive. Let $\phi \in X^{*}$, and select $x_{n} \in X$ such that $\left\|x_{n}\right\| \leqslant 1$ and $\phi\left(x_{n}\right) \rightarrow\|\phi\|$. By the Eberlein-Smulyan Theorem, there is a subsequence $\left[x_{n_{i}}\right]$ that converges weakly to a point $x$ satisfying $\|x\| \leqslant 1$. By the definition of weak convergence,

$$
\phi(x)=\lim _{i} \phi\left(x_{n_{i}}\right)=\|\phi\|
$$

The converse is more difficult, and we refer the reader to [Hol], page 157.

One application of the second conjugate space occurs in the process of completion. If $X$ is a normed linear space that is not complete, can we embed it linearly and isometrically as a dense set in a Banach space? If so, such a Banach space is termed a completion of $X$. The Cantor method of completion of a metric space is fully discussed in [KF]. The idea of that method is to create a new metric space whose elements are Cauchy sequences in the original metric space.

If $X$ is a normed linear space, we can embed it, using the natural map $J$, into its second conjugate space $X^{* *}$. The latter is automatically complete. Hence $\overline{J(X)}$ can be regarded as a completion of $X$. It can be proved that all completions of $X$ are isometrically isomorphic to each other.

The Lebesgue spaces $L_{p}[a, b]$ can be defined without knowing anything about Lebesgue measure or integration. Here is how to do this. Consider the space $C[a, b]$ of all continuous real-valued functions on the interval $[a, b]$. For $1 \leqslant p<\infty$, we introduce the norm

$$
\|x\|_{p}=\left[\int_{a}^{b}|x(s)|^{p} d s\right]^{1 / p}
$$

In this equation, the integration is with respect to the Riemann integral. The space $C[a, b]$, endowed with this norm, is denoted by $C_{p}[a, b]$. It is not complete. Its completion is $L_{p}[a, b]$. Thus if $J$ is the natural map of $C_{p}[a, b]$ into its second conjugate space, then

$$
L_{p}[a, b]=\overline{J\left(C_{p}[a, b]\right)}
$$

## Problems 1.10

1. Use the fact that $c_{0}^{0}=\ell_{1}$ and $\ell_{i}^{*}=\ell_{x}$ to prove that the successive conjugate spaces of $c_{0}$ are all nonreflexive.
2. Find a sequence in the unit ball of $c_{0}$ that has no weakly convergent subsequence.
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### 2.1 Geometry

Hilbert spaces are a special type of Banach space. In fact, the distinguishing characteristic is that the Parallelogram Law is assumed to hold:

$$
\|x-y\|^{2}+\|x+y\|^{2}=2\|x\|^{2}+2\|y\|^{2}
$$

This succinct description gives no hint of the manifold implications of that assumption. The additional structure available in a Hilbert space makes it the preferred domain for much of applied mathematics! We pursue a more traditional approach to the subject, not basing everything on the Parallelogram Law, but using ideas that are undoubtedly already familiar to the reader, in particular the dot product or inner product of vectors. An inner-product space is a vector space $X$ over the complex field in which an inner product $\langle x, y\rangle$ has been defined. We require these properties, for all $x, y$, and $z$ in $X$ :
(1) $\langle x, y\rangle$ is a complex number
(2) $\langle x, y\rangle=\overline{\langle y, x\rangle} \quad$ (complex conjugate)
(3) $\langle\alpha x, y\rangle=\alpha\langle x, y\rangle \quad \alpha \in \mathbb{C}$
(4) $\langle x, x\rangle>0 \quad$ if $\quad x \neq 0$
(5) $\langle x+y, z\rangle=\langle x, z\rangle+\langle y, z\rangle$

The term "pre-Hilbert space" is also used for an inner-product space. Occasionally, we will employ real inner-product spaces and real Hilbert spaces. For them, the scalar field is $\mathbb{R}$, and the inner product is real-valued. However, some theorems to be proved later are valid only in the complex case.

Example 1. Let $X=\mathbb{C}^{n}$ (the set of all complex $n$-tuples). If two points are given in $\mathbb{C}^{n}$, say $x=[x(1), x(2), \ldots, x(n)]$ and $y=[y(1), y(2), \ldots, y(n)]$, let $\langle x, y\rangle=\sum_{i=1}^{n} x(i) \overline{y(i)}$.

Example 2. Let $X$ be the set of all complex-valued continuous functions defined on $[0,1]$. For $x$ and $y$ in $X$, define $\langle x, y\rangle=\int_{0}^{1} x(t) \overline{y(t)} d t$.

In any inner-product space it is easy to prove that

$$
\begin{aligned}
\langle x+y, x+y\rangle & =\langle x, x\rangle+2 \mathcal{R}\langle x, y\rangle+\langle y, y\rangle \quad \mathcal{R}=\text { "real part" } \\
\langle x, \alpha y\rangle & =\bar{\alpha}\langle x, y\rangle \\
\langle x, y+z\rangle & =\langle x, y\rangle+\langle x, z\rangle \\
\left\langle\sum_{i=1}^{n} x_{i}, y\right\rangle & =\sum_{i=1}^{n}\left\langle x_{i}, y\right\rangle
\end{aligned}
$$

In an inner-product space, we define the norm of an element $x$ to be $\|x\|=$ $\sqrt{\langle x, x\rangle}$.

Theorem 1. The norm has these properties
a. $\|x\|>0$ if $x \neq 0$
b. $\|\alpha x\|=|\alpha|\|x\| \quad(\alpha \in \mathbb{C})$
c. $|\langle x, y\rangle| \leqslant\|x\|\|y\| \quad$ Cauchy-Schwarz Inequality
d. $\|x+y\| \leqslant\|x\|+\|y\| \quad$ Triangle Inequality
e. $\|x+y\|^{2}+\|x-y\|^{2}=2\|x\|^{2}+2\|y\|^{2} \quad$ Parallelogram Equality
f. If $\langle x, y\rangle=0$, then $\|x+y\|^{2}=\|x\|^{2}+\|y\|^{2} \quad$ Pythagorean Law.

Proof. Only c and d offer any difficulty. For $\mathbf{c}$, let $\|y\|=1$ and write

$$
0 \leqslant\langle x-\lambda y, x-\lambda y\rangle=\langle x, x\rangle-\bar{\lambda}\langle x, y\rangle-\lambda\langle y, x\rangle+|\lambda|^{2}\langle y, y\rangle .
$$

Now let $\lambda=\langle x, y\rangle$ to get $0 \leqslant\|x\|^{2}-|\langle x, y\rangle|^{2}$. This establishes $\mathbf{c}$ in the case $\|y\|=1$. By homogeneity, this suffices. To prove $\mathbf{d}$, we use $\mathbf{c}$ as follows:

$$
\begin{aligned}
\|x+y\|^{2} & =\langle x+y, x+y\rangle=\langle x, x\rangle+\langle y, x\rangle+\langle x, y\rangle+\langle y, y\rangle \\
& =\|x\|^{2}+2 \mathcal{R}\langle x, y\rangle+\|y\|^{2} \leqslant\|x\|^{2}+2|\langle x, y\rangle|+\|y\|^{2} \\
& \leqslant\|x\|^{2}+2\|x\|\|y\|+\|y\|^{2}=(\|x\|+\|y\|)^{2}
\end{aligned}
$$

Item $\mathbf{e}$ in Theorem 1 is called the Parallelogram Equality (or "Law") because it states that the sum of the squares of the four sides of a parallelogram is equal to the sum of the squares of the two diagonals.

Lemma. In an inner-product space:
a. $x=0$ if and only if $\langle x, v\rangle=0$ for all $v$
b. $\boldsymbol{x}=\boldsymbol{y}$ if and only if $\langle x, v\rangle=\langle\boldsymbol{y}, v\rangle$ for all $v$
c. $\|x\|=\sup \{|\langle x, v\rangle|:\|v\|=1\}$

Proof. If $x=0$, then $\langle x, v\rangle=0$ for all $v$ by Axiom 3 for the inner product. If $\langle x, v\rangle=0$ for all $v$, then $\langle x, x\rangle=0$, and so $: c=0$ by Axiom 4. The condition $x=y$ is equivalent to $x-y=0$, to $\langle x-y, v\rangle=0$ for all $v$, and to $\langle x, v\rangle=\langle y, v\rangle$ for all $v$. If $\|v\|=1$, then by the Cauchy-Schwarz Inequality, $|\langle x, v\rangle| \leqslant\|x\|$. If $x=0$, then $\|x\| \leqslant|\langle x, v\rangle|$ for all $v$. If $x \neq 0$, let $v=x /\|x\|$. Then $\|v\|=1$ and $\langle x, v\rangle=\|x\|$.

Definition. A Hilbert space is a complete inner-product space.
Recall the definition of completeness from Section 1.2 (page 10): It means that every Cauchy sequence in the space converges to an element of the space.

Example 3. The space of complex-valued continuous functions on $[0,1]$ furnished with inner product

$$
\langle x, y\rangle=\int_{0}^{1} x(t) \overline{y(t)} d t
$$

is not complete. Consider the sequence shown in Figure 2.1. The sequence of functions has the Cauchy property, but does not converge to a continuous function.


Figure 2.1

Example 4. We write $L^{2}[a, b]$ for the set of all complex-valued Lebesgue measurable functions on $[a, b]$ such that

$$
\int_{a}^{b}|x(t)|^{2} d t<\infty
$$

(The concept of measurability is explained in Chapter 8, Section 4, page 394.) In $L^{2}[a, b]$, put $\langle x, y\rangle=\int_{a}^{b} x(t) \overline{y(t)} d t$. This space is a Hilbert space, a fact known as the Riesz-Fischer Theorem (1906). See Chapter 8, Section 7, page 411 for the proof. This space contains many functions that have singularities. Thus, the function $t \mapsto t^{-1 / 3}$ belongs to $L^{2}[0,1]$, but $t \mapsto t^{-2 / 3}$ does not.

In $L^{2}[a, b]$, two functions $f$ and $g$ are regarded as equivalent if they differ only on a set of measure zero. Refer to Chapter 8 for an extended treatment of these matters. A set of measure 0 is easily described: For any $\varepsilon>0$ we can
cover the given set with a sequence of open intervals ( $a_{n}, b_{n}$ ) whose total length satisfies $\sum_{n}\left(b_{n}-a_{n}\right)<\varepsilon$. An important consequence is that if $f$ is an element of $L^{2}$, then $f(x)$ is meaningless! Indeed, $f$ stands for an equivalence class of functions that can differ from each other at the point $x$, or indeed on any set of points having measure 0 . When $f(x)$ appears under an integral sign, remember that the $x$ is dispensable: The integration operates on the function as a whole, and no particular values $f(x)$ are involved.
Example 5. Let $(S, \mathcal{A}, \mu)$ be any measure space. The notation $L^{2}(S)$ then denotes the space of measurable complex functions on $S$ such that $\int|f(s)|^{2} d \mu<$ $\infty$. In $L^{2}(S)$, define $\langle f, g\rangle=\int f(s) \overline{g(s)} d \mu$. Then $L^{2}(S)$ is a Hilbert space. See Theorem 3 in Section 8.7, page 411.

Example 6. The space $\ell^{2}$ (or $\ell_{2}$ ) consists of all complex sequences $x=$ $[x(1), x(2), \ldots]$ such that $\sum|x(n)|^{2}<\infty$. The inner product is $\langle x, y\rangle=$ $\sum x(n) \overline{y(n)}$. This is a Hilbert space, in fact a special case of Example 5. Just take $S=\mathbb{N}$ and use "counting" measure. (This is the measure that assigns to a set the number of elements in that set.) This example is also included in the general theory of the spaces $\ell_{p}$, as outlined in Section 1.9, pages 54-56.

Theorem 2. If $K$ is a closed, convex, nonvoid set in a Hilbert space $X$, then to each $x$ in $X$ there corresponds a unique point $y$ in $K$ closest to $x$; that is,

$$
\|x-y\|=\operatorname{dist}(x, K):=\inf \{\|x-v\|: v \in K\}
$$

Proof. Put $\alpha=\operatorname{dist}(x, K)$, and select $y_{n} \in K$ so that $\left\|x-y_{n}\right\| \rightarrow \alpha$. Notice that $\frac{1}{2}\left(y_{n}+y_{m}\right) \in K$ by the convexity of $K$. Hence $\left\|\frac{1}{2}\left(y_{n}+y_{m}\right)-x\right\| \geqslant \alpha$. By the Parallelogram Law,

$$
\begin{aligned}
\left\|y_{n}-y_{m}\right\|^{2} & =\left\|\left(y_{m}-x\right)-\left(y_{n}-x\right)\right\|^{2} \\
& =2\left\|y_{n}-x\right\|^{2}+2\left\|y_{m}-x\right\|^{2}-\left\|y_{n}+y_{m}-2 x\right\|^{2} \\
& =2\left\|y_{n}-x\right\|^{2}+2\left\|y_{m}-x\right\|^{2}-4\left\|\frac{1}{2}\left(y_{n}+y_{m}\right)-x\right\|^{2} \\
& \leqslant 2\left\|y_{n}-x\right\|^{2}+2\left\|y_{m}-x\right\|^{2}-4 \alpha^{2} \rightarrow 0
\end{aligned}
$$

This shows that $\left[y_{n}\right]$ is a Cauchy sequence. Hence $y_{n} \rightarrow y$ for some $y \in X$. Since $K$ is closed, $y \in K$. By continuity,

$$
\|x-y\|=\left\|x-\lim _{n} y_{n}\right\|=\lim _{n}\left\|x-y_{n}\right\|=\alpha
$$

For the uniqueness of the point $y$, suppose that $y_{1}$ and $y_{2}$ are points in $K$ of distance $\alpha$ from $x$. By the previous calculation we have

$$
\left\|y_{1}-y_{2}\right\| \leqslant 2\left\|y_{1}-x\right\|^{2}+2\left\|y_{2}-x\right\|^{2}-4 \alpha^{2}=0
$$

In an inner-product space, the notion of orthogonality is important. If $(x, y)=0$, we say that the points $x$ and $y$ are orthogonal to each other, and we write $x \perp y$. (We do not say that the points are orthogonal, but we could say that the pair of points is orthogonal.) If $Y$ is a set, the notation $x \perp Y$ signifies that $x \perp y$ for all $y \in Y$. If $U$ and $V$ are sets, $U \perp V$ means that $u \perp v$ for all $u \in U$ and all $v \in V$.

Theorem 3. Let $Y$ be a subspace in an inner-product space $X$. Let $x \in X$ and $y \in Y$. These are equivalent assertions:
a. $x-y \perp Y$, i.e., $(x-y, v\rangle=0$ for all $v \in Y$.
b. $y$ is the unique point of $Y$ closest to $x$.

Proof. If a is true, then for any $u \in Y$ we have

$$
\|x-u\|^{2}=\|(x-y)+(y-u)\|^{2}=\|x-y\|^{2}+\|y-u\|^{2} \geqslant\|x-y\|^{2}
$$

Here we used the Pythagorean Law (part 6 of Theorem 1).
Now suppose that $\mathbf{b}$ is true. Let $\boldsymbol{u}$ be any point of $Y$ and let $\lambda$ be any scalar. Then (because $y$ is the point closest to $x$ )

$$
0 \leqslant\|x-(y+\lambda u)\|^{2}-\|x-y\|^{2}=-2 \mathcal{R}\langle x-y, \lambda u\rangle+|\lambda|^{2}\|u\|^{2}
$$

Hence

$$
2 \mathcal{R}\{\bar{\lambda}(x-y, u\rangle\} \leqslant|\lambda|^{2}\|u\|^{2}
$$

If $(x-y, u\rangle \neq 0$, then $u \neq 0$ and we can put $\lambda=(x-y, u\rangle /\|u\|^{2}$ to get a contradiction:

$$
2 \mathcal{R}\left\{\bar{\lambda} \lambda\|u\|^{2}\right\} \leqslant|\lambda|^{2}\|u\|^{2}
$$

Definition. The orthogonal complement of a subset $Y$ in a inner-product space $X$ is

$$
Y^{\perp}=\{x \in X:(x, y\rangle=0 \text { for all } y \in Y\}
$$

Theorem 4. If $Y$ is a closed subspace of a Hilbert space $X$, then $X=Y \oplus Y^{\perp}$.

Proof. We have to prove that $Y^{\perp \perp}$ is a subspace, that $Y \cap Y^{\perp}=0$, and that $X \subset Y+Y^{\perp}$. If $v_{1}$ and $v_{2}$ belong to $Y^{\perp}$, then so does $\alpha_{1} v_{1}+\alpha_{2} v_{2}$, since for $y \in Y$,

$$
\left(y, \alpha_{1} v_{1}+\alpha_{2} v_{2}\right)=\bar{\alpha}_{1}\left(y, v_{1}\right)+\bar{\alpha}_{2}\left(y, v_{2}\right)=0
$$

If $x \in Y \cap Y^{\perp}$, then $(x, x\rangle=0$, so $x=0$. If $x$ is any element of $X$, let $y$ be the element of $Y$ closest to $x$. By the preceding theorem, $x-y \perp Y$. Hence the equation $x=y+(x-y)$ shows that $X \subset Y+Y^{\perp}$.

Theorem 5. If the Parallelogram Law is valid in a normed linear space, then that space is an inner-product space. In other words, an inner product can be defined in such a way that $(x, x\rangle=\|x\|^{2}$.

Proof. We define the inner product by the equation

$$
4\langle x, y\rangle=\|x+y\|^{2}-\|x-y\|^{2}+i\|x+i y\|^{2}-i\|x-i y\|^{2}
$$

From the definition, it follows that

$$
4 \mathcal{R}\langle x, y\rangle=\|x+y\|^{2}-\|x-y\|^{2}
$$

From this equation and the Parallelogram Law we obtain

$$
\begin{aligned}
4 \mathcal{R}\langle u+v, y\rangle= & \|u+v+y\|^{2}-\|u+v-y\|^{2} \\
= & \left\{2\|u+y\|^{2}+2\|v\|^{2}-\|u+y-v\|^{2}\right\} \\
& \quad-\left\{2\|u\|^{2}+2\|v-y\|^{2}-\|u-v+y\|^{2}\right\} \\
= & \left\{\|u+y\|^{2}-\|u-y\|^{2}\right\}+\left\{\|v+y\|^{2}-\|v-y\|^{2}\right\} \\
& \quad+\left\{\|u+y\|^{2}+\|u-y\|^{2}-2\|u\|^{2}-2\|y\|^{2}\right\} \\
& \quad+\left\{2\|y\|^{2}+2\|v\|^{2}-\|v+y\|^{2}-\|v-y\|^{2}\right\} \\
= & 4 \mathcal{R}\langle u, y\rangle+4 \mathcal{R}\langle v, y\rangle
\end{aligned}
$$

This proves that $\mathcal{R}\langle u+v, y\rangle=\mathcal{R}\langle u, y\rangle+\mathcal{R}\langle v, y\rangle$. Now by putting $i y$ in place of $y$ in the definition of $\langle x, y\rangle$ we obtain $\langle x, i y\rangle=-i\langle x, y\rangle$. Hence the imaginary parts of these complex numbers satisfy

$$
\begin{aligned}
\mathcal{I}\langle u+v, y\rangle & =-\mathcal{R} i\langle u+v, y\rangle=\mathcal{R}\langle u+v, i y\rangle \\
& =\mathcal{R}\langle u, i y\rangle+\mathcal{R}\langle v, i y\rangle=-\mathcal{R} i\langle u, y\rangle-\mathcal{R} i\langle v, y\rangle \\
& =\mathcal{I}\langle u, y\rangle+\mathcal{I}\langle v, y\rangle
\end{aligned}
$$

(In this equation, $\mathcal{I}$ denotes "the imaginary part of.") Thus we have fully established that $\langle u+v, y\rangle=\langle u, y\rangle+\langle v, y\rangle$. By induction, we can then prove that $\langle n x, y\rangle=n\langle x, y\rangle$ for all positive integers $n$. From this it follows, for any two positive integers $m$ and $n$, that

$$
\left\langle\frac{n}{m} x, y\right\rangle=\frac{n}{m} m\left\langle\frac{x}{m}, y\right\rangle=\frac{n}{m}\langle x, y\rangle
$$

By continuity, we obtain $\langle\lambda x, y\rangle=\lambda\langle x, y\rangle$ for any $\lambda \geqslant 0$. From the definition, we quickly verify that

$$
\langle-x, y\rangle=-\langle x, y\rangle \quad \text { and } \quad\langle i x, y\rangle=i\langle x, y\rangle
$$

Hence $\langle\lambda x, y\rangle=\lambda\langle x, y\rangle$ for all complex scalars $\lambda$. From the definition we obtain

$$
\begin{aligned}
4\langle x, x\rangle & =\|2 x\|^{2}+i\|x+i x\|^{2}-i\|x-i x\|^{2} \\
& =4\|x\|^{2}+i|1+i|^{2}\|x\|^{2}-i|1-i|^{2}\|x\|^{2}=4\|x\|^{2}
\end{aligned}
$$

Finally, we have

$$
\begin{aligned}
4\langle y, x\rangle & =\|y+x\|^{2}-\|y-x\|^{2}+i\|y+i x\|^{2}-i\|y-i x\|^{2} \\
& =\|x+y\|^{2}-\|x-y\|^{2}+i\|-i(y+i x)\|^{2}-i\|i(y-i x)\|^{2} \\
& =\|x+y\|^{2}-\|x-y\|^{2}+i\|x-i y\|^{2}-i\|x+i y\|^{2} \\
& =4 \overline{\langle x, y\rangle}
\end{aligned}
$$

In an inner-product space, the angle between two nonzero vectors can be defined. In order to see what a reasonable definition is, we recall the Law of Cosines from elementary trigonometry. In a triangle having sides $a, b, c$ and angle $\theta$ opposite side $c$, we have

$$
c^{2}=a^{2}+b^{2}-2 a b \cos \theta
$$

Notice that when $\theta=90^{\circ}$, this equation gives the Pythagorean rule. In an inner-product space, we consider a triangle as shown in Figure 2.2.


Figure 2.2
We have

$$
\begin{aligned}
\|x-y\|^{2} & =\langle x-y, x-y\rangle=\langle x, x\rangle-\langle x, y\rangle-\langle y, x\rangle+\langle y, y\rangle \\
& =\|x\|^{2}+\|y\|^{2}-2 \mathcal{R}\langle x, y\rangle
\end{aligned}
$$

On the other hand, we would like to have the law of cosines:

$$
\|x-y\|^{2}=\|x\|^{2}+\|y\|^{2}-2\|x\|\|y\| \cos \theta
$$

Therefore, we define $\cos \theta$ so that $\|x\|\|y\| \cos \theta=\mathcal{R}\langle x, y\rangle$ Thus

$$
\theta=\operatorname{Arccos} \frac{\mathcal{R}\langle x, y\rangle}{\|x\|\|y\|}
$$

The "principal value" of Arccos is used; it is an angle in the interval $[0, \pi]$. Is the definition proper? Yes, because the number $\mathcal{R}\langle x, y\rangle\|x\|^{-1}\|y\|^{-1}$ lies in the interval $[-1,1]$, by the Cauchy-Schwarz inequality. Other definitions for the angle between two vectors can be given. See [Ar], pages 87-90.

There are many sources for the theory of Hilbert spaces. In addition to the references indicated at the end of Section 1.1, there are these specialized texts: [AG], [Ar], [Berb], [Berb2], [DM], [Hal2], [Hal3], [St], and [Youn].

## Problems 2.1

1. Verify that Example 1 is an inner-product space.
2. Verify that Example 2 gives an inner product. Give all details, especially for the fourth axiom.
3. Prove the four equations stated in the text just after Example 2.
4. Fix $x$ and $y$ in an inner-product space, and determine the value of $\lambda$ for which $\|x-\lambda y\|$ is a minimum.
5. Prove the Parallelogram Law.
6. Let $K$ be a convex set in an inner-product space. Let $z$ be a point at distance $\alpha$ from $K$. Prove that the diameter of the set

$$
\{x \in K:\|x-z\| \leqslant \alpha+\delta\}
$$

is not greater than $2 \sqrt{2 \alpha \delta+\delta^{2}}$. The diameter of a set $S$ is $\sup _{u, v \in S}\left\|_{u}-v\right\|$.
7. Prove that in an inner-product space if $\|x\|=1<\|y\|$, then $\|(x-y /\|y\|)\|<\|x-y\|$.
8. Prove that in an inner-product space $X$, the mapping $x \mapsto\langle x, v\rangle$ is continuous. (Here $v$ can be any fixed vector in the space.) Prove that on $X \times X$ the mapping $(x, y) \mapsto(x, y)$ is continuous.
9. In an inner-product space $X$, let $M=\{x \in X:(x, v)=0\}$, where $v$ is a fixed, nonzero vector. Show that $M$ is a closed subspace. Prove that $M$ has codimension 1.
10. For any subset $M$ of an inner product space $X$, define $M^{\perp}=\{x \in X:(x, m)=0$ for all $m \in M\}$. Prove that $M^{\perp}$ is a closed subspace and that $M \cap M^{\perp}$ is either $\varnothing$ (the empty set) or 0 . (Here 0 denotes the zero subspace, $\{0\}$.)
11. Prove that $|(x, y)|=\|x\|\|y\|$ if and only if one of the vectors $x$ and $y$ is a multiple of the other.
12. Let $X$ be any linear space, and let $H$ be a Hamel basis for $X$. Show how to use $H$ to define an inner product on $X$ and thus create an inner-product space.
13. Let $A$ be an $n \times n$ matrix. In the real space $\mathbb{R}^{n}$, define $(x, y)=y^{T} A x$. (Here we interpret elements of $\mathbb{R}^{n}$ as $n \times 1$ matrices. Thus $y^{T}$ is a $1 \times n$ matrix.) Find necessary and sufficient conditions on $A$ in order that our definition shall produce a genuine inner product.
14. Let $X$ be the space of all "finitely nonzero sequences" of complex numbers. Thus $x \in X$ if $x: \mathbb{N} \rightarrow \mathbb{R}$ and $\{n: x(n) \neq 0\}$ is finite. For $x$ and $y$ in $X$, define $(x, y)=\sum_{n=1}^{\infty} x(n) \overline{y(n)}$. Prove that $X$ is not a Hilbert space.
15. Let $X=\mathbb{R}^{2}$, and define an inner product between vectors $x=\{x(1), x(2)\}$ and $y=$ [ $y(1), y(2)]$ by the equation

$$
(x, y)=2 x(1) y(1)+x(2) y(2)
$$

Prove that this makes $X$ a real inner-product space. Let

$$
Y=\{y \in X: y(1)-y(2)=0\}
$$

Find the point $y$ of $Y$ closest to $x=[0,1]$. Draw an accurate sketch showing all of this. Explain why $x-y$ is not perpendicular to $Y$. Does this contradict Theorem 5? Draw a sketch of the unit ball.
16. Prove or disprove this analogue of Theorem 4: If $Y$ is a subspace of a Hilbert space $X$, then $X=Y \oplus Y^{\perp}$.
17. Let $x$ and $y$ be points in a real inner-product space such that $\|x+y\|^{2}=\|x\|^{2}+\|y\|^{2}$. Show that $x \perp y$. Show that this is not always true in a complex inner-product space.
18. In an inner-product space, prove that if $\left\|x_{n}\right\| \rightarrow\|y\|$ and $\left(x_{n}, y\right) \rightarrow\|y\|^{2}$, then $x_{n} \rightarrow y$.
19. Prove or disprove: In a Hilbert space, if $\sum_{n=1}^{\infty}\left\|x_{n}\right\|^{2}<\infty$, then the series $\sum_{n=1}^{\infty} x_{n}$ converges.
20. Find all solutions to the equation $(x, a) c=b$, assuming that $a, b$, and $c$ are given vectors in an inner-product space.
21. Indicate how the equation $A x=b$ can be solved if the operator $A$ is defined by $A x=$ $\sum_{i=1}^{n}\left(x, a_{i}\right) c_{i}$. Describe the set of all solutions.
22. Find all solutions to the equation $x+(x, a) c=b$.
23. Use Problem 22 to solve the integral equation $x(s)+\int_{0}^{1} x(t) t^{2} s d t=\cos s$.
24. Let $v=[v(1), v(2), \ldots]$ be an element of $\ell^{2}$. Prove that the set $\left\{x \in \ell^{2}:|x(n)| \leqslant|v(n)|\right.$ for all $n\}$ is compact in $\ell^{2}$.
25. Prove that if $M$ is a closed subspace in a Hilbert space, then $M^{\perp \perp}=M$.
26. Prove that if $M=M^{\perp \perp}$ for every closed linear subspace in an inner-product space, then the space is complete.
27. Prove that if $M$ and $N$ are closed subspaces of a Hilbert space and if $M \perp N$, then $M+N$ is closed.
28. Consider the mapping $A$ in Problem 21. Find necessary and sufficient conditions on $a_{i}$ and $c_{i}$ in order that $A$ have a fixed point other than 0 .
29. In a Hilbert space, elements $w, u_{i}$, and $v_{i}$ are given. Show how to find an $x$ such that

$$
x=w+\sum_{i=1}^{n}\left(x, v_{i}\right) u_{i}
$$

30. In a Hilbert space, let $\left\|x_{n}\right\| \rightarrow c,\left\|y_{n}\right\| \rightarrow c$, and $\left(x_{n}, y_{n}\right) \rightarrow c^{2}$. Prove that $\left\|x_{n}-y_{n}\right\| \rightarrow$ 0 . Then make two generalizations. Is there any similar result for unbounded sequences?
31. If $M \subset N$, then $N^{\perp} \subset M^{\perp}$. Prove this.
32. Let $K$ be a closed convex set in a Hilbert space $X$. Let $x \in X$ and let $y$ be the point of $K$ closest to $x$. Prove that $\mathcal{R}(x-y, v-y) \leqslant 0$ for all $v \in K$. Interpret this as a separation theorem, i.e., an assertion about a hyperplane and a convex set. Prove the converse.
33. Prove that if $a_{i} \geqslant 0$ and $\sum_{i=1}^{\infty} a_{i}<\infty$, then

$$
\left(\sum_{i=0}^{\infty} 2^{-i / 2} a_{i}^{1 / 2}\right)^{2} \leqslant \sum_{i=1}^{\infty} a_{i}
$$

34. The Banach space $\ell^{1}$ consists of sequences $\left\{x_{1}, x_{2}, \ldots\right\}$ for which $\sum\left|x_{n}\right|<\infty$. The norm is defined to be $\|x\|=\sum\left|x_{n}\right|$. Prove that $\ell^{1}$ is dense in $\ell^{2}$, and explain why this does not contradict the fact that $\boldsymbol{\ell}^{1}$ is complete.
35. Prove that in a real-inner product space

$$
\|x-y\|^{2}=\|x\|^{2}-\|y\|^{2}+2(y-x, y)
$$

36. In a real inner-product space, does the equation $\|x+y+z\|^{2}=\|x\|^{2}+\|y\|^{2}+\|z\|^{2}$ imply any orthogonality relations among the three points?
37. Find the necessary and sufficient conditions on the complex numbers $w_{1}, w_{2}, \ldots, w_{n}$ in order that the equation

$$
(x, y)=\sum_{k=1}^{n} x(k) \overline{y(k)} w_{k}
$$

shall define an inner product on $\mathbb{C}^{\boldsymbol{n}}$.
38. Prove that if $x$ is an element of $\ell^{2}$, then for all natural numbers $n$,

$$
\inf _{k>n}|x(k)| \sum_{j=1}^{k}|x(j)|=0
$$

39. Let $K$ be a closed convex set in a Hilbert space $X$. For each $x$ in $X$, let $P x$ be the point of $K$ closest to $x$. Prove that $\|P x-P y\| \leqslant\|x-y\|$. (Cf. Problems 2.2.24, 2.1.32.)
40. (Continuation) Prove that each closed convex set $K$ in a Hilbert space $X$ is a "retract", i.e., the identity map on $K$ has a continuous extension mapping $X$ onto $K$.
41. Let $F$ and $G$ be two maps (not assumed to be linear or continuous) of an inner product space $X$ into itself. Suppose that for all $x$ and $y$ in $X,(F(x), y)=\langle x, G(y)\rangle$. Prove that if a sequence $x_{n}$ converges to $x$, and $G\left(x_{n}\right)$ converges to $y$, then $y=G(x)$. Prove also that $F(0)=G(0)=0$.
42. Prove that in an inner product space, if $\lambda>0$, then

$$
|(x, y)| \leqslant \lambda\|x\|^{2}+\frac{1}{4 \lambda}\|y\|^{2}
$$

### 2.2 Orthogonality and Bases

Definition. A set $\mathcal{A}$ of vectors in an inner-product space is said to be orthogonal if $\langle x, y\rangle=0$ whenever $x \in \mathcal{A}, y \in \mathcal{A}$, and $x \neq y$. Recall that we write $x \perp y$ to mean $\langle x, y\rangle=0, x \perp S$ to mean that $x \perp y$ for all $y \in S$, and $U \perp V$ to mean that $x . \perp y$ for all $x \in U$ and $y \in V$.

Theorem 1. Pythagorean Law. If $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ is a finite orthogonal set of $n$ distinct elements in an inner-product space, then

$$
\left\|\sum_{j=1}^{n} x_{j}\right\|^{2}=\sum_{j=1}^{n}\left\|x_{j}\right\|^{2}
$$

Proof. By our assumptions, $x_{i} \neq x_{j}$ if $i \neq j$, and consequently,

$$
\left\|\sum_{j=1}^{n} x_{j}\right\|^{2}=\left\langle\sum_{j=1}^{n} x_{j}, \sum_{i=1}^{n} x_{i}\right\rangle=\sum_{j=1}^{n} \sum_{i=1}^{n}\left\langle x_{j}, x_{i}\right\rangle=\sum_{j=1}^{n}\left\langle x_{j}, x_{j}\right\rangle=\sum_{j=1}^{n}\left\|x_{j}\right\|^{2}
$$

This theorem has a counterpart for orthogonal sets that are not finite, but its meaning will require some explanation. What should we mean by the sum of the elements in an arbitrary subset $\mathcal{A}$ in $X$ ? If $\mathcal{A}$ is finite, we know what is meant. For an infinite set, we shall say that the sum of the elements of $\mathcal{A}$ is $s$ if and only if the following is true: For each positive $\epsilon$ there exists a finite subset $\mathcal{A}_{0}$ of $\mathcal{A}$ such that for every larger finite subset $F$ we have

$$
\left|\sum\{x: x \in F\}-s\right|<\epsilon
$$

When we say "larger set" we mean only that $\mathcal{A}_{0} \subset F \subset \mathcal{A}$. Notice that the definition employs only finite subsets of $\mathcal{A}$. For the reader who knows all about
"nets," "generalized sequences," or "Moore-Smith convergence," we remark that what is going on here is this: We partially order the finite subsets of $\mathcal{A}$ by inclusion. With each finite subset $F$ of $\mathcal{A}$ we associate the sum $S(F)$ of all the elements in $F$. Then $S$ is a net (i.e., a function on a directed set). The limit of this net, if it exists, is the sum $s$ of all the elements of $\mathcal{A}$. To be more precise, it is often called the unordered sum over $A$.

When dealing with an orthogonal indexed set of elements $\left[x_{i}\right]$ in an innerproduct space, we always assume that $x_{i} \neq x_{j}$ if $i \neq j$. This assumption allows us to write $x_{i} \perp x_{j}$ when $i \neq j$.

Theorem 2. The General Pythagorean Law. Let $\left[x_{j}\right]$ be an orthogonal sequence in a Hilbert space. The series $\sum x_{j}$ converges if and only if $\sum\left\|x_{j}\right\|^{2}<\infty$. If $\sum\left\|x_{j}\right\|^{2}=\lambda<\infty$, then $\left\|\sum x_{j}\right\|^{2}=\lambda$, and the sum $\sum x_{j}$ is independent of the ordering of the terms.

Proof. Put $S_{n}=\sum_{1}^{n} x_{j}$ and $s_{n}=\sum_{1}^{n}\left\|x_{j}\right\|^{2}$.
By the finite version of the Pythagorean Law, we have (for $m>n$ )

$$
\left\|S_{m}-S_{n}\right\|^{2}=\left\|\sum_{n+1}^{m} x_{j}\right\|^{2}=\sum_{n+1}^{m}\left\|x_{j}\right\|^{2}=\left|s_{m}-s_{n}\right|
$$

Hence [ $S_{n}$ ] is a Cauchy sequence in $X$ if and only if $\left[s_{n}\right.$ ] is a Cauchy sequence in $\mathbb{R}$. This establishes the first assertion in the theorem.

Now assume that $\lambda<\infty$. By the Pythagorean Law, $\left\|S_{n}\right\|^{2}=s_{n}$, and hence in the limit we have $\left\|\sum x_{j}\right\|^{2}=\lambda$. Let $u$ be a rearrangement of the original series, say $u=\sum x_{k_{j}}$. Let $U_{n}=\sum_{1}^{n} x_{k_{j}}$. By the theory of absolutely convergent series in $\mathbb{R}$, we have $\sum\left\|x_{k_{j}}\right\|^{2}=\lambda$. Hence, by our previous analysis, $U_{n} \rightarrow u$ and $\|u\|^{2}=\lambda$. Now compute

$$
\left\langle U_{n}, S_{m}\right\rangle=\left\langle\sum_{j=1}^{n} x_{k_{j}}, \sum_{i=1}^{m} x_{i}\right\rangle=\sum_{j=1}^{n} \sum_{i=1}^{m}\left\|x_{i}\right\|^{2} \delta_{i k_{j}}
$$

We let $n \rightarrow \infty$ to get $\left\langle u, S_{m}\right\rangle=\sum_{i=1}^{m}\left\|x_{i}\right\|^{2}$. Then let $m \rightarrow \infty$ to get $\langle u, x\rangle=\lambda$, where $x=\lim S_{m}$. It follows that $x=u$, because

$$
\|x-u\|^{2}=\|x\|^{2}-2 \mathcal{R}\langle x, u\rangle+\|u\|^{2}=\lambda-2 \lambda+\lambda=0
$$

Definition. A set $U$ in an inner-product space is said to be orthonormal if each element has norm 1 and if $\langle u, v\rangle=0$ when $u, v \in U$ and $u \neq v$. If the set $U$ is indexed in a one-to-one manner so that $U=\left[u_{i}: i \in I\right]$, then the condition of orthonormality is simply $\left\langle u_{i}, u_{j}\right\rangle=\delta_{i j}$, where, as usual, $\delta_{i j}$ is 1 when $i=j$ and is 0 otherwise. If an indexed set is asserted to be orthonormal, we shall always assume that the indexing is one-to-one, and that the equation just mentioned applies.

If $\left[v_{i}: i \in I\right]$ is an orthogonal set of nonzero vectors, then $\left[v_{i} /\left\|v_{i}\right\|: i \in I\right]$ is an orthonormal set.

Theorem 3. If $\left[y_{1}, y_{2}, \ldots, y_{n}\right]$ is an orthonormal set in an innerproduct space, and if $Y$ is the linear span of $\left\{y_{i}: 1 \leqslant i \leqslant n\right\}$, then for any $x$, the point in $Y$ closest to $x$ is $\sum_{i=1}^{n}\left\langle x, y_{i}\right\rangle y_{i}$.

Proof. Let $y=\sum_{i=1}^{n}\left\langle x, y_{i}\right\rangle y_{i}$. By Theorem 3 in Section 2.1, page 65, it suffices to verify that $x-y \perp Y$. For this it is enough to verify that $x-y$ is orthogonal to each basis vector $y_{k}$. We have

$$
\begin{aligned}
\left\langle x-y, y_{k}\right\rangle & =\left\langle x, y_{k}\right\rangle-\left\langle\sum_{i}\left\langle x, y_{i}\right\rangle y_{i}, y_{k}\right\rangle=\left\langle x, y_{k}\right\rangle-\sum_{i}\left\langle x, y_{i}\right\rangle\left\langle y_{i}, y_{k}\right\rangle \\
& =\left\langle x, y_{k}\right\rangle-\sum_{i}\left\langle x, y_{i}\right\rangle \delta_{i k}=\left\langle x, y_{k}\right\rangle-\left\langle x, y_{k}\right\rangle=0 .
\end{aligned}
$$

The vector $y$ in the above proof is called the orthogonal projection of $x$ onto $Y$. The coefficients $\left\langle x, y_{i}\right\rangle$ are called the (generalized) Fourier coefficients of $x$ with respect to the given orthonormal system. The operator that produces $y$ from $x$ is called an orthogonal projection or an orthogonal projector. Look ahead to Theorem 7 for a further discussion.

Corollary 1. If $x$ is a point in the linear span of an orthonormal set $\left[y_{1}, y_{2}, \ldots, y_{n}\right]$ then $x=\sum_{i=1}^{n}\left\langle x, y_{i}\right\rangle y_{i}$.

Theorem 4. Bessel's Inequality. If $\left[u_{i}: i \in I\right]$ is an orthonormal system in an inner-product space, then for every $x$,

$$
\sum\left|\left\langle x, u_{i}\right\rangle\right|^{2} \leqslant\|x\|^{2}
$$

Proof. For $j$ ranging over a finite subset $J$ of $I$, let $y=\sum\left\langle x, u_{j}\right\rangle u_{j}$. This vector $y$ is the orthogonal projection of $x$ onto the subspace $U=\operatorname{span}\left[u_{j}: j \in J\right]$. By Theorem 3, $x-y \perp U$. Hence by the Pythagorean Law
$\|x\|^{2}=\|(x-y)+y\|^{2}=\|x-y\|^{2}+\|y\|^{2} \geqslant\|y\|^{2}=\sum\left\|\left\langle x, u_{j}\right\rangle u_{j}\right\|^{2}=\sum\left|\left\langle x, u_{j}\right\rangle\right|^{2}$
This proves our result for any finite set of indices. The result for $I$ itself now follows from Problem 4.

Corollary 2. If $\left[u_{1}, u_{2}, \ldots\right]$ is an orthonormal sequence in an inner-product space, then for each $x, \lim _{n \rightarrow+\infty}\left\langle x, u_{n}\right\rangle=0$.

Corollary 3. If $\left\{u_{i}: i \in I\right\}$ is an orthonormal system, then for each $x$ at most a countable number of the Fourier coefficients $\left\langle x, u_{i}\right\rangle$ are nonzero.

Proof. Fixing $x$, put $J_{n}=\left\{i \in I:\left|\left\langle x, u_{i}\right\rangle\right|>1 / n\right\}$. By the Bessel Inequality,

$$
\|x\|^{2} \geqslant \sum_{j \in J_{n}}\left|\left\langle x, u_{j}\right\rangle\right|^{2} \geqslant \sum_{j \in J_{n}} 1 / n^{2}=\left(\# J_{n}\right) / n^{2}
$$

Hence $J_{n}$ is a finite set. Since

$$
\left\{i:\left\langle x, u_{i}\right\rangle \neq 0\right\}=\bigcup_{n=1}^{\infty} J_{n}
$$

we see that this set must be countable, it being a union of countably many finite sets.

Let $X$ be any inner-product space. An orthonormal basis for $X$ is any maximal orthonormal set in $X$. It is also called an "orthonormal base." In this context, "maximal" means not properly contained in another orthonormal set. In other words, it is a maximal element in the partially ordered family of all orthonormal sets, when the partial order is set inclusion, C. (Refer to Section 1.6 , page 31 , for a discussion of partially ordered sets.)

## Theorem 5. Every nontrivial inner-product space has an orthonormal basis.

Proof. Call the space $X$. Since it is not 0 , it contains a nonzero vector $x$. The set consisting solely of $x /\|x\|$ is orthonormal. Now order the family of all orthonormal subsets of $X$ in the natural way (by inclusion). In order to use Zorn's Lemma, one must verify that each chain of orthonormal sets has an upper bound. Let $\mathcal{C}$ be such a chain, and put $A^{*}=\bigcup\{A: A \in \mathcal{C}\}$. It is obvious that $A^{*}$ is an upper bound for $\mathcal{C}$, but is $A^{*}$ orthonormal? Take $x$ and $y$ in $A^{*}$ such that $x \neq y$. Say $x \in A_{1} \in \mathcal{C}$ and $y \in A_{2} \in \mathcal{C}$. Since $\mathcal{C}$ is a chain, either $A_{1} \subset A_{2}$ or $A_{2} \subset A_{1}$. Suppose the latter. Then $x, y \in A_{1}$. Since $A_{1}$ is orthonormal, $\langle x, y\rangle=0$. Obviously, $\|x\|=1$. Hence $A^{*}$ is orthonormal.

Theorem 6. The Orthonormal Basis Theorem. For an orthonormal family $\left[u_{i}\right]$ (not necessarily finite or countable) in a Hilbert space $X$, the following properties are equivalent:
a. $\left[u_{i}\right]$ is an orthonormal basis for $X$.
b. If $x \in X$ and $x \perp u_{i}$ for all $i$, then $x=0$.
c. For each $x \in X, x=\sum\left\langle x, u_{i}\right\rangle u_{i}$.
d. For each $x$ and $y$ in $X,\langle x, y\rangle=\sum\left\langle x, u_{i}\right\rangle \overline{\left\langle y, u_{i}\right\rangle}$.
e. For each $x$ in $X,\|x\|^{2}=\sum\left|\left\langle x, u_{i}\right\rangle\right|^{2}$. (Parseval Identity)

Proof. To prove that $\mathbf{a}$ implies $\mathbf{b}$, suppose that $\mathbf{b}$ is false. Let $x \neq 0$ and $x \perp u_{i}$ for all $i$. Adjoin $x /\|x\|$ to the family $\left[u_{i}\right]$ to get a larger orthonormal family. Thus the original family is not maximal and is not a basis.

To prove that $\mathbf{b}$ implies $\mathbf{c}$, assume $\mathbf{b}$ and let $x$ be any point in $X$. Let $y=\sum\left\langle x, u_{i}\right\rangle u_{i}$. By Bessel's inequality (Theorem 4), we have

$$
\sum\left\|\left\langle x, u_{i}\right\rangle u_{i}\right\|^{2}=\sum \mid\left\langle x, u_{i}\right\rangle\left\|^{2} \leqslant\right\| x \|^{2}
$$

By Theorem 2, the series defining $y$ converges. (Here the completeness of $X$ is needed.) Then straightforward calculation (as in the proof of Theorem 3) shows that $x-y \perp u_{i}$ for all $i$. By $\mathrm{b}, x-y=0$.

To prove that $\mathbf{c}$ implies $\mathbf{d}$, assume $\mathbf{c}$ and write

$$
x=\sum\left\langle x, u_{i}\right\rangle u_{i} \quad y==\sum\left\langle y, u_{i}\right\rangle u_{i}
$$

Straightforward calculation then yields $\langle x, y\rangle=\sum\left(x, u_{i}\right) \overline{\left(y, u_{i}\right)}$.
To prove that $\mathbf{d}$ implies $\mathbf{e}$, assume $\mathbf{d}$ and let $y=x$ in $\mathbf{d}$. The result is the assertion in $\mathbf{e}$.

To prove that $\mathbf{e}$ implies $\mathbf{a}$, suppose that $\mathbf{a}$ is false. Then $\left[u_{i}\right]$ is not a maximal orthonormal set. Adjoin a new element, $x$, to obtain a larger orthonormal set. Then $1=\|x\|^{2} \neq \sum\left|\left(x, u_{i}\right)\right|^{2}=0$, showing that $\mathbf{e}$ is false.

Example 1. One orthonormal basis in $\ell^{2}$ is obtained by defining $u_{n}(j)=\delta_{n j}$. Thus

$$
u_{1}=[1,0,0, \ldots], \quad u_{2}=[0,1,0, \ldots], \text { etc. }
$$

To see that this is actually an orthonormal base, use the preceding theorem, in particular the equivalence of $\mathbf{a}$ and $\mathbf{b}$. Suppose $x \in \ell^{2}$ and $\left\langle x, u_{n}\right\rangle=0$ for all $n$. Then $x(n)=0$ for all $n$, and $x=0$.

Example 2. An orthonormal basis for $L^{2}[0,1]$ is provided by the functions $u_{n}(t)=e^{2 \pi i n t}$, where $n \in \mathbb{Z}$. One verifies the orthonormality by computing the appropriate integrals. To show that $\left[u_{n}\right]$ is a base, we use Part $\mathbf{b}$ of Theorem 6. Let $x \in L^{2}[0,1]$ and $x \neq 0$. It is to be shown that $\left\langle x, u_{n}\right) \neq 0$ for some $n$. Since the set of continuous functions is dense in $L^{2}$, there is a continuous $y$ such that $\|x-y\|<\|x\| / 5$. Then $\|y\| \geqslant\|x\|-\|x-y\|>\frac{4}{5}\|x\|$. By the Weierstrass Approximation Theorem, the linear span of $\left[u_{n}\right]$ is dense in the space $C[0,1]$, furnished with the supremum norm. Select a linear combination $p$ of $\left[u_{n}\right]$ such that $\|p-y\|_{\infty}<\|x\| / 5$. Then $\|p-y\|<\|x\| / 5$. Hence $\|p\|>\|y\|-\|y-p\|>$ $\frac{3}{5}\|x\|$. Then

$$
\begin{aligned}
|\langle x, p\rangle| & \geqslant|\langle p, p\rangle|-|(y-p, p\rangle|-|\langle x-y, p)| \\
& \geqslant\|p\|^{2}-\|y-p\|\|p\|-\|x-y\|\|p\|>0
\end{aligned}
$$

Thus it is not possible to have $\left(x, u_{n}\right)=0$ for all $n$.
Recall that we have defined the orthogonal projection of a Hilbert space $X$ onto a closed subspace $Y$ to be the mapping $P$ such that for each $x \in X, P x$ is the point of $Y$ closest to $x$.

Theorem 7. The Orthogonal Projection Theorem. The orthogonal projection $P$ of a Hilbert space $X$ onto a closed subspace $Y$ has these properties:
a. It is well-defined; i.e., $P x$ exists and is unique in $Y$.
b. It is surjective, i.e., $P(X)=Y$.
c. It is linear.
d. If $Y$ is not 0 (the zero subspace), then $\|P\|=1$.
e. $x-P x \perp Y$ for all $x$.
f. $P$ is Hermitian; i.e., $\langle P x, w\rangle=\langle x, P w\rangle$ for all $x$ and $w$.
g. If $\left[y_{i}\right]$ is an orthonormal basis for $Y$, then $P x=\sum\left(x, y_{i}\right) y_{i}$.
h. $P$ is idempotent; i.e., $P^{2}=P$.
i. $P y=y$ for all $y \in Y$. Thus $P \mid Y=I_{\gamma}$.
j. $\|x\|^{2}=\|P x\|^{2}+\|x-P x\|^{2}$.

Proof. This is left to the problems.
The Gram-Schmidt process, familiar from the study of linear algebra, is an algorithm for producing orthonormal bases. It is a recursive process that can be applied to any linearly independent sequence in an inner-product space, and it yields an orthonormal sequence, as described in the next theorem.

Theorem 8. The Gram-Schmidt Construction. Let [ $v_{1}, v_{2}, v_{3}, \ldots$ ] be a linearly independent sequence in an inner product space. Having set $u_{1}=v_{1} /\left\|v_{1}\right\|$, define recursively

$$
u_{n}=\frac{v_{n}-\sum_{i=1}^{n-1}\left(v_{n}, u_{i}\right) u_{i}}{\left\|v_{n}-\sum_{i=1}^{n-1}\left(v_{n}, u_{i}\right) u_{i}\right\|} \quad n=2,3, \ldots
$$

Then $\left[u_{1}, u_{2}, u_{3}, \ldots\right]$ is an orthonormal sequence, and for each $n$, $\operatorname{span}\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}=\operatorname{span}\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$.

Notice that in the equation describing this algorithm there is a normalization process: the dividing of a vector by its norm to produce a new vector pointing in the same direction but having unit length. The other action being carried out is the subtraction from the vector $v_{n}$ of its projection on the linear span of the orthonormal set presently available, $u_{1}, u_{2}, \ldots, u_{n-1}$. This action is obeying the equation in Theorem 3, and it produces a vector that is orthogonal to the linear span just described. These remarks should make the formulas easy to derive or remember.

Example 3. (A nonseparable inner-product space). A normed linear space (or any topological space) is said to be separable if it contains a countable dense set. If an inner-product space is nonseparable, it cannot have a countable orthonormal base. For an example, we consider the uncountable faınily of functions $u_{\lambda}(t)=e^{i \lambda t}$, where $t \in \mathbb{R}$ and $\lambda \in \mathbb{R}$. This family of functions is linearly independent (Problem 5), and is therefore a Hamel basis for a linear space $X$. We introduce an inner product in $X$ by defining the inner product of two elements in the Hamel base:

$$
\left\langle u_{\lambda}, u_{\sigma}\right\rangle=\delta_{\lambda \sigma}= \begin{cases}1 & \lambda=\sigma \\ 0 & \lambda \neq \sigma\end{cases}
$$

This is the value that arises in the following integration:

$$
\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} u_{\lambda}(t) \overline{u_{\sigma}(t)} d t=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} e^{i(\lambda-\sigma) t} d t
$$

If $\lambda=\sigma$, this calculation produces the result 1 . If $\lambda \neq \sigma$, we get 0 . Elements of $X$ have the property of almost periodicity. (See Problem 1.)
Example 4. (Other abstract Hilbert spaces). A higher level of abstraction can be used to generate further inner product spaces and Hilbert spaces. Let us create at one stroke a Hilbert space of any given dimension. Let $S$ be any set. The notation $\mathbb{C}^{S}$ denotes the family of all functions from $S$ to the field $\mathbb{C}$. This set of functions has a natural linear structure, for if $x$ and $y$ belong to $\mathbb{C}^{S}, x+y$ can be defined by

$$
(x+y)(s)=x(s)+y(s)
$$

A similar equation defines $\lambda x$ for $\lambda \in \mathbb{C}$. Within $\mathbb{C}^{S}$ we single out the subspace $X$ of all $x \in \mathbb{C}^{S}$ such that

$$
\begin{equation*}
\sum\left[|x(s)|^{2}: s \in S\right]<\infty \tag{1}
\end{equation*}
$$

(Here we are using the notion of unordered sum as defined previously.) This construction is familiar in certain cases. For example, if $S=\{1,2, \ldots, n\}$, then the space $X$ just constructed is the familiar space $\mathbb{C}^{n}$. On the other hand, if $S=\mathbb{N}$, then $X$ is the familiar space $\ell^{2}$. In the space $X$, addition and scalar multiplication are already defined, since $X \subset \mathbb{C}^{S}$. Naturally, we define the inner product by

$$
\begin{equation*}
\langle x, y\rangle=\sum[x(s) \overline{y(s)}: s \in S] \tag{2}
\end{equation*}
$$

Much of what we are doing here loses its mystery when we recall (from the Corollary to Theorem 4) that the sums in Equations (1) and (2) are always countable. The space discussed here is denoted by $\ell^{2}(S)$.

Example 5. (Legendre polynomials.) An important example of an orthonormal basis is provided by the Legendre polynomials. We consider the space $C[-1,1]$ and use the simple inner product

$$
\langle f, g\rangle=\int_{-1}^{1} f(t) g(t) d t
$$

Now apply the Gram-Schmidt process to the monomials $t \mapsto 1, t, t^{2}, t^{3}, \ldots$ The un-normalized polynomials that result can be described recursively, using the classical notation $P_{n}$ :

$$
\begin{gathered}
P_{0}(t)=1 \quad P_{1}(t)=t \\
P_{n}(t)=\frac{2 n-1}{n} t P_{n-1}(t)-\frac{n-1}{n} P_{n-2}(t) \quad(n=2,3, \ldots)
\end{gathered}
$$

The orthonormal system is, of course, $p_{n}=P_{n} /\left\|P_{n}\right\|$. The completion of the space $C^{\prime}[-1,1]$ with respect to the norm induced by the inner product is the space $L^{2}[-1,1]$. Every function $f$ in this space is represented in the $L^{2}-$ sense by the series

$$
f=\sum_{k=0}^{\infty}\left\langle f, p_{k}\right\rangle p_{k}
$$

We should be very cautious about writing

$$
f(t)=\sum_{k=0}^{\infty}\left(f, p_{k}\right) p_{k}(t)
$$

because, in the first place, $f(t)$ is meaningless for an element $f \in L^{2}[-1,1]$. In this context, $f$ stands for an equivalence class of functions that differ from each other on sets of measure zero. In the second place, such an equation would seem to imply a pointwise convergence of the series, and that is questionable, if not false. Without more knowledge about the expansion of $f$ in Legendre polynomials, we can write only

$$
\int_{-1}^{1}\left[f(t)-\sum_{k=1}^{n}\left\langle f, p_{k}\right\rangle p_{k}(t)\right]^{2} d t \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Consult [Davis] or [Sz] for the conditions on $f$ that guarantee uniform convergence of the series to $f$.

## Problems 2.2

1. A function $f: \mathbb{R} \rightarrow \mathbb{C}$ is said to be almost periodic if for every $\varepsilon>0$ there is an $\ell>0$ such that each interval of length $\ell$ contains a number $\tau$ for which

$$
\sup _{s \in \mathbb{R}}|f(s+\tau)-f(s)|<\varepsilon
$$

Prove that every periodic function is almost periodic, and that the sum of two almost periodic functions is almost periodic. Refer to [Bes] and [Tay2] for further information.
2. Prove Theorem 7.
3. Prove Theorem 8. (Theorem 7 will help.)
4. Let $x: I \rightarrow \mathbb{R}_{+}$, where $I$ is some index set. Suppose that there is a number $M$ such that $\sum\left[x_{j}: j \in J\right] \leqslant M$ for every finite subset $J$ in $I$. Prove that $\sum\left[x_{i}: i \in I\right]$ exists and does not exceed $M$. What happens if we drop the hypothesis $x_{j} \geqslant 0$ ?
5. Prove that the set of functions $\left\{u_{\lambda}: \lambda \in \mathbb{R}\right\}$, defined in Example 3, is linearly independent.
6. Using the inner product

$$
(x, y)=\int_{-1}^{1} x(t) y(t) d t
$$

construct an orthonormal set $\left\{u_{0}, u_{1}, u_{2}, u_{3}\right\}$ where (for each $j$ ) $u_{j}$ is a polynomial of degree at most $j$. (One can apply the Gram-Schmidt process to the functions $v_{j}(t)=t^{j}$.)
7. Prove that the functions $u_{n}(t)=e^{i n t}(n=0, \pm 1, \pm 2, \ldots)$ form an orthonormal system with respect to the inner product

$$
(x, y)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} x(t) \overline{y(t)} d t
$$

8. Prove that the functions

$$
u_{n}(t)= \begin{cases}\cos n t & n=-1,-2,-3, \ldots \\ \sin n t & n=1,2,3, \ldots \\ 1 / \sqrt{2} & n=0\end{cases}
$$

form an orthonormal system with respect to the inner product

$$
\langle x, y\rangle=\frac{1}{\pi} \int_{-\pi}^{\pi} x(t) y(t) d t
$$

9. Prove that the Chebyshev polynomials

$$
T_{n}(t)=\cos (n \operatorname{Arccos} t) \quad(-1 \leqslant t \leqslant 1 ; n=0,1,2, \ldots)
$$

form an orthogonal system with respect to the inner product

$$
\langle x, y\rangle=\int_{-1}^{1} x(t) y(t)\left(1-t^{2}\right)^{-1 / 2} d t
$$

What is the corresponding orthonormal system? Hint: Make a change of variable $t=$ $\cos \theta$ and apply Problem 8.
10. Let $v_{1}, v_{2}, \ldots$ be a sequence in a Hilbert space $X$ such that $\operatorname{span}\left\{v_{1}, v_{2}, \ldots\right\}=X$. Show that $X$ is finite dimensional.
11. Prove that any orthonormal set in an inner product space can be enlarged to form an orthonormal basis.
12. Let $D$ be the open unit disk in the complex plane. The space $H^{2}(D)$ is defined to be the space of functions $f$ analytic in $D$ and satisfying $\int_{D}|f(z)|^{2} d z<\infty$. In $H^{2}(D)$ we define $\langle f, g\rangle=\int_{D} f(z) \overline{g(z)} d z$. Prove that the functions $u_{n}(z\rangle=z^{n}(n=0,1,2, \ldots)$ form an orthogonal system in $H^{2}(D)$. What is the corresponding orthonormal sequence?
13. If $0<\alpha<\beta$, which of these implies the other?
(a) $\sum\left\|x_{n}\right\|^{\alpha}<\infty$,
(b) $\sum\left\|x_{n}\right\|^{\beta}<\infty$.
14. Prove that if $\left\{v_{1}, v_{2}, \ldots\right\}$ is linearly independent, then an orthogonal system can be constructed from it by defining $u_{1}=v_{1}$ and

$$
u_{n}=v_{n}-\sum_{\jmath=1}^{n-1}\left(v_{n}, u,\right\rangle u_{\jmath} /\left\|u_{j}\right\|^{2} \quad n=2,3, \ldots
$$

15. Illustrate the process in Problem 14 with the four vectors $v_{0}, v_{1}, v_{2}, v_{3}$, where $v_{j}(t)=t^{j}$ and the inner product is defined by $\langle x, y\rangle=\int_{-1}^{1} x(t) y(t) d t$.
16. Let $\left[u_{i}: i \in J\right]$ be an orthonormal basis for a Hilbert space $X$. Let $\left[v_{i}: i \in J\right]$ be an orthonormal set satisfying $\sum_{i}\left\|u_{i}-v_{i}\right\|^{2}<1$. Show that $\left[v_{i}\right]$ is also a basis for $X$.
17. Where does the proof of Theorem 6 fail if $X$ is a $n$ incomplete inner-product space? Which equivalences remain true?
18. Prove that if $P$ is the orthogonal projection of a Hilbert space $X$ onto a closed subspace $Y$, then $I-P$ is the orthogonal projection of $X$ onto $Y^{\perp}$.
19. (Cf. Problem 12.) Let $\Gamma$ be the unit circle in the complex plane. For functions continuous on $\Gamma$ define $\langle f, g\rangle=-i \int_{\Gamma} f(z) \overline{g(z)} \bar{z} d z$. Prove that this is an inner product and that the functions $z^{\boldsymbol{n}}$ form an orthogonal family.
20. Prove that an orthogonal projection $P$ has the property that $(P x, x)=\|P x\|^{2}$ for all $x$.
21. Let $\left[u_{n}\right]$ be an orthonormal sequence in an inner product space. Let $\left[\alpha_{n}\right] \subset \mathbb{C}$ and $\sum_{n=1}^{\infty}\left|\alpha_{n}\right|^{2}<\infty$. Show that the sequence of vectors $y_{n}=\sum_{j=1}^{n} \alpha, u_{j}$ has the Cauchy property.
22. Let $\left[u_{1}, u_{2}, \ldots, u_{n}\right]$ be an orthonormal set in an inner product space $X$. What choice of coefficients $\lambda_{j}$ makes the expression $\left\|x-\sum_{j=1}^{n} \lambda_{j} u_{j}\right\|$ a minimum? Here $x$ is a prescribed point in $X$.
23. Define $p_{n}(t)=\frac{d^{n}}{d t^{n}}\left(t^{2}-1\right)^{n}$ for $n=0,1,2, \ldots$ Prove the orthogonality of $\left\{p_{n}: n \in \mathbb{N}\right\}$ with respect to the inner product $(x, y)=\int_{-1}^{1} x(t) y(t) d t$.
24. If $K$ is a closed convex set in a Hilbert space $X$, there is a well-defined map $P: X \rightarrow K$ such that $\|x-P x\|=\operatorname{dist}(x, K)$ for all $x$. Which properties $(a), \ldots,(j)$ in Theorem 7 does this mapping have? (Cf. Problem 2.1.39, page 70.)
25. Consider the real Hilbert space $X=L^{2}[-\pi, \pi]$, having its usual inner product, $(x, y)=$ $\int_{-\pi}^{\pi} x(t) y(t) d t$. Let $U$ be the subspace of even functions in $X$; these are functions such that $u(-t)=u(t)$. Let $V$ be the subspace of odd functions, $v(-t)=-v(t)$. Prove that $X=U+V$ and that $U \perp V$. Prove that the orthogonal projection of $X$ onto $U$ is given by $P x=u$, where $u(t)=\frac{1}{2}[x(t)+x(-t)]$. Find the orthogonal projection $Q: X \rightarrow V$. Give orthonormal bases for $U$ and $V$, and express $P$ and $Q$ in terms of them.
26. Let $\left[e_{n}\right.$ ] be an orthonormal sequence in a Hilbert space. Let $M$ be the linear span of this sequence. Prove that the closure of $M$ is

$$
\left\{\sum_{n=1}^{\infty} \alpha_{n} e_{n}: \sum_{n=1}^{\infty}\left|\alpha_{n}\right|^{2}<\infty\right\}
$$

27. Let $\left[e_{n}: n \in \mathbb{N}\right.$ ] be an orthonormal basis in a Hilbert space. Let $\left[\alpha_{n}\right]$ be a sequence in $\mathbb{C}$. What are the precise conditions under which we can solve the infinite system of equations $\left(x, e_{n}\right)=\alpha_{n}(n \in \mathbb{N})$ ?
28. Find orthonormal bases for the Hilbert spaces in Examples 3 and 4.
29. What are necessary and sufficient conditions in order that an orthogonal set be linearly independent?
30. A linear map $P$ is a projection if $P^{2}=P$. Prove that if $P$ is a projection defined on a Hilbert space and $\|P\|=1$, then $P$ is the orthogonal projection onto a subspace.
31. Let $\left[u_{n}: n \in \mathbb{N}\right]$ be an orthonormal sequence in a Hilbert space $X$. Define

$$
Y=\left\{\sum_{n=1}^{\infty} a_{n} u_{n}: \sum\left|a_{n}\right|^{2}<\infty\right\}
$$

Prove that the map $a \mapsto \sum a_{n} u_{n}$ is an isometry of $\ell^{2}$ onto $Y$. Prove that $Y$ is a closed subspace in $X$.
32. An indexed set $\left[u_{i}: i \in I \mid\right.$ in a Hilbert space is said to be stable if there exist positive constants $A$ and $B$ such that

$$
A \sum\left|a_{i}\right|^{2} \leqslant\left\|\sum a_{i} u_{i}\right\|^{2} \leqslant B \sum\left|a_{i}\right|^{2}
$$

whenever $a \in \ell^{2}(I)$. Prove that a stable family is linearly independent. Prove that every orthonormal family is stable.
33. (Continuation) Let $\left|u_{i}: i \in \mathbb{Z}\right|$ be an orthonormal family. Define $v_{i}=u_{i}+u_{i+1}$. Prove that $\left[v_{i}: i \in \mathbb{Z}\right]$ is stable. Generalize.
34. (Continuation) Let $\left[u_{i}: i \in I\right]$ be a stable family. Let $a: I \rightarrow \mathbb{C}$. Prove that these properties of $a$ are equivalent: (1) $\sum\left|a_{i}\right|^{2}<\infty$; (2) $\sum a_{i} u_{i}$ converges; (3) $\sum a_{i}\left(x, u_{i}\right)$ converges for each $x$ in the Hilbert space.
35. (Continuation) Let $\left[u_{i}: i \in I\right]$ be an indexed family of vectors of norm 1 in a Hilbert space. Prove that if $\sum_{i \neq j}\left|\left(u_{i}, u_{j}\right)\right|^{2}<1$, then the given family is stable.
36. (Continuation) Prove that if $\left\{u_{i}: i \in I\right\}$ is stable, then $\left\{\sum a_{i} u_{i}: a \in \ell^{2}(I)\right\}$ is a closed subspace.
37. Let $\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ be an ordered set in an inner-product space. Assume that it is orthogonal in this sense: If $x_{i} \neq x_{j}$, then $\left\langle x_{i}, x_{j}\right\rangle=0$. Show by an example that the Pythagorean law in Theorem 1 may fail.
38. (Direct sums of Hilbert spaces). For $n=1,2,3, \ldots$ let $X_{n}$ be a Hilbert space over the complex field. The direct sum of these spaces is denoted by $\bigoplus_{n=1}^{\infty} X_{n}$, and its elements are sequences $\left[x_{n}: n \in \mathbb{N}\right]$, where $x_{n} \in X_{n}$ and $\sum_{n=1}^{\infty}\left\|x_{n}\right\|^{2}<\infty$. Show how to make this space into a Hilbert space and prove the completeness.
39. This problem gives a pair of closed subspaces whose sum is not closed. Let $X$ be an infinite-dimensional Hilbert space, and let $\left\{u_{n}\right\}$ be an orthonormal sequence in $X$. Put

$$
v_{n}=u_{2 n} \quad w_{n}=u_{2 n+1} \quad z_{n}=\frac{1}{n} v_{n}+\frac{\sqrt{n^{2}-1}}{n} w_{n} \quad x_{0}=\sum_{n=1}^{\infty} \frac{1}{n} v_{n}
$$

Let $W$ and $Z$ denote the closed linear spaces generated by $\left\{w_{n}\right\}$ and $\left\{z_{n}\right\}$. Prove that
(1) All three sequences $\left\{v_{n}\right\},\left\{w_{n}\right\},\left\{z_{n}\right\}$ are orthonormal.
(2) The vector $x_{0}$ is well-defined; i.e., its series converges.
(3) The vector $x_{0}$ is in the closure of $W+Z$.
(4) If $z \in Z$, then $\left\langle z, v_{n}\right\rangle=\left\langle z, z_{n}\right\rangle / n$.
(5) If $w \in W$, then $\left\langle w, v_{n}\right\rangle=0$.
(6) If $x_{0}=w+z$, where $w \in W$ and $z \in Z$, then

$$
1=n\left(x_{0}, v_{n}\right\rangle=n\left(w+z, v_{n}\right)=\left\langle z, z_{n}\right\rangle \rightarrow 0
$$

This contradiction will show that $x_{0} \notin W+Z$.
40. Prove that an orthonormal set in a separable Hilbert space can have at most a countable number of elements. Hint: Consider the open balls of radius $\frac{1}{2}$ centered at the points in the orthonormal set.
41. Let $\left[u_{n}\right]$ be an orthonormal base in a Hilbert space. Define $v_{n}=2^{-1 / 2}\left(u_{2 n}+u_{2 n+1}\right)$. Prove that $\left[v_{n}\right]$ is orthonormal. Define another sequence $\left[w_{n}\right]$ by the same formula, except + is replaced by - . Show that the $v$-sequence and the $\boldsymbol{w}$-sequence together provide an orthonormal basis for the space.
42. Let $X$ and $Y$ be measure spaces, and $f \in L^{2}(X \times Y)$. Let $\left[u_{i}\right]$ be an orthonormal basis for $L^{2}(X)$. Prove that for suitable $v_{i} \in L^{2}(Y)$, we have $f(x, y)=\sum u_{i}(x) v_{i}(y)$.

### 2.3 Linear Functionals and Operators

Recall from Section 1.5, page 24, that a linear functional on a vector space $X$ is a mapping $\phi$ from $X$ into the scalar field such that for vectors $x, y$ and scalars $a, b$,

$$
\phi(a x+b y)=a \phi(x)+b \phi(y)
$$

If the space $X$ has a norm, and if

$$
\begin{equation*}
\sup _{\|x\|=1}|\phi(x)|<\infty \tag{1}
\end{equation*}
$$

we say that $\phi$ is bounded, and we denote by $\|\phi\|$ the supremum in the inequality (1). (Boundedness is equivalent to continuity, by Theorem 2 on page 25.)

The bounded linear functionals on a Hilbert space have a very simple form, as revealed in the following important result.

Theorem 1. Riesz Representation Theorem. Every continuous linear functional defined on a Hilbert space is of the form $x \mapsto\langle x, v\rangle$ for an appropriate vector $v$ that is uniquely determined by the given functional.

Proof. Let $X$ be the Hilbert space, and $\phi$ a continuous linear functional. Define $Y=\{x \in X: \phi(x)=0\}$. (This is the null space or kernel of $\phi$ ). If $Y=X$, then $\phi(x)=0$ for all $x$ and $\phi(x)=\langle x, 0\rangle$. If $Y \neq X$, then let $0 \neq u \in Y^{\perp}$. (Use Theorem 4 in Section 2.1, page 65.) We can assume that $\phi(u)=1$. Observe that $X=Y \oplus \mathbb{C} u$, because $x=x-\phi(x) u+\phi(x) u$, and $x-\phi(x) u \in Y$. Define $v=u /\|u\|^{2}$. Then

$$
\langle x, v\rangle=\langle x-\phi(x) u, v\rangle+\langle\phi(x) u, v\rangle=\phi(x)\langle u, v\rangle=\phi(x)(u, u\rangle /\|u\|^{2}=\phi(x)
$$

Example 1. Let $X$ be a finite-dimensional Hilbert space with a basis $\left[u_{1}, u_{2}, \ldots, u_{n}\right]$, not necessarily orthonormal. Each point $x$ of $X$ can be represented uniquely in the form $x=\sum_{j} \lambda_{j}(x) u_{j}$, and the $\lambda_{j}$ are continuous linear
functionals. (Refer to Corollary 2 in Section 1.5, page 26.) Hence by Theorem 1 there exist points $v_{j} \in X$ such that

$$
x=\sum_{j=1}^{n}\left\langle x, v_{j}\right\rangle u_{j} \quad x \in X
$$

Since $u_{i}=\sum_{j=1}^{n}\left\langle u_{i}, v_{j}\right\rangle u_{j}$, we must have $\left\langle u_{i}, v_{j}\right\rangle=\delta_{i j}$. In this situation, we say that the two sets $\left[u_{1}, u_{2}, \ldots, u_{n}\right]$ and $\left[v_{1}, v_{2}, \ldots, v_{n}\right]$ are mutually biorthogonal or that they form a biorthogonal pair. See [Brez].

Before reading further about linear operators on a Hilbert space, the reader may wish to review Section 1.5 (pages 24-30) concerning the theory of linear transformations acting between general normed linear spaces.

Example 2. The orthogonal projection $P$ of a Hilbert space $X$ onto a closed subspace $Y$ is a bounded linear operator from $X$ into $X$. Theorem 7 in Section 2.2 (page 74) indicates that $P$ has a number of endearing properties. For example, $\|P\|=1$.

Example 3. It is easy to create bounded linear operators on a Hilbert space $X$. Take any orthonormal system $\left[u_{i}\right]$ (it may be finite, countable, or uncountable), and define $A x=\sum_{i} \sum_{j} a_{i j}\left\langle x, u_{j}\right\rangle u_{i}$. If the coefficients $a_{i j}$ have the property $\sum_{i} \sum_{j}\left|a_{i j}\right|^{2}<\infty$, then $A$ will be continuous.

Theorem 2. Existence of Adjoints. If $A$ is a bounded linear operator on a Hilbert space $X$ (thus $A: X \rightarrow X$ ), then there is a uniquely defined bounded linear operator $A^{*}$ such that

$$
\langle A x, y\rangle=\left\langle x, A^{*} y\right\rangle \quad(x, y \in X)
$$

Furthermore, $\left\|A^{*}\right\|=\|A\|$.
Proof. For each fixed $y$, the mapping $x \mapsto\langle A x, y\rangle$ is a bounded linear functional on $X$ :

$$
\begin{aligned}
\langle A(\lambda x+\mu z), y\rangle & =\langle\lambda A x+\mu A z, y\rangle=\lambda\langle A x, y\rangle+\mu\langle A x, y\rangle \\
|(A x, y\rangle| & \leqslant\|A x\|\|y\| \leqslant\|A\|\|x\|\|y\|
\end{aligned}
$$

Hence by the Riesz Representation Theorem (Theorem 1 above) there is a unique vector $v$ such that $\langle A x, y\rangle=\langle x, v\rangle$. Since $v$ depends on $A$ and $y$, we are at liberty to denote it by $A^{*} y$. It remains to be seen whether the mapping $A^{*}$ thus defined is linear and bounded. We ask whether

$$
A^{*}(\lambda y+\mu z)=\lambda A^{*} y+\mu A^{*} z
$$

By the Lemma in Section 2.1, page 63, it would suffice to prove that for all $x$,

$$
\left\langle x, A^{*}(\lambda y+\mu z)\right\rangle=\left\langle x, \lambda A^{*} y+\mu A^{*} z\right\rangle
$$

For this it will be sufficient to prove

$$
\left\langle x, A^{*}(\lambda y+\mu z)\right\rangle=\bar{\lambda}\left(x, A^{*} y\right)+\bar{\mu}\left(x, A^{*} z\right)
$$

By the definition of $A^{*}$, this equation can be transformed to

$$
\langle A x, \lambda y+\mu z)=\bar{\lambda}(A x, y)+\bar{\mu}(A x, z)
$$

This we recognize as a correct equation, and the steps we took can be reversed.
For the boundedness of $A^{*}$ we use the lemma in Section 2.1 (page 63) and Problem 15 of this section (page 90) to write

$$
\begin{aligned}
\left\|A^{*}\right\| & =\sup _{\|y\|=1}\left\|A^{*} y\right\|=\sup _{\|y\|=1} \sup _{\|x\|=1}\left|\left\langle x, A^{*} y\right)\right| \\
& =\sup _{\|x\|=1} \sup _{\|y\|=1}|\langle A x, y)|=\sup _{\|x\|=1}\|A x\|=\|A\|
\end{aligned}
$$

The uniqueness of $A^{*}$ is left as a problem. (Problem 11, page 89)
The operator $A^{*}$ described in Theorem 2 is called the adjoint of $A$. For an operator $A$ on a Banach space $X, A^{*}$ is defined on $X^{*}$ by the equation $A^{*} \phi=\phi \circ A$. If $X$ is a Hilbert space, $X^{*}$ can be identified with $X$ by the Riesz Theorem: $\phi(x)=\langle x, y)$. Then $\left(A^{*} \phi\right)(x)=(\phi \circ A)(x)=\phi(A x)=\langle A x, y)$. Thus, the Hilbert space adjoint is almost the same, and no shame attaches to this innocent blurring of the distinction.

Example 4. Let an operator $T$ on $L^{2}(S)$ be defined by the equation

$$
(T x)(s)=\int_{S} k(s, t) x(t) d t
$$

Here, $S$ can be any measure space, as in Example 5, page 64. Assume that the kernel of this integral operator satisfies the inequality

$$
\int_{S} \int_{S}|k(s, t)|^{2} d t d s<\infty
$$

Then $T$ is bounded, and its adjoint is an integral operator of the same type, whose kernel is $(s, t) \mapsto \overline{k(t, s)}$. Such operators have other attractive properties. (See Theorem 5, below.) They are special cases of Hilbert-Schmidt operators, defined in Section 2.4, page 98.

If $A$ is a bounded linear operator such that $A=A^{*}$, we say that $A$ is selfadjoint. A related concept is that of being Hermitian. A linear map $A$ on an inner product space is said to be Hermitian if $\langle A x, y\rangle=\langle x, A y)$ for all $x$ and $y$. This definition does not presuppose the boundedness of $A$. However, the following theorem indicates that the Hermitian property (together with the completeness of the space) implies self-adjointness.

Theorem 3. If a linear map $A$ on a Hilbert space satisfies $\langle A x, y\rangle=$ $\langle x, A y\rangle$ for all $x$ and $y$, then $A$ is bounded and self-adjoint.

Proof. For each $y$ in the unit ball, define a functional $\phi_{y}$ by writing $\phi_{y}(x)=$ $\langle A x, y\rangle$. It is obvious that $\phi_{y}$ is linear, and we see also that it is bounded, since by the Cauchy-Schwarz inequality

$$
\left|\phi_{y}(x)\right|=|\langle A x, y\rangle|=|\langle x, A y\rangle| \leqslant\|x\|\|A y\|
$$

Notice also that by the Lemma in Section 2.1, page 63,

$$
\sup _{\|y\| \leqslant 1}\left|\varphi_{y}(x)\right|=\sup _{\|y\| \leqslant 1}|\langle A x, y)|=\|A x\|
$$

By the Uniform Boundedness Principle, (Section 1.7, page 42),

$$
\begin{aligned}
\infty>\sup _{\|y\| \leqslant 1}\left\|\phi_{y}\right\| & =\sup _{\|y\| \leqslant 1} \sup _{\|x\| \leqslant 1}\left|\phi_{y}(x)\right| \\
& =\sup _{\|x\| \leqslant 1\|y\| \leqslant 1} \sup _{\| y}\left|\langle A x, y) \| \phi_{y}(x)\right| \\
& =\sup _{\|x\| \leqslant 1} \sup _{\|y\| \leqslant 1}\left|\langle A x, y) \| \phi_{y}(x)\right| \\
& =\sup _{\|x\| \leqslant 1\|y\| \leqslant 1} \sup \left|\langle A x, y\rangle \| \phi_{y}(x)\right| \\
& =\sup _{\|x\| \leqslant 1} \sup _{\|y\| \leqslant 1}|\langle A x, y\rangle|=\sup _{\|x\| \leqslant 1}\|A x\|=\|A\|
\end{aligned}
$$

The equation $\langle A x, y\rangle=\langle x, A y\rangle=\left\langle x, A^{*} y\right\rangle$, together with the uniqueness of the adjoint, shows that $A=A^{*}$.

With any bounded linear transformation $A$ on an inner product space we can associate a quadratic form $x \mapsto\langle A x, x\rangle$. We define

$$
\|A\|=\sup _{\|x\|=1}|\langle A x, x\rangle|
$$

Lemma 1. Generalized Cauchy-Schwarz Inequality. If $A$ is a Hermitian operator, then

$$
|\langle A x, y\rangle| \leqslant\|A\|\|x\|\|y\|
$$

Proof. Consider these two elementary equations:

$$
\begin{aligned}
\langle A(x+y), x+y\rangle & =\langle A x, x\rangle+\langle A x, y\rangle+\langle A y, x\rangle+\langle A y, y\rangle \\
-\langle A(x-y), x-y\rangle & =-\langle A x, x\rangle+\langle A x, y\rangle+\langle A y, x\rangle-\langle A y, y\rangle
\end{aligned}
$$

By adding these equations and using the Hermitian property of $A$, we get

$$
\langle A(x+y), x+y\rangle-\langle A(x-y), x-y\rangle=4 \mathcal{R}\langle A x, y\rangle
$$

From the definition of $\|A\|$ and a homogeneity argument, we obtain

$$
\begin{equation*}
|(A x, x)| \leqslant\|A\|\|x\|^{2} \quad(x \in X) \tag{2}
\end{equation*}
$$

Using Equation (1), then (2), and finally the Parallelogram Law, we obtain

$$
\begin{aligned}
|4 \mathcal{R}(A x, y)| & =|\langle A(x+y), x+y\rangle-\langle A(x-y), x-y\rangle| \\
& \leqslant|\langle A(x+y), x+y\rangle|+|\langle A(x-y), x-y\rangle| \\
& \leqslant\|A\|\|x+y\|^{2}+\|A\|\|x-y\|^{2} \\
& =\|A\|\left(2\|x\|^{2}+2\|y\|^{2}\right)
\end{aligned}
$$

Letting $\|x\|=\|y\|=1$ in the preceding equation establishes that

$$
|\mathcal{R}(A x, y)| \leqslant\|A\| \quad(\|x\|=\|y\|=1)
$$

For a fixed pair $x, y$ we can select a complex number $\theta$ such that $|\theta|=1$ and $\theta\langle A x, y\rangle=|\langle A x, y\rangle|$. Then

$$
|\langle A x, y\rangle|=|\langle A(\theta x), y\rangle|=|\mathcal{R}\langle A(\theta x), y\rangle| \leqslant\|A\|
$$

By homogeneity, this suffices to prove the lemma.
Lemma 2. If $A$ is Hermitian, then $\|A\|=\|A\|$.
Proof. By the Cauchy-Schwarz inequality,

$$
\|A\|=\sup _{\|u\|=1}|(A u, u)| \leqslant \sup _{\|u\|=1}\|A u\|\|u\|=\sup _{\|u\|=1}\|A u\|=\|A\|
$$

For the reverse inequality, use the preceding lemma to write

$$
\begin{aligned}
\|A\| & =\sup _{\|x\|=1}\|A x\|=\sup _{\|x\|=1} \sup _{\|y\|=1}|\langle A x, y)| \\
& \leqslant \sup _{\|x\|=1} \sup _{\|y\|=1}\|A\|\|x\|\|y\|=\|A\|
\end{aligned}
$$

Definition. An operator $A$, mapping one normed linear space into another, is said to be compact if it maps the unit ball of the domain to a set whose closure is compact.

When we recall that a continuous operator is one that maps the unit ball to a bounded set, it becomes evident that compactness of an operator is stronger than continuity. It is certainly not equivalent if the spaces involved are infinite dimensional. For example, the identity map on an infinite-dimensional space is continuous but not compact.

Lemma 3. Every continuous linear operator (from one normed linear space into another) having finite-dimensional range is compact.

Proof. Let $A$ be such an operator, and let $\Sigma$ be the unit ball. Since $A$ is continuous, $A(\Sigma)$ is a bounded set in a finite-dimensional subspace, and its closure is compact, by Theorem 1 in Section 1.4, page 20.

Theorem 4. If $X$ and $Y$ are Banach spaces, then the set of compact operators in $\mathcal{L}(X, Y)$ is closed.

Proof. Let $\left[A_{n}\right]$ be a sequence of compact operators from $X$ to $Y$. Suppose that $\left\|A_{n}-A\right\| \rightarrow 0$. To prove that $A$ is compact, let $\left[x_{i}\right]$ be a sequence in the unit ball of $X$. We wish to find a convergent subsequence in $\left[A x_{i}\right]$. Since $A_{1}$ is compact, there is an increasing sequence $I_{1} \subset \mathbb{N}$ such that $\left[A_{1} x_{i}: i \in I_{1}\right]$ converges. Since $A_{2}$ is compact, there is an increasing sequence $I_{2} \subset I_{1}$ such that $\left[A_{2} x_{i}: i \in I_{2}\right]$ converges. Note that $\left[A_{1} x_{i}: i \in I_{2}\right]$ converges. Continue this process, and use Cantor's diagonal process. Thus we let $I$ be the sequence whose $i$ th member is the $i$ th member of $I_{i}$, for $i=1,2, \ldots$ By the construction, $\left[A_{n} x_{i}: i \in I\right]$ converges. To prove that $\left[A x_{i}: i \in I\right]$ converges, it suffices to show that it is a Cauchy sequence. This follows from the inequality

$$
\begin{aligned}
\left\|A x_{i}-A x_{j}\right\| & \leqslant\left\|A x_{i}-A_{n} x_{i}\right\|+\left\|A_{n} x_{i}-A_{n} x_{j}\right\|+\left\|A_{n} x_{j}-A x_{j}\right\| \\
& \leqslant\left\|A-A_{n}\right\|\left\|x_{i}\right\|+\left\|A_{n} x_{i}-A_{n} x_{j}\right\|+\left\|A_{n}-A\right\|\left\|x_{j}\right\|
\end{aligned}
$$

Theorem 5. Let $S$ be any measure space. In the space $L^{2}(S)$, consider the integral operator $T$ defined by the equation

$$
(T x)(s)=\int_{S} k(s, t) x(t) d t
$$

If the kernel $k$ belongs to the space $L^{2}(S \times S)$, then $T$ is a compact operator from $L^{2}(S)$ into $L^{2}(S)$.

Proof. Select an orthonormal basis $\left[u_{n}\right]$ for $L^{2}(S)$, and define $a_{n m}=$ $\left\langle T u_{m}, u_{n}\right)$. This is the "matrix" for $T$ relative to the chosen basis. In fact, we have for any $x$ in $L^{2}(S), x=\sum_{n}\left(x, u_{n}\right) u_{n}$, whence

$$
\begin{align*}
T x & =\sum_{n}\left\langle T x, u_{n}\right\rangle u_{n}=\sum_{n}\left\langle\sum_{m}\left(x, u_{m}\right) T u_{m}, u_{n}\right\rangle u_{n}  \tag{3}\\
& =\sum_{n}\left[\sum_{m} a_{n m}\left(x, u_{m}\right)\right] u_{n}
\end{align*}
$$

Using the notation $k_{s}$ for the univariate function $t \mapsto k(s, t)$, we have

$$
\begin{aligned}
\|k\|^{2} & =\iint|k(s, t)|^{2} d t d s=\int\left\|k_{s}\right\|^{2} d s=\int \sum_{n}\left|\left\langle k_{s}, u_{n}\right\rangle\right|^{2} d s \\
& =\int \sum_{n}\left|\int k_{s}(t) u_{n}(t) d t\right|^{2} d s=\int \sum_{n}\left|\left(T u_{n}\right)(s)\right|^{2} d s \\
& =\sum_{n} \int\left|\left(T u_{n}\right)(s)\right|^{2} d s=\sum_{n}\left\|T u_{n}\right\|^{2} \\
& =\sum_{n} \sum_{m}\left|\left\langle T u_{n}, u_{m}\right\rangle\right|^{2}=\sum_{n} \sum_{m}\left|a_{m n}\right|^{2} \\
& =\sum_{m=1}^{\infty} \beta_{m} \text { where } \beta_{m}=\sum_{n}\left|a_{m n}\right|^{2}
\end{aligned}
$$

Equation (3) suggests truncating the series that defines $T$ in order to obtain operators of finite rank that approximate $T$. Hence, we put

$$
T_{n} x=\sum_{i=1}^{n} \sum_{j=1}^{\infty} a_{i j}\left(x, u_{j}\right) u_{i}
$$

By subtraction,

$$
T x-T_{n} x=\sum_{i>n} \sum_{j=1}^{\infty} a_{i j}\left(x, u_{j}\right) u_{i}
$$

whence, by the Cauchy-Schwarz inequality (in $\ell^{2}$ !) and the Bessel inequality,

$$
\begin{aligned}
\left\|T x-T_{n} x\right\|^{2} & =\sum_{i>n}\left|\sum_{j=1}^{\infty} a_{i j}\left(x, u_{j}\right)\right|^{2} \leqslant \sum_{i>n} \sum_{j=1}^{\infty}\left|a_{i j}\right|^{2} \sum_{k=1}^{\infty}\left|\left\langle x, u_{k}\right\rangle\right|^{2} \\
& \leqslant\|x\|^{2} \sum_{i>n} \sum_{j=1}^{\infty}\left|a_{i j}\right|^{2}=\|x\|^{2} \sum_{i>n} \beta_{i}
\end{aligned}
$$

This shows that $\left\|T-T_{n}\right\| \rightarrow 0$. Since each $T_{n}$ is compact, so is the limit $T$, by Theorem 4.

Theorem 6. The null space of a bounded linear operator on a Hilbert space is the orthogonal complement of the range of its adjoint.

Proof. Let $A$ be the operator and $\mathcal{N}(A)$ its null space. Denote the range of $A^{*}$ by $\mathcal{R}\left(A^{*}\right)$. If $x \in \mathcal{N}(A)$ and $z$ is arbitrary, then

$$
\left\langle x, A^{*} z\right\rangle=\langle A x, z\rangle=\langle 0, z\rangle=0
$$

Hence $x \in \mathcal{R}\left(A^{*}\right)^{\perp}$ and. $\mathcal{N}(A) \subset \mathcal{R}\left(A^{*}\right)^{\perp}$. Conversely, if $x \in \mathcal{R}\left(A^{*}\right)^{\perp}$, then

$$
\langle A x, A x\rangle=\left\langle x, A^{*}(A x)\right\rangle=0
$$

whence $A x=0, x \in \mathcal{N}(A)$, and $\mathcal{R}\left(A^{*}\right)^{\perp} \subset \mathcal{N}(A)$.

Corollary. A Hermitian operator whose range is dense is injective (one-to-one).

A sequence $\left[x_{n}\right]$ in a Hilbert space is said to converge weakly to a point $x$ if, for all $y$,

$$
\left\langle x_{n}, y\right\rangle \rightarrow\langle x, y\rangle
$$

A convenient notation for this is $x_{n} \rightarrow x$. Notice that this definition is in complete harmony with the definition of weak convergence in an arbitrary normed linear space, as in Chapter 1, Section 9, (page 53). Of course, the Riesz Representation Theorem, proved earlier in this section (page 81), is needed to connect the two concepts.

Example 5. If $\left[u_{n}\right]$ is an orthonormal sequence, then $u_{n} \rightarrow 0$. This follows from Bessel's inequality,

$$
\sum\left|\left\langle u_{n}, y\right\rangle\right|^{2} \leqslant\|y\|^{2}
$$

which shows that $\left(u_{n}, y\right) \rightarrow 0$ for all $y$.
We say that a sequence $\left[x_{n}\right]$ in an inner-product space is a weakly Cauchy sequence if, for each $y$ in the space, the sequence $\left[\left(x_{n}, y\right)\right]$ has the Cauchy property in $\mathbb{C}$.

Lemma 4. A weakly Cauchy sequence in a Hilbert space is weakly convergent to a point in the Hilbert space.

Proof. Let $\left[x_{n}\right]$ be such a sequence. For each $y$, the sequence $\left[\left(y, x_{n}\right)\right]$ has the Cauchy property, and is therefore bounded in $\mathbb{C}$. The linear functionals $\phi_{n}$ defined by $\phi_{n}(y)=\left\langle y, x_{n}\right)$ have the property

$$
\sup _{n}\left|\phi_{n}(y)\right|<\infty \quad(y \in X)
$$

By the Uniform Boundedness Principle (Section 1.7, page 42), we infer that $\left\|\phi_{n}\right\| \leqslant M$ for some constant $M$. Since

$$
\left\|x_{n}\right\|=\sup _{\|y\|=1}\left|\left(y, x_{n}\right)\right|=\left\|\phi_{n}\right\| \leqslant M
$$

we conclude that $\left[x_{n}\right]$ is bounded. Put $\phi(y)=\lim _{n}\left(y, x_{n}\right)$. Then $\phi$ is a bounded linear functional on $X$. By the Riesz Representation Theorem, there is an $x$ for which $\phi(y)=\langle y, x)$. Hence $\lim _{n}\left(y, x_{n}\right)=\langle y, x)$ and $x_{n} \rightharpoonup x$.

Many problems in applied mathematics can be cast as solving a linear equation, $A x=b$. For our discussion here, $A$ can be any linear operator on a Hilbert space, $X$, and $b \in X$. Does the equation have a solution, and if it does, can we calculate it? The first question is the same as asking whether $b$ is in the range of $A$. Here is a basic theorem, called the "Fredholm Alternative." It is the Hilbert space version of the Closed Range Theorem in Section 1.8, page 50. Other theorems called the Fredholm Alternative occur in Section 7.5.

Theorem 7. Let $A$ be a continuous linear operator on a Hilbert space. If the range of $A$ is closed, then it is the orthogonal complement of the null space of $A^{*}$; in symbols,

$$
\mathcal{R}(A)=\left[\mathcal{N}\left(A^{*}\right)\right]^{\perp}
$$

Proof. This is similar to Theorem 6, and is therefore left to the problems. (Half of the theorem does not require the closed range.)

## Problems 2.3

1. Let $X$ be a Hilbert space and let $A: X \rightarrow X$ be a bounded linear operator. Let $\left[u_{i}: i \in I\right]$ be any orthonormal basis for $X$. (The index set may be uncountable.) Show that there exists a "matrix" (a function $\alpha$ on $I \times I$ ) such that for all $x, A x=\sum_{i} \sum_{j} \alpha_{i j}\left\langle x, u_{j}\right\rangle u_{i}$.
2. Adopt the hypotheses of Problem 1. Show that there exist vectors $v_{i}$ such that $A x=$ $\sum_{i}\left(x, v_{i}\right) u_{i}$. Show also that the vectors $v_{i}$ can be chosen so that $\left\|v_{i}\right\| \leqslant\|A\|$.
3. Let $\left[u_{n}\right]$ be an orthonormal sequence and let $A x=\sum \lambda_{n}\left(x, u_{n}\right) u_{n}$, where $\left[\lambda_{n}\right]$ is bounded. Prove that $A=A^{*}$ if and only if $\left[\lambda_{n}\right] \subset \mathbb{R}$.
4. Prove that a bounded linear transformation on a Hilbert space is completely determined by its values on an orthonormal basis. To what extent can these images be arbitrary?
5. Let $X$ be a complex Hilbert space. Let $A: X \rightarrow X$ be bounded and linear. Prove that if $A x \perp x$ for all $x$, then $A=0$. Show that this is not true for real Hilbert spaces.
6. Let $A$ be an operator on a Hilbert space having the form $A x=\sum \lambda_{n}\left(x, u_{n}\right) u_{n}$, where $\left[u_{n}\right]$ is an orthonormal sequence and $\left[\lambda_{n}\right]$ is a bounded sequence in $\mathbb{C}$. If $f$ is analytic on a domain containing $\left[\lambda_{n}\right]$, then we define $f(A)(x)$ to be $\sum f\left(\lambda_{n}\right)\left(x, u_{n}\right) u_{n}$. For the function $f(z)=e^{x}$ prove that $f(A+B)=f(A) f(B)$, provided that $A B=B A$.
7. Prove, without using the Hahn-Banach theorem, that a bounded linear functional defined on a closed subspace of a Hilbert space has an extension (of the same norm) to the whole Hilbert space.
8. Let $Y$ be a subspace (possibly not closed) in a Hilbert space $X$. Let $L$ be a linear map from $X$ to $Y$ such that $x-L x \perp Y$ for all $x \in X$. Prove that $L$ is continuous and idempotent. Prove that $Y$ is closed and that $L$ is the orthogonal projection of $X$ onto $Y$.
9. Let $A$ be a bounded linear operator mapping a Banach space $X$ into $X$. Prove that if

$$
\sum_{n=0}^{\infty}\left|c_{n}\right|\|A\|^{n}<\infty
$$

then $\sum_{n=0}^{\infty} c_{n} A^{n}$ is also a bounded linear operator from $X$ into $X$.
10. An operator $A$ whose adjoint has dense range is injective.
11. Prove the uniqueness of $A^{*}$ and that $A^{* *}=A$.
12. Prove the continuity assertion in Example 3.
13. Let $\left[e_{n}\right]$ be an orthonormal sequence, $\left[\lambda_{n}\right]$ a bounded sequence in $\mathbb{C}$, and $A x=$ $\sum \lambda_{n}\left(x, e_{n}\right) e_{n}$. Show that the operators defined by the partial sums $\sum_{1}^{n} \lambda_{k}\left(x, e_{k}\right) e_{k}$ need not converge (in operator norm) to $A$. Find the exact conditions on $\left[\lambda_{n}\right]$ for which this operator convergence is valid. Prove that if the partial sum operators converge to $A$, then $A$ is compact.
14. Let $X$ be a separable Hilbert space, and $\left[u_{n}\right]$ an orthonormal basis for $X$. Define $A$ : $X \rightarrow X$ by

$$
A x=\sum_{n=1}^{\infty} \frac{1}{n}\left\langle x, u_{n}\right) u_{n}
$$

Notice that $A$ is a compact Hermitian operator. Prove that the range of $A$ is the set

$$
\left\{y \in X: \sum_{n=1}^{\infty}\left|n\left\langle y, u_{n}\right)\right|^{2}<\infty\right\}
$$

Prove that the range of $A$ is not closed. Hint: Consider the vector $v=\sum_{n=1}^{\infty} u_{n} / n$.
15. Let $X$ and $Y^{\prime}$ be two arbitrary sets. For a function $f: X \times Y \rightarrow \mathbb{R}$, prove that

$$
\sup _{x \in X} \sup _{y \in Y} f(x, y)=\sup _{y \in Y} \sup _{x \in X} f(x, y)
$$

Show that this equation is not generally true if we replace $\sup _{x \in X}$ by $\inf _{x \in X}$ on both sides.
16. Prove that if $A_{n} \rightarrow A_{\mathrm{v}}$ then $A_{n}^{*} \rightarrow A^{*}$. (This is continuity of the map $A \mapsto A^{*}$.)
17. Prove that the range of a Hermitian operator is orthogonal to its kernel. Can this phenomenon occur for an operator that is not Hermitian?
18. Prove that for a Hermitian operator $A$, the function $x \mapsto \operatorname{dist}(x, \mathcal{R}(A))$ is a norm on $\operatorname{ker}(A)$. Here $\mathcal{R}(A)$ denotes the range of $A$.
19. Let $A$ be a bounded linear operator on a Hilbert space. Define $[x, y]=\langle A x, y)$. Which properties of an inner product does [,] have? What takes the place of the CauchySchwarz inequality? What additional assumptions must be made in order that $|$,$| be an$ inner product?
20. Give an example of a nontrivial operator $A$ on a real Hilbert space such that $A x \perp x$ for all $x$. You should be able to find an example in $\mathbb{R}^{2}$. Can you do it with a Hermitian operator? (Cf. Problem 5.)
21. Let [ $u_{n}$ ] be an orthonormal sequence in an inner product space. Let [ $\lambda_{n}$ ] be a sequence of scalars such that the series $\sum \lambda_{n} u_{n}$ converges. Prove that $\sum\left|\lambda_{n}\right|^{2}<\infty$.
22. Let $\left[u_{n}\right]$ be an orthonormal sequence in a Hilbert space. Let $A x=\sum_{n=1}^{\infty} \alpha_{n}\left(x, u_{n}\right) u_{n}$, where $\left[\alpha_{n}\right]$ is a bounded sequence in $\mathbb{C}$. Prove that $A$ is continuous. Prove that if $\left[\alpha_{n}\right]$ is a bounded sequence in $\mathbb{R}$, then $A$ is Hermitian. Prove that if $\left[\alpha_{n}\right]$ is a sequence in $\mathbb{C}$ such that $\sum\left|\alpha_{n}\right|^{2}<\infty$, then $A$ is compact. Suggestion: Use Lemma 3 and Theorem 4.
23. If $\left[u_{n}\right]$ is an orthonormal sequence and $A x=\sum \lambda_{n}\left\langle x, u_{n}\right) u_{n}$ where $\lambda_{n} \in \mathbb{C}$ and $\lambda_{n} f+0$, then $A$ is not compact.
24. Let $v$ be a point in a Hilbert space $X$. Define $\phi(x)=\langle x, v\rangle$ for all $x \in X$. Show that the mapping $T$ such that $T v=\phi$ is one-to-one, onto $X^{*}$, norm-preserving, and conjugate linear: $T\left(\alpha_{1} v_{1}+\alpha_{2} v_{2}\right)=\bar{\alpha}_{1} T v_{1}+\bar{\alpha}_{2} T v_{2}$.
25. Prove that if $X$ is an infinite-dimensional Hilbert space, then a compact operator on $X$ cannot be invertible.
26. Let $X$ be a Hilbert space. Let $A: X \rightarrow X$ be linear and let $B: X \rightarrow X$ be any map such that $\langle A x, y\rangle=\langle x, B y\rangle$ for all $x$ and $y$. Prove that $A$ is continuous, that $B$ is linear, and that $B$ is continuous.
27. Adopt the hypotheses of Problem 3, and prove that $\|A\| \leqslant \sup _{n}\left|\lambda_{n}\right|$.
28. Illustrate the Fredholm Alternative with this example. In a real Hilbert space, let $A$ be defined by the equation $A x=x-\lambda\langle v, x) w$, where $v$ and $w$ are prescribed elements of the space, and $\langle v, w) \neq 0$. The scalar $\lambda$ is arbitrary. What are $A^{*}, \mathcal{N}\left(A^{*}\right), \mathcal{R}(A)$ ? (The answers depend on the value of $\lambda$.)
29. Refer to Theorem 5, and assume that $S=[0,1]$. Prove that if the kernel $k$ is continuous, then $T x$ is continuous, for each $x$ in $L^{2}(S)$.
30. Let $A$ be a bounded linear operator on a Hilbert space, and let $\left[u_{n}\right]$ and [ $v_{n}$ ] be two orthonormal bases for the space. Prove that if $\sum_{n} \sum_{m}\left|\left(A u_{n}, v_{m}\right)\right|^{2}<\infty$, then $A$ is compact. Suggestion: Base the proof on Lemma 3 and Theorem 4. Write

$$
A x=\sum\left\langle x, u_{n}\right\rangle A u_{n}=\sum\left\langle x, u_{n}\right\rangle \sum\left\langle A u_{n}, v_{m}\right)
$$

31. Define the operator $T$ as in Theorem 5, page 86, and assume that

$$
c=\int_{S} \int_{S}|k(s, t)|^{2} d s d t<\infty
$$

Prove that if $\left[u_{n}\right]$ is an orthonormal sequence and if $T u_{n}=\lambda_{n} u_{n}$ for each $n$, then $\sum_{n}\left|\lambda_{n}\right|^{2} \leqslant c$.
32. Prove Theorem 7.
33. Prove the assertion made in Example 3.

### 2.4 Spectral Theory

In this section we shall study the structure of linear operators on a Hilbert space. Ideally, we would dissect an operator into a sum of simple operators or perhaps an infinite sum of simple operators. In the latter scenario, the terms of the series should decrease in magnitude in order to achieve convergence and to make feasible the truncation of the series for actual computation.

What qualifies as a "simple" operator? Certainly, we would call this one "simple": $Q x=\langle x, u\rangle v$, where $u$ and $v$ are two prescribed elements of the space. The range of $Q$ is the subspace generated by the single vector $v$. Thus, $Q$ is an operator of rank 1 (rank = dimension of range). We may assume that $\|v\|=1$, since we can compensate for this by redefining $u$. Every operator of rank one is of this form.

Another example of a simple operator (again of rank 1) is $T x=a\langle x, u\rangle u$. Notice that in defining the operator $T$ there is no loss of generality in assuming that $\|u\|=1$, because one can adjust the scalar $a$ to compensate. Next, having adopted this slight simplification, we notice that $T$ has the property $T u=a u$. Thus, $a$ is an eigenvalue of $T$ and $u$ is an accompanying eigenvector. From such primitive building blocks we can construct very general operators, such as

$$
L x=\sum_{j=1}^{\infty} a_{j}\left\langle x, u_{j}\right\rangle u_{j}
$$

This goal, of representing a given operator $L$ in the form shown, is beautifully achieved when the operator $L$ is compact and Hermitian. (These terms are defined later.) We even have the serendipitous bonus of orthonormality in the sequence $\left[u_{n}\right]$. Each $u_{n}$ will then be an eigenvector, since

$$
L u_{n}=\sum_{j=1}^{\infty} a_{j}\left\langle u_{n}, u_{j}\right\rangle u_{j}=a_{n} u_{n}
$$

Definition. An eigenvalue of an operator $A$ is a complex number $\lambda$ such that $A-\lambda I$ has a nontrivial null space. The set of all eigenvalues of $A$ is denoted here by $\Lambda(A)$. (Caution: $\Lambda(A)$ is defined differently in many books.)

If $X$ is a finite-dimensional space, and if $A: X \rightarrow X$ is a linear map, then $A$ certainly has some eigenvalues. To see that this is so, introduce a basis for $X$ so that $A$ can be identified with a square matrix. The following conditions on a complex number $\lambda$ are then equivalent:
(i) $A-\lambda I$ has a nontrivial null space
(ii) $A-\lambda I$ is singular
(iii) $\operatorname{det}(A-\lambda I)=0$ (det is the determinant function)

Since the $\operatorname{map} \lambda \mapsto \operatorname{det}(A-\lambda I)$ is a polynomial of degree $n$ (if $A$ is an $n \times n$ matrix), we see that there exist exactly $n$ eigenvalues, it being understood that each is counted a number of times equal to its multiplicity as a root of the polynomial. This argument obviously fails for an infinite-dimensional space. Indeed, an operator with no eigenvalues is readily at hand in Problem 1.

If $\lambda$ is an eigenvalue of an operator $A$, then any nontrivial solution of the equation $A x=\lambda x$ is called an eigenvector of $A$ belonging to the eigenvalue $\lambda$.

Lemma 1. If $A$ is a Hermitian operator on an inner-product space, then:
(1) All eigenvalues of $A$ are real.
(2) Any two eigenvectors of $A$ belonging to different eigenvalues are orthogonal to each other.
(3) The quadratic form $x \mapsto\langle A x, x\rangle$ is real-valued.

Proof. Let $A x=\lambda x, A y=\mu y, x \neq 0, y \neq 0, \lambda \neq \mu$. Then

$$
\lambda\langle x, x\rangle=\langle\lambda x, x\rangle=\langle A x, x\rangle=\langle x, A x\rangle=\langle x, \lambda x\rangle=\bar{\lambda}\langle x, x\rangle
$$

Thus $\lambda$ is real. To see that $\langle x, y\rangle=0$, use the fact that $\lambda$ and $\mu$ are real and write

$$
(\lambda-\mu)\langle x, y\rangle=\langle\lambda x, y\rangle-\langle x, \mu y\rangle=\langle A x, y\rangle-\langle x, A y\rangle=0
$$

For (3), note that $\langle A x, x\rangle=\overline{\langle x, A x\rangle}=\overline{\langle A x, x\rangle}$.
Lemma 2. A compact Hermitian operator $A$ on an inner-product space has at least one eigenvalue $\lambda$ such that $|\lambda|=\|A\|$.

Proof. Since the case $A=0$ is trivial, we assume that $A \neq 0$. Put $\|A\| \|=$ $\sup \{|\langle A x, x\rangle|:\|x\|=1\}$. By Lemma 2 in Section 2.3 (page 85), $\|A\|=\|A\|$. Take a sequence of points $x_{n}$ such that $\left\|x_{n}\right\|=1$ and $\lim \left|\left\langle A x_{n}, x_{n}\right\rangle\right|=\|A\|$. Since $A$ is compact, there is a sequence of integers $n_{1}, n_{2}, \ldots$ such that $\lim _{i} A x_{n_{i}}$ exists. Put $y=\lim _{i} A x_{n_{i}}$. Then $y \neq 0$ because $\left|\left\langle A x_{n_{i}}, x_{n_{i}}\right\rangle\right| \rightarrow\|A\| \neq 0$. By taking a further subsequence we can assume that the limit $\lambda=\lim \left\langle A x_{n_{i}}, x_{n_{i}}\right\rangle$ exists. By Lemma $1, \lambda$ is real. Then

$$
\left\|A x_{n_{i}}-\lambda x_{n_{i}}\right\|^{2}=\left\|A x_{n_{i}}\right\|^{2}-\lambda\left\langle A x_{n_{i}}, x_{n_{i}}\right\rangle-\lambda\left\langle x_{n_{i}}, A x_{n_{i}}\right\rangle+\lambda^{2}\left\|x_{n_{i}}\right\|^{2}
$$

Hence

$$
0 \leqslant \lim \left\|A x_{n_{i}}-\lambda x_{n_{i}}\right\|^{2}=\|y\|^{2}-\lambda^{2}-\lambda^{2}+\lambda^{2}=\|y\|^{2}-\lambda^{2}
$$

This proves that $|\lambda| \leqslant\|y\|$. On the other hand, from the above work we also have

$$
\|y\|=\lim \left\|A x_{n_{i}}\right\| \leqslant \lim \|A\|\left\|x_{n_{i}}\right\|=\|A\|=|\lambda|
$$

Thus our previous inequality shows that $0 \leqslant \lim \left\|A x_{n_{i}}-\lambda x_{n_{i}}\right\| \leqslant 0$, and that

$$
\left\|y-\lambda x_{n_{i}}\right\| \leqslant\left\|y-A x_{n_{i}}\right\|+\left\|A x_{n_{i}}-\lambda x_{n_{i}}\right\| \rightarrow 0
$$

Thus $x_{n_{i}} \rightarrow y / \lambda$. Finally, $A y=A\left(\lim \lambda x_{n_{i}}\right)=\lambda \lim A x_{n_{i}}=\lambda y$, so $y$ is in the null space of $A-\lambda I$, and $\lambda$ is an eigenvalue.


#### Abstract

Theorem 1. The Spectral Theorem. If $A$ is a compact Hermitian operator defined on an inner-product space, then $A$ is of the form $A x=\sum \lambda_{k}\left(x, e_{k}\right) e_{k}$ for an appropriate orthonormal sequence $\left\{e_{k}\right\}$ (possibly finite) and appropriate real numbers $\lambda_{k}$ satisfying $\lim \lambda_{k}=0$. Furthermore, the equations $A e_{k}=\lambda_{k} e_{k}$ hold.


Proof. If $A=0$, the conclusion is trivial. If $A \neq 0$, we let $X_{1}=X$. Let $\lambda_{1}$ and $e_{1}$ be an eigenvalue and unit eigenvector determined by the preceding lemma. Thus, $\left|\lambda_{1}\right|=\|A\|$. Let $X_{2}=\left\{x:\left\langle x, e_{1}\right\rangle=0\right\}$. Then $X_{2}$ is a subspace of $X_{1}$, and $A$ maps $X_{2}$ into itself, since $\left\langle A x, e_{1}\right\rangle=\left\langle x, A e_{1}\right\rangle=\left\langle x, \lambda_{1} e_{1}\right\rangle=\bar{\lambda}_{1}\left\langle x, e_{1}\right\rangle=0$ for any $x \in X_{2}$. (Thus $X_{2}$ is an invariant subspace of $A$.) We consider the restriction of $A$ to the inner product space $X_{2}$, denoted by $A \mid X_{2}$. This operator is also compact and Hermitian. Also, $\left\|A \mid X_{2}\right\| \leqslant\|A\|$. If $A \mid X_{2} \neq 0$, then the preceding lemma produces $\lambda_{2}$ and $e_{2}$, where $\left\|e_{2}\right\|=1,\left|\lambda_{2}\right|=\left\|A\left|X_{2} \| \leqslant\left|\lambda_{1}\right|\right.\right.$, $e_{2} \perp X_{1}, A e_{2}=\lambda_{2} e_{2}$. We continue this process. At the $n$th stage we have $\left|\lambda_{1}\right| \geqslant\left|\lambda_{2}\right| \geqslant \cdots \geqslant\left|\lambda_{n}\right|>0, \quad\left\{e_{1}, \ldots, e_{n}\right\}$ orthonormal, and $A e_{k}=\lambda_{k} e_{k}$ for $k=1, \ldots, n$. We define $X_{n+1}$ to be the orthogonal complement of the linear span of $\left[e_{1}, \ldots, e_{n}\right]$. If $A \mid X_{n+1}=0$, the process stops. Then the range of $A$ is spanned by $e_{1}, \ldots, e_{n}$. Indeed, for any $x$, the vector $x-\sum_{1}^{n}\left(x, e_{k}\right) e_{k}$ is orthogonal to $\left\{e_{1}, \ldots, e_{n}\right\}$; hence it lies in $X_{n+1}$, and so $A$ maps it to zero. In other words,

$$
A x=\sum_{k=1}^{n}\left(x, e_{k}\right) A e_{k}=\sum_{k=1}^{n} \lambda_{k}\left\langle x, e_{k}\right\rangle e_{k}
$$

If $A \mid X_{n+1} \neq 0$, we apply the preceding lemma to get $\lambda_{n+1}$ and $e_{n+1}$. It remains to be proved that if the above process does not terminate, then $\lim \lambda_{k}=0$. Suppose on the contrary that $\left|\lambda_{n}\right| \geqslant \epsilon>0$ for all $n \in \mathbb{N}$. Then $e_{n} / \lambda_{n}$ is a bounded sequence, and by the compactness of $A$, the sequence $A\left(e_{n} / \lambda_{n}\right)$ must contain a convergent subsequence. But this is not possible, since $A\left(e_{n} / \lambda_{n}\right)=e_{n}$ and $\left\{e_{n}\right\}$, being orthonormal, satisfies $\left\|e_{n}-e_{m}\right\|=\sqrt{2}$. In the infinite case let $y_{n}=x-\sum_{k=1}^{n}\left\langle x, e_{k}\right) e_{k}$. Since $y_{n} \perp \sum_{k=1}^{n}\left\langle x, e_{k}\right) e_{k}$,

$$
\|x\|^{2}=\left\|y_{n}+\sum_{k=1}^{n}\left\langle x, e_{k}\right) e_{k}\right\|^{2}=\left\|y_{n}\right\|^{2}+\sum_{k=1}^{n}\left|\left\langle x, e_{k}\right\rangle\right|^{2} \geqslant\left\|y_{n}\right\|^{2}
$$

Since $\left|\lambda_{n+1}\right|$ is the norm of $\left\|A \mid X_{n+1}\right\|$, we have

$$
\left\|A y_{n}\right\| \leqslant\left|\lambda_{n+1}\right|\left\|y_{n}\right\| \leqslant\left|\lambda_{n+1}\right|\|x\| \rightarrow 0
$$

Since $A y_{n}=A x-\sum_{1}^{n} \lambda_{k}\left\langle x, e_{k}\right\rangle e_{k}$, we have $A x=\lim _{n} \sum_{1}^{n} \lambda_{k}\left\langle x, e_{k}\right\rangle e_{k}$.
Remark. Every nonzero eigenvalue of $A$ is in the sequence $\left[\lambda_{n}\right]$.
Proof. Suppose $A x=\lambda x, x \neq 0, \lambda \neq 0, \lambda \notin\left\{\lambda_{n}: n \in \mathbb{N}\right\}$. Then $x \perp e_{n}$ for all $n$ by Lemma 1. But then $A x=\sum \lambda_{n}\left(x, e_{n}\right) e_{n}=0$, a contradiction.

Remark. Each nonzero eigenvalue $\lambda$ of $A$ occurs in the sequence [ $\lambda_{n}$ ] repeated a number of times equal to $\operatorname{dim}\{x:(A-\lambda I) x=0\}$. Each of these numbers is finite.

Proof. Since $\lambda_{n} \rightarrow 0$, a nonzero eigenvalue $\lambda$ can be repeated only a finite number of times in the sequence. If it is repeated $p$ times, then the subspace $\{x:(A-\lambda I) x=0\}$ contains an orthonormal set of $p$ elements and so has dimension at least $p$. If the dimension were greater than $p$, there would exist $x \neq 0$ such that $A x=\lambda x$ and $\left\langle x, e_{n}\right\rangle=0$ for all $n$ (again impossible).

The next theorem gives an application of the spectral resolution of an operator, namely, a formula for inverting the operator $A-\lambda I$ when $A$ is compact and $\lambda$ is not an eigenvalue of $A$. (The Hermitian property is not assumed.)

Theorem 2. Let $A$ be a compact operator (on an inner-product space) having spectral decomposition $A x=\sum \lambda_{n}\left\langle x, e_{n}\right\rangle e_{n}$. (We allow $\lambda_{n}$ to be complex.) If $0 \neq \lambda \notin\left\{\lambda_{n}\right\}$, then $A-\lambda I$ is invertible, and

$$
(A-\lambda I)^{-1} x=-\lambda^{-1} x+\lambda^{-1} \sum \lambda_{n} \frac{\left\langle x, e_{n}\right\rangle}{\lambda_{n}-\lambda} e_{n}
$$

Proof. If the series converges, then our formula is correct. Indeed, by the continuity of $A-\lambda I$ we have by straightforward calculation

$$
(A-\lambda I) B x=B(A-\lambda I) x=x
$$

where $B x$ is defined by the right side of the equation in the statement of the theorem. In order to prove that the series converges, define the partial sums

$$
v_{n}=\sum_{k=1}^{n} \frac{\left\langle x, e_{k}\right\rangle}{\lambda_{k}-\lambda} e_{k}
$$

The sequence $\left[v_{n}\right]$ is bounded, because with an application of the Pythagorean law and Bessel's inequality we have

$$
\left\|v_{n}\right\|^{2}=\sum_{k=1}^{n}\left|\frac{\left\langle x, e_{k}\right\rangle}{\lambda_{k}-\lambda}\right|^{2} \leqslant \sup _{j}\left|\frac{1}{\lambda_{j}-\lambda}\right|^{2} \sum_{k=1}^{\infty}\left|\left\langle x, e_{k}\right\rangle\right|^{2} \leqslant \beta \cdot\|x\|^{2}
$$

Since $A$ is compact, $\lambda_{n} \rightarrow 0$, by Problem 15. Thus $\beta<\infty$. Also, the sequence $\left[A v_{n}\right]$ contains a convergent subsequence. But $\left[A v_{n}\right]$ is a Cauchy sequence, and a Cauchy sequence having a convergent subsequence is convergent (Problem 1.2.26, page 13). To see that $\left[A v_{n}\right]$ is a Cauchy sequence, write

$$
A v_{n}=\sum_{k=1}^{n} \lambda_{k} \frac{\left\langle x, e_{k}\right\rangle}{\lambda_{k}-\lambda} e_{k}
$$

and

$$
\left\|A v_{n}-A v_{m}\right\|^{2}=\sum_{k=n+1}^{m}\left|\lambda_{k} \frac{\left\langle x, e_{k}\right\rangle}{\lambda_{k}-\lambda}\right|^{2} \leqslant \sup _{1 \leqslant j<\infty}\left|\frac{\lambda_{j}}{\lambda_{j}-\lambda}\right|^{2} \cdot \sum_{k=n+1}^{m}\left|\left\langle x, e_{k}\right\rangle\right|^{2}
$$

If an operator $A$ is not necessarily compact but has a known spectral resolution (in the form of an orthonormal series), then certain conclusions can be drawn, as illustrated in the next three theorems.

Theorem 3. Let $A$ be an operator on an inner-product space having the form $A x=\sum_{n=1}^{\infty} \lambda_{n}\left\langle x, e_{n}\right\rangle e_{n}$, where $\left\{e_{n}\right\}$ is an orthonormal sequence and $\left[\lambda_{n}\right]$ is a bounded sequence of nonzero complex numbers. Let $M$ be the linear span of $\left\{e_{n}: n \in \mathbb{N}\right\}$. Then $M^{\perp}=\operatorname{ker}(A)$.

## Proof. The following are equivalent properties of a vector $x$ :

(a) $x \in \operatorname{ker}(A)$
(b) $\|A x\|^{2}=0$
(c) $\sum\left|\lambda_{n}\left\langle x, e_{n}\right\rangle\right|^{2}=0$
(d) $\left\langle x, e_{n}\right\rangle=0$ for all $n$.

Theorem 4. Adopt the hypotheses of Theorem 3. The orthonormal set $\left\{e_{n}\right\}$ is maximal if and only if $\operatorname{ker}(A)=0$.

Proof. By Theorem $3, \operatorname{ker}(A)=0$ if and only if $M^{\perp}=0$. (In these equations, 0 denotes the 0 subspace.) The condition $M^{\perp}=0$ is equivalent to the maximality of $\left\{e_{n}\right\}$. Here refer to Theorem 6 in Section 2.2, page 73, and observe that the equivalence of (a) and (b) in that theorem does not require the completeness of the space.

Theorem 5. Let $A$ be an operator on a Hilbert space such that $A x=$ $\sum_{n=1}^{\infty} \lambda_{n}\left\langle x, e_{n}\right\rangle e_{n}$, where $\left[e_{n}\right]$ is an orthonormal sequence and $\left[\lambda_{n}\right]$ is a bounded sequence of nonzero complex numbers. If $v$ is in the range of $A$, then one solution of the equation $A x=v$ is $x=\sum_{n=1}^{\infty} \lambda_{n}^{-1}\left\langle v, e_{n}\right\rangle e_{n}$.

Proof. Since $v$ is in the range of $A, v=A z$ for some $z$. Hence

$$
\left\langle v, e_{m}\right\rangle=\left\langle A z, e_{m}\right\rangle=\left\langle\sum_{n=1}^{\infty} \lambda_{n}\left\langle z, e_{n}\right\rangle e_{n}, e_{m}\right\rangle=\lambda_{m}\left\langle z, e_{m}\right\rangle
$$

From this we have

$$
\sum_{n=1}^{\infty}\left|\lambda_{n}^{-1}\left\langle v, e_{n}\right\rangle\right|^{2}=\sum_{n=1}^{\infty}\left|\left\langle z, e_{n}\right\rangle\right|^{2} \leqslant\|z\|^{2}
$$

This implies the convergence of the series $x=\sum_{n=1}^{\infty} \lambda_{n}^{-1}\left\langle v, e_{n}\right\rangle e_{n}$, by Theorem 2 in Section 2.2, page 71. It follows that

$$
A x=\sum \lambda_{n}^{-1}\left\langle v, e_{n}\right\rangle A e_{n}=\sum\left\langle v, e_{n}\right\rangle e_{n}=\sum \lambda_{n}\left\langle z, e_{n}\right\rangle e_{n}=A z=v
$$

Example 1. Consider the operator $A$ defined on $L^{2}[0,1]$ by the equation

$$
(A x)(t)=\int_{0}^{1} G(s, t) x(s) d s
$$

where

$$
G(s, t)= \begin{cases}(1-s) t & \text { when } 0 \leqslant t \leqslant s \leqslant 1 \\ (1-t) s & \text { when } 0 \leqslant s \leqslant t \leqslant 1\end{cases}
$$

The eigenvalues of $A$ are $\lambda_{n}=n^{2} \pi^{2}$, and the corresponding eigenfunctions are $e_{n}(t)=\sqrt{2} \sin (2 n \pi t)$. This example is discussed also in Section 2.5 (page 107) and in Section 4.7 (page 215). Theorem 5 shows how to solve the equation $A x=v$ when $v$ is a prescribed function in the range of $A$.

We turn now to the topic of Fredholm integral equations of the first kind. These have the form

$$
\begin{equation*}
\int_{S} K(s, t) x(t) d t=f(s) \tag{2}
\end{equation*}
$$

In this equation, the functions $K$ and $f$ are prescribed. The unknown function $x$ is to be determined. A natural setting is the space $L^{2}(S)$, described on page 64. Let us assume that the kernel $K$ is in the class $L^{2}(S \times S)$, so that Theorem 5 of Section 2.3 (page 86) is applicable.

If the integral on the left side of Equation (2) were a Riemann integral on the interval $[0,1]$, it would be a limit of linear combinations of sections of the bivariate function $K$. That is,

$$
\lim _{n \rightarrow \infty} \sum_{j=1}^{n}\left(\frac{1}{n}\right) K\left(s, \frac{j}{n}\right) x\left(\frac{j}{n}\right)
$$

The sections of $K$ are functions of $s$ parametrized by the variable $t$ :

$$
s \mapsto K^{t}(s)=K(s, t)
$$

Thus, we must expect the integral equation to have a solution only if $f$ is in the $L^{2}$-closure of the linear span of the sections $K^{t}$. This argument is informal, but nevertheless alerts us to the possibility of there being no solution.

Adopting the notation of Theorem 5 in Section 2.3 (and its proof), we have

$$
(T x)(s)=\int_{S} K(s, t) x(t) d t
$$

The operator $T$ thus defined from $L^{2}(S)$ to $L^{2}(S)$ is compact. (It is an example of a Hilbert-Schmidt operator.) Its range cannot be all of $L^{2}(S)$, except in the special case when $L^{2}(S)$ is finite dimensional. Equation (2) will have a solution if and only if $f$ is in the range of $T$. Now, as in Section 2.3,

$$
T x=\sum_{i=1}^{\infty} \sum_{j=1}^{\infty} a_{i j}\left\langle x, u_{j}\right\rangle u_{i}
$$

On the other hand, if $f$ is in the range of $T$, we have

$$
\begin{equation*}
f=\sum_{i=1}^{\infty}\left\langle f, u_{i}\right\rangle u_{i} \tag{3}
\end{equation*}
$$

Hence the equation $T x=f$ will be true if and only if Equation (3) holds and

$$
\sum_{j=1}^{\infty} a_{i j}\left\langle x, u_{j}\right\rangle=\left\langle f, u_{i}\right\rangle \quad(i=1,2, \ldots)
$$

Putting $\xi_{j}=\left\langle x, u_{j}\right\rangle$ and $\beta_{i}=\left\langle f, u_{i}\right\rangle$, we have the following infinite system of linear equations in an infinite number of unknowns:

$$
\sum_{j=1}^{\infty} a_{i j} \xi_{j}=\beta_{i} \quad(i=1,2, \ldots)
$$

A pragmatic approach is to "truncate" the system by choosing a large integer $n$ and considering the finite matrix problem

$$
\sum_{j=1}^{n} a_{i j} \xi_{j}^{(n)}=\beta_{i} \quad(i=1,2, \ldots, n)
$$

Here the notation $\xi_{j}^{(n)}$ serves to remind us that we must not expect $\xi_{j}^{(n)}$ to equal $\left\langle x, u_{j}\right\rangle$. One can define $x_{n}=\sum_{j=1}^{n} \xi_{j}^{(n)} u_{j}$ and examine the behavior of the sequences $\left[x_{n}\right]$ and $\left[T x_{n}\right]$. Will this procedure succeed always? Certainly not, for the integral equation may have no solution, as previously mentioned.

Other approaches to the solution of integral equations are explored in Chapter 4. The case of Equation (2) in which the kernel is separable or "degenerate," i.e., of the form

$$
K(s, t)=\sum_{i=1}^{n} u_{i}(s) v_{i}(t)
$$

is easily handled:

$$
\begin{aligned}
(T x)(s) & =\int_{S} K(s, t) x(t) d t=\int_{S} \sum_{i=1}^{n} u_{i}(s) v_{i}(t) x(t) d t \\
& =\sum_{i=1}^{n} u_{i}(s)\left\langle v_{i}, x\right\rangle
\end{aligned}
$$

This shows that the range of $T$ is the finite-dimensional space spanned by the functions $u_{1}, u_{2}, \ldots, u_{n}$. Hence, in order that there exist a solution to the given integral equation it is necessary that $f$ be in that same space: $f=\sum_{i=1}^{n} c_{i} u_{i}$. Any $x$ such that $\left\langle v_{i}, x\right\rangle=c_{i}$ will be a solution.

Spectral methods can also be applied to Equation (2). Here, one assumes the kernel to be Hermitian: $K(s, t)=\overline{K(t, s)}$. Then the operator $T$ is Hermitian, and consequently has a spectral form

$$
T x=\sum_{n=1}^{\infty} \lambda_{n}\left\langle x, u_{n}\right\rangle u_{n}
$$

in which $\left[u_{n}\right]$ is an orthonormal sequence. If $f$ is in the span of that orthonormal sequence, we write $f=\sum_{n=1}^{\infty}\left\langle f, u_{n}\right\rangle u_{n}$. The solution, if it exists, must then be the function $x$ whose Fourier coefficients are $\left\langle f, u_{n}\right\rangle / \lambda_{n}$. If this sequence is not an $\ell^{2}$ sequence, we are out of luck! Here we are following Theorem 5 above. This procedure succeeds if $f$ is in the range of $T$.

For compact operators that are not self-adjoint or even normal there is still a useful canonical form that can be exploited. It is described in the next theorem.

Theorem 6. Singular-Value Decomposition for Compact Operators. Every compact operator on a separable Hilbert space is expressible in the form

$$
A x=\sum_{n=1}^{\infty}\left\langle x, u_{n}\right\rangle v_{n}
$$

in which $\left[u_{n}\right]$ is an orthonormal basis for the space and $\left[v_{n}\right]$ is an orthogonal sequence tending to zero. (The sequences $\left[u_{n}\right]$ and $\left[v_{n}\right]$ depend on A.)

Proof. The operator $A^{*} A$ is compact and Hermitian. Its eigenvalues are nonnegative, because if $A^{*} A x=\beta x$, then

$$
0 \leqslant\langle A x, A x\rangle=\left\langle x, A^{*} A x\right\rangle=\langle x, \beta x\rangle=\beta\langle x, x\rangle
$$

Now apply the spectral theorem to $A^{*} A$, obtaining

$$
A^{*} A x=\sum_{n=1}^{\infty} \lambda_{n}^{2}\left\langle x, u_{n}\right\rangle u_{n}
$$

where $\left[u_{n}\right.$ ] is an orthonormal basis for the space and $\lambda_{n}^{2} \rightarrow 0$. Since we are assuming that $\left[u_{n}\right]$ is a base, we permit some (possibly an infinite number) of the $\lambda_{n}$ to be zero. In the spectral representation above, each nonzero eigenvalue $\lambda_{n}^{2}$ is repeated a number of times equal to its geometric multiplicity. Define $v_{n}=A u_{n}$. Then we have

$$
\left\langle v_{m}, v_{n}\right\rangle=\left\langle A u_{m}, A u_{n}\right\rangle=\left\langle u_{m}, A^{*} A u_{n}\right\rangle=\left\langle u_{m}, \lambda_{n}^{2} u_{n}\right\rangle=\lambda_{n}^{2} \delta_{n m}
$$

Hence $\left[v_{n}\right]$ is orthogonal, and $\left\|v_{n}\right\|=\lambda_{n} \rightarrow 0$. Since $\left[u_{n}\right]$ is a base, we have for arbitrary $x$,

$$
x=\sum_{n=1}^{\infty}\left\langle x, u_{n}\right\rangle u_{n}
$$

Consequently,

$$
A x=\sum_{n=1}^{\infty}\left\langle x, u_{n}\right\rangle A u_{n}=\sum_{n=1}^{\infty}\left\langle x, u_{n}\right\rangle v_{n}
$$

A general class of compact operators that has received much study is the Hilbert-Schmidt class, consisting of operators $A$ such that

$$
\sum_{\alpha}\left\|A u_{\alpha}\right\|^{2}<\infty
$$

for some orthonormal basis $\left[u_{\alpha}\right]$. It turns out that if this sum is finite for one orthonormal base, then it is finite for all. In fact, there is a better result:

Theorem 7. Let $\left[u_{\alpha}\right]$ and $\left[v_{\beta}\right]$ be two orthonormal bases for a Hilbert space. Every linear operator $A$ on the space satisfies

$$
\sum_{\alpha}\left\|A u_{\alpha}\right\|^{2}=\sum_{\beta}\left\|A v_{\beta}\right\|^{2}
$$

Proof. By the Orthonormal Basis Theorem, Section 2.2 (page 73), we have

$$
\begin{aligned}
\sum_{\alpha}\left\|A u_{\alpha}\right\|^{2} & =\sum_{\alpha} \sum_{\beta}\left|\left(A u_{\alpha}, v_{\beta}\right)\right|^{2}=\sum_{\beta} \sum_{\alpha}\left|\left(A u_{\alpha}, v_{\beta}\right\rangle\right|^{2} \\
& =\sum_{\beta} \sum_{\alpha}\left|\left\langle u_{\alpha}, A^{*} v_{\beta}\right\rangle\right|^{2}=\sum_{\beta}\left\|A^{*} v_{\beta}\right\|^{2}
\end{aligned}
$$

Letting $\left\{u_{\alpha}\right\}=\left\{v_{\beta}\right\}$ in this calculation, we obtain $\sum_{\beta}\left\|A v_{\beta}\right\|^{2}=\sum_{\beta}\left\|A^{*} v_{\beta}\right\|^{2}$. By combining these equations, we obtain the required result.

Example 2. An example of a Hilbert-Schmidt operator arises in the following integral equation from scattering theory:

$$
u(x)=f(x) \int_{\mathbb{R}^{n}} G(|x-y|) h(y) u(y) d y
$$

Here, $f, G$, and $h$ are prescribed functions, and $u$ is the unknown function. The function $h$ often has compact support. (Thus it vanishes on the complement of a compact set.) It models the sound speed in the medium, and in a simple case could be a constant on its support. The function $f$ in the integral equation represents the incident wave in a scattering experiment. An important concrete case is

$$
u(x)=e^{i p \cdot x} \int_{\mathbb{R}^{3}} \frac{e^{i|x-y|}}{4 \pi|x-y|} h(y) u(y) d y
$$

In this equation, $p$ is a unit vector (prescribed). Notice the singularity in the kernel of this integral equation. Unfortunately, in the real world, such singularities are the rule rather than the exception.

References for operator theory in general are [DS, vol.II], [RS], [AG], [Hal2].

## Problems 2.4

1. Let $X$ be a Hilbert space having a countable orthonormal base $\left[u_{1}, u_{2}, \ldots\right]$. Define an operator $A$ by the equation

$$
A x=\sum_{n=1}^{\infty}\left\langle x, u_{n}\right\rangle u_{n+1}
$$

What are the eigenvalues of $A$ ? Is $A$ compact? Is $A$ Hermitian? What is the norm of $A$ ?
2. Repeat Problem 1 for the operator

$$
A x=\sum_{n=1}^{\infty} \alpha_{n}\left\langle x, u_{n}\right\rangle u_{n}
$$

in which $\left[\alpha_{n}\right]$ is some prescribed bounded real sequence. Find the conditions under which $A^{-1}$ exists as a bounded linear operator.
3. Repeat Problem 1 for the operator

$$
A x=\sum_{n=1}^{\infty}\left\langle x, u_{n+1}\right\rangle u_{n}
$$

4. Repeat Problem 1 if the basis is $\left[\ldots, u_{-2}, u_{-1}, u_{0, u_{1}}, \ldots\right]$ and $A=\sum_{n=-x}^{\infty}\left\langle x, u_{n}\right\rangle u_{n+1}$. What is $A^{-1}$ ?
5. Let $Y$ be a subspace of a Hilbert space $X$, and let $A: Y \rightarrow X$ be a (possibly unbounded) linear map such that $A^{-1}: X \rightarrow Y$ exists and is a compact linear operator. Prove that if $(A-\lambda I)^{-1}$ exists, then it is compact.
6. Prove that for a compact Hermitian operator $A$ on a Hilbert space these properties are equivalent:
(a) $(A x, x) \geqslant 0$ for all $x$
(b) All eigenvalues of $A$ are nonnegative
7. Prove these facts about the spectral sets: ( $\Lambda$ is defined on page 91. )
(a) $\Lambda(A)=\overline{\Lambda\left(A^{*}\right)}$
(b) If $A$ is invertible, $\Lambda\left(A^{-1}\right)=\left\{\lambda^{-1}: \lambda \in \Lambda(A)\right\}$
(c) $\Lambda\left(A^{n}\right) \supset\left\{\lambda^{n}: \lambda \in \Lambda(A)\right\}$ for $n=1,2,3, \ldots$
8. Let $\left\{e_{1}, e_{2}, \ldots\right\}$ be an orthonormal system (countable or finite). Let $\lambda_{1}, \lambda_{2}, \ldots$ be complex numbers such that $\lim \lambda_{n}=0$. Define $A x=\sum \lambda_{n}\left\langle x, e_{n}\right\rangle e_{n}$. Prove that the series converges, that $A$ is a bounded linear operator, and that $A$ is compact. Prove also that if the $\lambda_{k}$ are real, then $A$ is Hermitian. Suggestion: Exploit the facts that operators of finite rank are compact and limits of compact operators are compact.
9. In the spectral theorem, when is the following equation true?

$$
x=\sum_{n=1}^{\infty}\left\langle x, e_{n}\right\rangle e_{n}
$$

10. Let $P$ be the orthogonal projection of a Hilbert space onto a closed subspace. What are the eigenvalues of $P$ ? Give the spectral form of $P$ and $I-P$.
11. Let $\boldsymbol{A}$ be a bounded linear operator on a Hilbert space. Prove that:
(1) $A$ commutes with $A^{n}$ for $n=0,1,2, \ldots$.
(2) $A$ commutes with $p(A)$ for any polynomial $p$.
(3) If $A^{-1}$ exists, then $A$ commutes with $A^{-n}$ for $n=0,1,2,3, \ldots$.
(4) If $(A-\lambda I)^{-1}$ exists, then it commutes with $A$.
12. An operator $A$ is said to be normal if $A A^{*}=A^{*} A$. Give an example of an operator that is not normal. (The eminent mathematician Olga Tausky once observed that most counterexamples in matrix theory are of size $2 \times 2$.) Are there any real $2 \times 2$ normal matrices that are not self-adjoint? (Other problems on normal operators: 29, 39, 40, 41.)
13. Establish the first equation in the proof of Theorem 4.
14. If $A$ is a bounded linear operator on a Hilbert space, then $A+A^{*}$ and $i\left(A-A^{*}\right)$ are self-adjoint. Hence $A$ is of the form $B+i C$, where $B$ and $C$ are self-adjoint.
15. Let $\left\{e_{1}, e_{2}, \ldots\right\}$ be an orthonormal sequence. Let $A x=\sum \lambda_{n}\left\langle x, e_{n}\right\rangle e_{n}$, in which $0<$ $\inf \left|\lambda_{n}\right|<\sup \left|\lambda_{n}\right|<\infty$. Prove that the series defining $A x$ converges. Prove that $A$ is not compact. Prove that $A$ is bounded. What are the eigenvalues and eigenvectors of $A$ ?
16. Find the eigenvalues and eigenvectors for the operator $A x=-x^{\prime \prime}$ acting on the space $X=\left\{x \in L^{2}[0,1]: x(0)=0\right.$ and $\left.x^{\prime}(1)+\gamma x(1)=0\right\}$. Here $\gamma$ is a prescribed real number. How can the eigenvalues be computed numerically? Find the first one accurate to 3 digits when $\gamma=-\frac{1}{2}$. Newton's method, described in Section 3.3, can be used.
17. Prove that if $A x=\lambda x, A^{*} y=\mu y$, and $\lambda \neq \bar{\mu}$, then $x \perp y$.
18. If $A$ is Hermitian and $x$ is a vector such that $A x \neq 0$, then $A^{n} x \neq 0$ for $n=0,1,2, \ldots$.
19. Every compact Hermitian operator is a limit of a sequence of linear combinations of orthogonal projections.
20. If $\lambda$ is an eigenvalue of $A^{2}$ and $\lambda>0$, then either $+\sqrt{\lambda}$ or $-\sqrt{\lambda}$ is an eigenvalue of $A$. (Here, $A$ is any bounded operator.) Hint: If $A^{2} x=\lambda x$, then for suitable $c, x \pm c A x$ is an eigenvector of $A$.
21. Consider the problem $x^{\prime \prime}+\left(\lambda^{2}-q\right) x=0, x(0)=1, x^{\prime}(0)=0$. Show that this initial-value problem can be solved by solving instead the integral equation

$$
x(t)-\frac{1}{\lambda} \int_{0}^{t} g(s) \sin (\lambda(t-s)) x(s) d s=\cos (\lambda t)
$$

22. If $\lambda$ is an eigenvalue of $A$, then $\|A\| \geqslant|\lambda|$.
23. If $A$ is Hermitian and $p$ is a polynomial having real coefficients, then $p(A)$ is Hermitian.
24. A bounded linear operator $A$ on a Hilbert space is said to be unitary if $A A^{*}=A^{*} A=I$. Prove that for such an operator, $(A x, A y)=(x, y)$ and $\|A x\|=\|x\|$.
25. (Continuation) All eigenvalues of a unitary operator satisfy $|\lambda|=1$.
26. If $A x=\sum_{n=1}^{\infty} \lambda_{n}\left(x, e_{n}\right) e_{n}$, what is a formula for $A^{k}(k=0,1,2, \ldots)$ ? (The $e_{n}$ form an orthonormal sequence.)
27. Let $A$ and $B$ be compact Hermitian operators on a Hilbert space. Assume that $A B=B A$. Prove that there is an orthonormal sequence $\left[u_{n}\right]$ such that

$$
A x=\sum \lambda_{n}\left(x, u_{n}\right) u_{n} \quad B x=\sum \mu_{n}\left(x, u_{n}\right) u_{n}
$$

Hint: If $\lambda$ is an eigenvalue of $A$, put $E=\{x: A x=\lambda x\}$, and show that $B(E) \subset E$. Apply the spectral theorem to $B \mid E$.
28. An operator $A$ on a Hilbert space is said to be skew-Hermitian if $A^{*}=-A$. Prove a spectral theorem for compact skew-Hermitian operators. (Hint: Consider iA.)
29. Assume that $A$ is "normal" $\left(A A^{*}=A^{*} A\right)$ and compact. Prove a spectral theorem for $A$. Use $A=\frac{1}{2}\left(A+A^{*}\right)+\frac{1}{2}\left(A-A^{*}\right)$, Problem 28, and Problem 27.
30. Let $A$ be a compact Hermitian operator on a Hilbert space $X$. Assume that all eigenvalues of $A$ are positive, and prove that $\langle A x, x\rangle>0$ for all nonzero $x$.
31. Prove that a compact operator on an infinite-dimensional normed linear space cannot be invertible.
32. Let [ $u_{n}$ ] be an orthonormal sequence in a Hilbert space and let [ $\lambda_{n}$ ] be a bounded sequence in $\mathbb{C}$. The operator $A x=\sum \lambda_{n}\left(x, u_{n}\right) u_{n}$ is compact if and only if $\lambda_{n} \rightarrow 0$.
33. Criticize this argument: Let $A$ be defined as in Problem 32. We show that $A$ is sur jective, provided that $\lambda_{n} \neq 0$ for all $n$. Take $y$ arbitrarily. To find an $x$ such that $A x=y$ we write the equivalent equation $\sum \lambda_{n}\left(x, u_{n}\right) u_{n}=y$. Take the inner product on both sides with $u_{m}$, obtaining $\lambda_{m}\left\langle x, u_{m}\right\rangle=\left(y, u_{m}\right\rangle$. Thus

$$
x=\sum \frac{\left(y, u_{m}\right)}{\lambda_{m}} u_{m}
$$

34. Let $A$ be a bounded linear operator on a Hilbert space. Suppose that the spectral decomposition of $A$ is known:

$$
A x=\sum_{n=1}^{\infty} \lambda_{n}\left\langle x, e_{n}\right) e_{n}
$$

where $\left[e_{n}\right]$ is an orthonormal sequence. Show how this information can be used to solve the equation $A x-\mu x=b$. Make modest additional assumptions if necessary.
35. Prove that the eigenvalues of a bounded linear operator $A$ on a normed linear space all lie in the disk of radius $\|A\|$ in the complex plane.
36. Prove that if $P$ is an orthogonal projection of a Hilbert space onto a subspace, then for any scalars $\alpha$ and $\beta$ the operator $\alpha P+\beta(I-P)$ is normal (i.e., commutes with its adjoint).
37. Prove that an operator in the Hilbert-Schmidt class is necessarily compact.
38. Prove that every operator having the form described in Theorem 6 is compact, thus establishing a necessary and sufficient condition for compactness.
39. Find all normal $2 \times 2$ real matrices. Repeat the problem for complex matrices.
40. Prove that for a normal operator, eigenvectors corresponding to different eigenvalues are mutually orthogonal.
41. Prove that a normal operator and its adjoint have the same null space.

## Appendix to Section 2.4

In this appendix we consider a finite-dimensional vector space $X$, and discuss the relationship between linear transformations and matrices.

Let $L: X \rightarrow X$ be a linear transformation. If an ordered basis is selected for $X$, then a matrix can be associated with $L$ in a certain standard way. (If $L$ is held fixed while the basis or its ordering is changed, then the matrix associated with $L$ will change.) The association we use is very simple. Let $\left[u_{1}, \ldots, u_{n}\right]$ be an ordered basis for $X$. Then there must exist scalars $a_{i j}$ such that

$$
\begin{equation*}
L u_{j}=\sum_{i=1}^{n} a_{i j} u_{i} \quad(1 \leqslant j \leqslant n) \tag{1}
\end{equation*}
$$

The $n \times n$ array of scalars

$$
A=\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
\vdots & & \vdots \\
a_{n 1} & \cdots & a_{n n}
\end{array}\right)
$$

is called the matrix of $L$ relative to the ordered basis $\left[u_{1}, \ldots, u_{n}\right]$.
With the aid of the matrix $A$ it is easy to describe the effect of $L$ on any vector $x$. Write $x=\sum_{j=1}^{n} c_{j} u_{j}$. The $n$-tuple ( $c_{1}, \ldots, c_{n}$ ) is called the coordinate vector of $x$ relative to the ordered basis $\left[u_{1}, \ldots, u_{n}\right]$. Then

$$
\begin{equation*}
L x=\sum_{j=1}^{n} c_{j} L u_{j}=\sum_{j=1}^{n} c_{j} \sum_{i=1}^{n} a_{i j} u_{i}=\sum_{i=1}^{n}\left(\sum_{j=1}^{n} a_{i j} c_{j}\right) u_{i} \tag{2}
\end{equation*}
$$

The coordinate vector of $L x$ therefore has as its entries

$$
\sum_{j=1}^{n} a_{i j} c_{j} \quad(1 \leqslant i \leqslant n)
$$

This $n$-tuple is obtained from the matrix product

$$
A c=\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
\vdots & & \vdots \\
a_{n 1} & \cdots & a_{n n}
\end{array}\right)\left(\begin{array}{c}
c_{1} \\
\vdots \\
c_{n}
\end{array}\right)
$$

If the basis for $X$ is changed, what will be the new matrix for $L$ ? Let $\left[v_{1}, \ldots, v_{n}\right]$ be another ordered basis for $X$. Write

$$
\begin{equation*}
v_{j}=\sum_{i=1}^{n} p_{i j} u_{i} \quad(1 \leqslant j \leqslant n) \tag{3}
\end{equation*}
$$

The $n \times n$ matrix $P$ thus introduced is nonsingular. Now let $B$ denote the matrix of $L$ relative to the new ordered basis. Thus

$$
\begin{equation*}
L v_{j}=\sum_{k=1}^{n} b_{k j} v_{k}=\sum_{k=1}^{n} b_{k j} \sum_{i=1}^{n} p_{i k} u_{i} \quad(1 \leqslant j \leqslant n) \tag{4}
\end{equation*}
$$

Another expression for $L v_{j}$ can be obtained by use of Equations (2) and (3):

$$
\begin{equation*}
L v_{j}=\sum_{i=1}^{n}\left(\sum_{k=1}^{n} a_{i k} p_{k j}\right) u_{i} \quad(1 \leqslant j \leqslant n) \tag{5}
\end{equation*}
$$

Upon comparing (4) with (5) we conclude that

$$
\begin{equation*}
\sum_{k=1}^{n} p_{i k} b_{k j}=\sum_{k=1}^{n} a_{i k} p_{k j} \quad(1 \leqslant i, j \leqslant n) \tag{6}
\end{equation*}
$$

Thus in matrix terms,

$$
\begin{equation*}
P B=A P \quad \text { or } \quad B=P^{-1} A P \tag{7}
\end{equation*}
$$

Any two matrices $A$ and $B$ are said to be similar to each other if there exists a nonsingular matrix $P$ such that $B=P^{-1} A P$. The matrices for a given linear transformation relative to different ordered bases form an equivalence class under the similarity relation. What is the simplest matrix that can be obtained for a linear transformation by changing the basis? This is a difficult question, to which one answer is provided by the Jordan canonical form. Another answer can be given in the context of a finite-dimensional Hilbert space when the linear transformation $L$ is Hermitian.

Let $\left[u_{1}, \ldots, u_{n}\right]$ be an ordered orthonormal basis for the $n$-dimensional Hilbert space $X$. Let $L$ be Hermitian. The spectral theorem asserts the existence of an ordered orthonormal basis $\left[v_{1}, \ldots, v_{n}\right]$ and an $n$-tuple of real numbers $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ such that

$$
\begin{equation*}
L x=\sum_{i=1}^{n} \lambda_{i}\left\langle x, v_{i}\right\rangle v_{i} \tag{8}
\end{equation*}
$$

As above, we introduce matrices $A$ and $P$ such that

$$
\begin{equation*}
L u_{j}=\sum_{i=1}^{n} a_{i j} u_{i} \quad v_{j}=\sum_{i=1}^{n} p_{i j} u_{i} \quad(1 \leqslant j \leqslant n) \tag{9}
\end{equation*}
$$

The matrix $B$ that represents $L$ relative to the $v$-basis is the diagonal matrix $\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, as we see from Equation (8). Thus from Equation (7) we conclude that $A$ is similar to a diagonal matrix having real entries. More can be said, however, because $P$ has a special structure. Notice that

$$
\begin{aligned}
(I)_{j k} & =\delta_{j k}=\left\langle v_{k}, v_{j}\right\rangle=\left\langle\sum_{i=1}^{n} p_{i k} u_{i}, \sum_{r=1}^{n} p_{r j} u_{r}\right\rangle=\sum_{i=1}^{n} \sum_{r=1}^{n} p_{i k} \bar{p}_{r_{j}}\left\langle u_{i}, u_{r}\right) \\
& =\sum_{i=1}^{n} p_{i k} \bar{p}_{i j}=\sum_{i=1}^{n}\left(P^{*}\right)_{j i}(P)_{i k}=\left(P^{*} P\right)_{j k}
\end{aligned}
$$

This shows that

$$
\begin{equation*}
P^{*} P=I \tag{10}
\end{equation*}
$$

(It follows by elementary linear algebra that $P P^{*}=I$.) Matrices having the property (10) are said to be unitary. We can therefore state that the matrix $A$ (representing the Hermitian operator $L$ with respect to an orthonormal base) is unitarily similar to a real diagonal matrix.

Finally, we note that if an $n \times n$ complex matrix $A$ is such that $A=A^{*}$, then $A$ is the matrix of a Hermitian transformation relative to an orthonormal basis. Indeed, we have only to select any orthonormal base $\left[u_{1}, \ldots, u_{n}\right]$ and define $L$ by

$$
L u_{j}=\sum_{i=1}^{n} a_{i j} u_{i} \quad(1 \leqslant j \leqslant n)
$$

Then, of course,

$$
L x=L\left(\sum_{j=1}^{n} c_{j} u_{j}\right)=\sum_{j=1}^{n} \sum_{i=1}^{n} c_{j} a_{i j} u_{i}
$$

By straightforward calculation we have

$$
\langle L x, y\rangle=\langle x, L y\rangle
$$

A matrix $A$ satisfying $A^{*}=A$ is said to be Hermitian. We have proved therefore the following important result, regarded by many as the capstone of elementary matrix theory:

Theorem. Every complex Hermitian matrix is unitarily similar to a real diagonal matrix.

### 2.5 Sturm-Liouville Theory

In this section differential equations are attacked with the weapons of Hilbert space theory. Recall that in elementary calculus we interpret integration and differentiation as mutually inverse operations. So it is here, too, that differential operators and integral operators can be inverse to each other. We find that a differential operator is usually ill-behaved, whereas the corresponding integral operator may be well-behaved, even to the point of being compact. Thus, we of ten try to recast a differential equation as an equivalent integral equation, hoping that the transformed problem will be less troublesome. (This theme will reappear many times in Chapter 4.) This strategy harmonizes with our general impression that differentiation emphasizes the roughness of a function, whereas integration is a smoothing operation, and is thus applicable to a broader class of functions.

Definition. The Sturm-Liouville operator is defined by

$$
(A x)(t)=\left[p(t) x^{\prime}(t)\right]^{\prime}+q(t) x(t) \quad \text { i.e., } \quad A x=\left(p x^{\prime}\right)^{\prime}+q x
$$

where $x$ is two-times continuously differentiable, $p$ is real-valued and continuously differentiable, and $q$ is real-valued continuous. The domain of the functions $x, p$, and $q$ is an interval $[a, b]$. We permit $x$ to be complex-valued. Let eight real numbers $\alpha_{i j}, \beta_{i j}$ be specified $1 \leqslant i, j \leqslant 2$. Assume that

$$
p(a)\left(\beta_{11} \beta_{22}-\beta_{12} \beta_{21}\right)=p(b)\left(\alpha_{11} \alpha_{22}-\alpha_{12} \alpha_{21}\right)
$$

Let $X$ be the subspace of $L^{2}[a, b]$ consisting of all twice continuously differentiable functions $x$ such that

$$
\begin{aligned}
& \alpha_{11} x(a)+\alpha_{12} x^{\prime}(a)+\beta_{11} x(b)+\beta_{12} x^{\prime}(b)=0 \\
& \alpha_{21} x(a)+\alpha_{22} x^{\prime}(a)+\beta_{21} x(b)+\beta_{22} x^{\prime}(b)=0
\end{aligned}
$$

Assume also that $\beta_{11} \beta_{22} \neq \beta_{12} \beta_{21}$ or $\alpha_{11} \alpha_{22} \neq \alpha_{12} \alpha_{21}$.
Theorem 1. Under the preceding hypotheses, $A$ is a Hermitian operator on $X$.

Proof. Let $x, y \in X$. We want to prove that $(A x, y)=\langle x, A y)$. We compute

$$
\begin{aligned}
(A x, y)-(x, A y) & =\int_{a}^{b}[\bar{y} A x-x A \bar{y}]=\int_{a}^{b}\left[\bar{y}\left(p x^{\prime}\right)^{\prime}+\bar{y} q x-x\left(p \bar{y}^{\prime}\right)^{\prime}-x q \bar{y}\right] \\
& =\int_{a}^{b}\left[\bar{y}\left(p x^{\prime}\right)^{\prime}-x\left(p \bar{y}^{\prime}\right)^{\prime}\right] \\
& =\int_{a}^{b}\left[\bar{y}\left(p x^{\prime}\right)^{\prime}+\bar{y}^{\prime} p x^{\prime}-x\left(p \bar{y}^{\prime}\right)^{\prime}-x^{\prime} p \bar{y}^{\prime}\right] \\
& =\int_{a}^{b}\left[p x^{\prime} \bar{y}-p x \bar{y}^{\prime}\right]^{\prime}=\left[p x^{\prime} \bar{y}-p x \bar{y}^{\prime}\right]_{a}^{b} \\
& =p(b)\left[x^{\prime}(b) \bar{y}(b)-x(b) \bar{y}^{\prime}(b)\right]-p(a)\left[x^{\prime}(a) \bar{y}(a)-x(a) \bar{y}^{\prime}(a)\right] \\
& =-p(b)[\operatorname{det} w(b)]+p(a)[\operatorname{det} w(a)]
\end{aligned}
$$

where $w(t)$ is the Wroński matrix

$$
w(t)=\left[\begin{array}{cc}
x(t) & \bar{y}(t) \\
x^{\prime}(t) & \bar{y}^{\prime}(t)
\end{array}\right]
$$

Put also

$$
\alpha=\left[\begin{array}{ll}
\alpha_{11} & \alpha_{12} \\
\alpha_{21} & \alpha_{22}
\end{array}\right] \quad \beta=\left[\begin{array}{ll}
\beta_{11} & \beta_{12} \\
\beta_{21} & \beta_{22}
\end{array}\right]
$$

Our hypothesis on $p$ is that $p(a) \operatorname{det} \beta=p(b) \operatorname{det} \alpha$. The fact that $x, y \in X$ gives us $\alpha w(a)+\beta w(b)=0$. This yields $(\operatorname{det} \alpha)[\operatorname{det} w(a)]=(\operatorname{det} \beta)[\operatorname{det} w(b)]$. Note that $\operatorname{det}(-\beta)=\operatorname{det}(\beta)$ because $\beta$ is of even order. Multiplying this by $p(b)$ gives us $p(b) \operatorname{det} \alpha \operatorname{det} w(a)=p(b) \operatorname{det} \beta \operatorname{det} w(b)$. By a previous equation, this is $p(a) \operatorname{det} \beta \operatorname{det} w(a)=p(b) \operatorname{det} \beta \operatorname{det} w(b)$. If $\operatorname{det} \beta \neq 0$, we have $p(b) \operatorname{det} w(b)=$ $p(a) \operatorname{det} w(a)$. If $\operatorname{det} \alpha \neq 0$, a similar calculation can be used.

Lemma. A second-order linear differential equation

$$
a(t) x^{\prime \prime}(t)+b(t) x^{\prime}(t)+c(t) x(t)=d(t) \quad(a \leqslant t \leqslant b)
$$

can be put into the form of a Sturm-Liouville equation $\left(p x^{\prime}\right)^{\prime}+q x=f$, provided that the functions $a, b, c$ are continuous and $a(t) \neq 0$ for all $t$ in the interval $[a, b]$.

Proof. We transform the equation $a x^{\prime \prime}+b x^{\prime}+c x=d$ by multiplying by the integrating factor $\frac{1}{a} \exp \int(b(t) / a(t)) d t$. Thus

$$
x^{\prime \prime} e^{\int b / a}+(b / a) x^{\prime} e^{\int b / a}+(c / a) x e^{\int b / a}=(d / a) e^{\int b / a}
$$

or

$$
\left(x^{\prime} e^{\int b / a}\right)^{\prime}+(c / a) e^{\int b / a} x=f
$$

Let

$$
p=e^{\int b / a}, \quad q=(c / a) e^{\int b / a}
$$

Example 1. If $A x=-x^{\prime \prime}$ (i.e., $p(t)=-1$ and $q(t)=0$ ), what are the eigenvalues and eigenfunctions? The solutions to $-x^{\prime \prime}=\lambda x$ are of the form $c_{1} \sin \sqrt{\lambda} t+c_{2} \cos \sqrt{\lambda} t$. Hence every complex number $\lambda$ is an eigenvalue, and each eigenspace is of dimension 2.

Example 2. Let $A x=-x^{\prime \prime}$ as before, but let the inner-product space be the subspace of $L^{2}[0, \pi]$ consisting of twice continuously differentiable functions that satisfy $x(0)=x(\pi)=0$. The eigenvalues are $n^{2}$ for $n=0,1,2, \ldots$, and the eigenfunctions are $\sin n^{2} t$.

The next theorem illustrates one case of the Sturm-Liouville Problem. We take $p(t)=1$ in the differential equation and let $\beta_{11}=\beta_{12}=\alpha_{21}=\alpha_{22}=0$. We assume that $\left|\alpha_{11}\right|+\left|\alpha_{12}\right|>0$ and $\left|\beta_{21}\right|+\left|\beta_{22}\right|>0$. It is left to Problem 8
to prove that the differential operator is Hermitian on the subspace of functions that satisfy the boundary conditions.

Our goal is to develop a method for solving the equation $A x=y$, where $y$ is a given function, and $x$ is to be determined. The plan of attack is to find a right inverse of $A$ (say $A B=I$ ) and to give $x=B y$ as the solution to the problem. It will turn out that the spectral theorem is applicable to $B$.

We assume that there exist functions $u$ and $v$ such that

$$
\begin{align*}
& u^{\prime \prime}=q u  \tag{1}\\
& v^{\prime \prime}=q v  \tag{2}\\
& u_{21} u(b)+\beta_{22} u^{\prime}(b)=0  \tag{3}\\
& u^{\prime}(a) v(a)-u(a) v^{\prime}(a)=1
\end{align*}
$$

From (3) we see that $u \neq 0$ and $v \neq 0$. The left side of (3) is the Wronskian of $u$ and $v$ evaluated at $a$.

In practical terms, $u$ and $v$ can be obtained by solving two initial-value problems. This is often done as follows. Find $u_{0}$ and $v_{0}$ such that

$$
\begin{array}{lll}
u_{0}^{\prime \prime}=q u_{0} & u_{0}(b)=1 & u_{0}^{\prime}(b)=0 \\
v_{0}^{\prime \prime}=q v_{0} & v_{0}(a)=0 & v_{0}^{\prime}(a)=1
\end{array}
$$

The $u$ and $v$ required will then be suitable linear combinations of $u_{0}$ and $v_{0}$.
Now we observe that for all $s$,

$$
u^{\prime}(s) v(s)-u(s) v^{\prime}(s)=1
$$

This is true because the left side takes the value 1 at $s=a$ and is constant. Indeed,

$$
\frac{d}{d s}\left[u^{\prime} v-u v^{\prime}\right]=u^{\prime \prime} v+u^{\prime} v^{\prime}-u v^{\prime \prime}-u^{\prime} v^{\prime}=q u v-u q v=0
$$

Next we construct a function $g$ called the Green's function for the problem:

$$
g(s, t)= \begin{cases}u(s) v(t) & a \leqslant t \leqslant s \leqslant b \\ v(s) u(t) & a \leqslant s \leqslant t \leqslant b\end{cases}
$$

The operator $A$ in this case is defined by

$$
\begin{equation*}
A x=x^{\prime \prime}-q x \tag{4}
\end{equation*}
$$

and the domain of $A$ is the closure in $L_{2}[a, b]$ of the set of all twice continuously differentiable functions $x$ such that

$$
a_{11} x(a)+a_{12} x^{\prime}(a)=\beta_{21} x(b)+\beta_{22} x^{\prime}(b)=0
$$

Theorem 2. $A$ right inverse of $A$ in Equation (4) is the operator $B$ defined by

$$
\begin{equation*}
(B y)(s)=\int_{a}^{b} g(s, t) y(t) d t \tag{5}
\end{equation*}
$$

Proof. It is to be proved that $A B=I$. Let $y \in C[a, b]$ and put $x=B y$. We show first that $A x=y$. From the equation

$$
\begin{aligned}
x(s) & =\int_{a}^{b} g(s, t) y(t) d t \\
& =\int_{a}^{s} u(s) v(t) y(t) d t+\int_{s}^{b} v(s) u(t) y(t) d t \\
& =u(s) \int_{a}^{s} v(t) y(t) d t+v(s) \int_{s}^{b} u(t) y(t) d t
\end{aligned}
$$

we have

$$
\begin{aligned}
x^{\prime}(s)= & u^{\prime}(s) \int_{a}^{s} v(t) y(t) d t+u(s) v(s) y(s) \\
& +v^{\prime}(s) \int_{s}^{b} u(t) y(t) d t-v(s) u(s) y(s) \\
= & u^{\prime}(s) \int_{a}^{s} v(t) y(t) d t+v^{\prime}(s) \int_{s}^{b} u(t) y(t) d t
\end{aligned}
$$

Another differentiation gives us

$$
\begin{aligned}
& x^{\prime \prime}(s)=u^{\prime \prime}(s) \int_{a}^{s} v(t) y(t) d t+u^{\prime}(s) v(s) y(s)+v^{\prime \prime}(s) \int_{s}^{b} u(t) y(t) d t-v^{\prime}(s) u(s) y(s \\
& =q(s) u(s) \int_{a}^{s} v(t) y(t) d t+q(s) v(s) \int_{s}^{b} u(t) y(t) d t+y(s)\left[u^{\prime}(s) v(s)-u(s) v^{\prime}(s)\right] \\
& =q(s) x(s)+y(s)
\end{aligned}
$$

In the last step, the constant value of the Wronskian was substituted. Our calculation shows that $x^{\prime \prime}-q x=y$ or $A x=y$, as asserted. Hence $A B=I$.

It remains to prove that $x \in X$, i.e., that $x$ satisfies the boundary conditions. We have, from previous equations,

$$
x(a)=v(a) \int_{a}^{b} u(t) y(t) d t=c v(a)
$$

and

$$
x^{\prime}(a)=v^{\prime}(a) \int_{a}^{b} u(t) y(t) d t=c v^{\prime}(a)
$$

Hence

$$
\alpha_{11} x(a)+\alpha_{12} x^{\prime}(a)=\alpha_{11} c v(a)+\alpha_{12} c v^{\prime}(a)=0
$$

Similarly we verify that

$$
\beta_{21} x(b)+\beta_{22} x^{\prime}(b)=0
$$

Remark. If it is known that the homogeneous boundary-value problem has only the trivial solution, then $B$ is also a left inverse of $A$. In order to verify this,
let $x \in X, y=A x$, and $B y=z$. The previous theorem shows that $y=A B y=$ $A z$ and that $z \in X$. Hence $x-z \in X$ and $A(x-z)=0$. It follows that $x-z=0$, so that $x=B y=B A x$.

Remark. The operator $B$ in the previous theorem is Hermitian, because (by Problem 9) $g$ satisfies the equation

$$
g(s, t)=g(t, s)
$$

Now we apply the Spectral Theorem to the operator $B$. Notice that $B$ is compact by Theorem 5 in Section 2.3, page 86. There exist an orthonormal sequence $\left[u_{n}\right]$ in $L^{2}[a, b]$ and real numbers $\lambda_{n}$ such that

$$
B y=\sum_{n=1}^{\infty} \lambda_{n}\left(y, u_{n}\right) u_{n}
$$

Since $B u_{k}=\lambda_{k} u_{k}$, we have $u_{k}=\lambda_{k} A u_{k}$, and $u_{k}$ satisfies the boundary conditions. This equation shows that $u_{k}$ is an eigenvector of $A$ corresponding to the eigenvalue $1 / \lambda_{k}$. Since $\lambda_{k} \rightarrow 0,1 / \lambda_{k} \rightarrow \infty$. Consequently, a solution to the problem $A x=y$, where $y$ is given and $x$ must satisfy the boundary conditions, is

$$
x=B y=\sum_{n=1}^{\infty} \lambda_{n}\left(y, u_{n}\right) u_{n}
$$

Example 3. Consider the boundary-value problem

$$
A x \equiv x^{\prime \prime}+x=y \quad x^{\prime}(0)=x(\pi)=0
$$

We shall solve it by means of a Green's function. For the functions $u$ and $v$ we can take $u(t)=\sin t$ and $v(t)=\cos t$. In this case the Green's function is

$$
g(s, t)= \begin{cases}\sin s \cos t & 0 \leqslant t \leqslant s \leqslant \pi \\ \cos s \sin t & 0 \leqslant s \leqslant t \leqslant \pi\end{cases}
$$

The compact Hermitian integral operator $B$ is given by

$$
(B y)(s)=\sin s \int_{0}^{s} \cos t y(t) d t+\cos s \int_{s}^{\pi} \sin t y(t) d t
$$

Example 4. Let us solve the problem in Example 3 by using the Spectral Theorem. The eigenvalues and eigenvectors of the differential operator $A$ are obtained by solving $x^{\prime \prime}+x=\mu x$. The general solution of the differential equation is

$$
x(t)=c_{1} \sin \sqrt{1-\mu} t+c_{2} \cos \sqrt{1-\mu} t
$$

Imposing the conditions $x^{\prime}(0)=x(\pi)=0$, we find that the eigenvalues are $\mu_{n}=$ $1-\left(n-\frac{1}{2}\right)^{2}$ and the eigenfunctions are $v_{n}(t)=\cos (2 n-1) t / 2$. The $v_{n}$ are also eigenfunctions of $B$, corresponding to eigenvalues $\lambda_{n}=1 / \mu_{n}=\left(n-n^{2}+\frac{3}{4}\right)^{-1}$.

Observe that the eigenfunctions $v_{n}$ are not of unit norm. If $\alpha_{n}=1 /\left\|v_{n}\right\|$, then [ $\alpha_{n} v_{n}$ ] is an orthonormal system, and the spectral resolution of $B$ is

$$
B y=\sum_{n=1}^{\infty} \lambda_{n}\left(y, \alpha_{n} v_{n}\right)\left(\alpha_{n} v_{n}\right)
$$

A computation reveals that $\alpha_{n}=(2 / \pi)^{1 / 2}$. Hence we can write

$$
B y=\langle 2 / \pi) \sum_{n=1}^{\infty} \lambda_{n}\left(y, v_{n}\right) v_{n}
$$

Use of this formula is equivalent to the traditional method for solving the boundary-value problem

$$
x^{\prime \prime}+x=y \quad x^{\prime}(0)=x(\pi)=0
$$

The traditional method starts with the functions $v_{n}(t)=\cos \frac{2 n-1}{2} t$, which satisfy the boundary conditions. Then we build a function of the form $x=$ $\sum_{n=1}^{\infty} c_{n} v_{n}$. This also satisfies the boundary conditions. We hope that with a correct choice of the coefficients we will have $A x=y$. Since $A v_{n}=\mu_{n} v_{n}$, this equation reduces to $\sum_{n=1}^{\infty} c_{n} \mu_{n} v_{n}=y$. To discover the values of the coefficients, take the inner product of both sides with $v_{m}$ :

$$
\sum c_{n} \mu_{n}\left\langle v_{n}, v_{m}\right\rangle=\left(y, v_{m}\right\rangle
$$

By orthogonality, we get $c_{m} \mu_{m} \alpha_{m}^{-2}=\left(y, v_{m}\right)$ and $c_{m}=\left(y, v_{m}\right) \mu_{m}^{-1} \alpha_{m}^{2}$.
Notice that Theorem 2 has given us an alternative method for solving the inhomogeneous boundary-value problem. Namely, we simply use the Green's function to get $x$ :

$$
x(s)=(B y)(s)=\int_{0}^{\pi} g(s, t) y(t) d t
$$

Our next task is to find out how to determine a Green's function for the more general Sturm-Liouville problem. The differential equation and its boundary conditions are as follows:

$$
\left\{\begin{array}{c}
A x \equiv\left(p x^{\prime}\right)^{\prime}+q x=y \quad x \in C^{2}[a, b]  \tag{6}\\
\alpha_{11} x(a)+\alpha_{12} x^{\prime}(a)+\beta_{11} x(b)+\beta_{12} x^{\prime}(b)=0 \\
\alpha_{21} x(a)+\alpha_{22} x^{\prime}(a)+\beta_{21} x(b)+\beta_{22} x^{\prime}(b)=0
\end{array}\right.
$$

We are looking for a function $g$ defined on $[a, b] \times[a, b]$. As usual, the $t$-sections of $g$ are given by $g^{t}(s)=g(s, t)$.

Theorem 3. The Green's function for the above problem is characterized by these five properties:
(i) $g$ is continuous in $[a, b] \times[a, b]$.
(ii) $\frac{\partial g}{\partial s}$ is continuous in $a<s<t<b$ and in $a<t<s<b$.
(iii) For each $t, g^{t}$ satisfies the boundary conditions.
(iv) $A g^{t}=0$ in the two open triangles described in (ii).
(v) $\lim _{t \downarrow . s} \frac{\partial g}{\partial s}(s, t)-\lim _{t \uparrow s} \frac{\partial g}{\partial s}(s, t)=-1 / p(s)$.

Proof. As in the previous proof, we take $y \in C[a, b]$ and define

$$
x(s)=\int_{a}^{b} g(s, t) y(t) d t
$$

It is to be shown that $x$ is in the domain of $A$ and that $A x=y$. The domain of $A$ consists of twice-continuously differentiable functions that satisfy the boundary conditions. Let us use ' to denote partial differentiation with respect to $s$. Since

$$
x(s)=\int_{a}^{s} g(s, t) y(t) d t+\int_{s}^{b} g(s, t) y(t) d t
$$

we have (as in the previous proof)

$$
x^{\prime}(s)=\int_{a}^{s} g^{\prime}(s, t) y(t) d t+\int_{s}^{b} g^{\prime}(s, t) y(t) d t
$$

It follows that

$$
\begin{array}{rr}
x(a)=\int_{a}^{b} g(a, t) y(t) d t & x(b)=\int_{a}^{b} g(b, t) y(t) d t \\
x^{\prime}(a)=\int_{a}^{b} g^{\prime}(a, t) y(t) d t & x^{\prime}(b)=\int_{a}^{b} g^{\prime}(b, t) y(t) d t
\end{array}
$$

Any linear combination of $x(a), x(b), x^{\prime}(a)$, and $x^{\prime}(b)$ is obtained by an integration of the same linear combination of $g(a, t), g(b, t), g^{\prime}(a, t)$, and $g^{\prime}(b, t)$. Since $g^{t}$ satisfies the boundary conditions, so does $x$. We now compute $x^{\prime \prime}(s)$ from the equation for $x^{\prime}(s)$ :

$$
\begin{aligned}
x^{\prime \prime}(s) & =g^{\prime}(s, s-) y(s)+\int_{a}^{s} g^{\prime \prime}(s, t) y(t) d t-g^{\prime}(s, s+) y(s)+\int_{s}^{b} g^{\prime \prime}(s, t) y(t) d t \\
& =y(s) / p(s)+\int_{a}^{b} g^{\prime \prime}(s, t) y(t) d t
\end{aligned}
$$

Here the following notation has been used:

$$
g^{\prime}(s, s+)=\lim _{t \downarrow s} g^{\prime}(s, t) \quad g^{\prime}(s, s-)=\lim _{t \uparrow s} g^{\prime}(s, t)
$$

Now it is easy to verify that $A x=y$. We have

$$
A x=\left(p x^{\prime}\right)^{\prime}+q x=p^{\prime} x^{\prime}+p x^{\prime \prime}+q x
$$

Hence

$$
\begin{aligned}
(A x)(s)= & p^{\prime}(s) \int_{a}^{b} g^{\prime}(s, t) y(t) d t+y(s)+p(s) \int_{a}^{b} g^{\prime \prime}(s, t) y(t) d t \\
& +q(s) \int_{a}^{b} g(s, t) y(t) d t \\
= & y(s)+\int_{a}^{b}\left[\left(p(s) g^{\prime}(s, t)\right)^{\prime}+q(s) g(s, t)\right] y(t) d t=y(s)
\end{aligned}
$$

because $g^{t}$ is a solution of the differential equation.
Example 5. Find the Green's function for this Sturm-Liouville problem:

$$
x^{\prime \prime}=y \quad x(0)=x^{\prime}(0)=0 \quad x \in C^{2}[0,1]
$$

The preceding theorem asserts that $g^{t}$ should solve the homogeneous differential equation in the intervals $0<s<t<1$ and $0<t<s<1$. Furthermore, $g^{t}$ should be continuous, and it should satisfy the boundary conditions. Lastly, $g^{\prime}(s, t)$ should have a jump discontinuity of magnitude -1 as $t$ passes through the value $s$. One can guess that $g$ is given by

$$
g(s, t)= \begin{cases}0 & 0 \leqslant s \leqslant t \leqslant 1 \\ s-t & 0 \leqslant t \leqslant s \leqslant 1\end{cases}
$$

If we proceed systematically, it will be seen that this is the only solution. In the triangle $0<s<t<1, A g^{t}=0$, and therefore $g^{t}$ must be a linear function of $s$. We write $g(s, t)=a(t)+b(t) s$. Since $g^{t}$ must satisfy the boundary conditions, we have $g(0, t)=(\partial g / \partial s)(0, t)=0$. Thus $a(t)=b(t)=0$ and $g(s, t)=0$ in this triangle. In the second triangle, $0<t<s<1$. Again $g^{t}$ must be linear, and we write $g(s, t)=\alpha(t)+\beta(t) s$. Continuity of $g$ on the diagonal implies that $\alpha(t)+\beta(t) t=0$, and we therefore have $g(s, t)=-\beta(t) t+\beta(t) s=\beta(t)(s-t)$. The condition $(\partial g / \partial s)(s, s+)-(\partial g / \partial s)(s, s-)=-1 / p$ leads to the equation $0-\beta(t)=-1$. Hence $g(s, t)=s-t$ in this triangle. The solution to the inhomogeneous boundary-value problem $x^{\prime \prime}=y$ is therefore given by

$$
x(s)=\int_{0}^{s}(s-t) y(t) d t
$$

Example 6. Find the Green's function for the problem

$$
x^{\prime \prime}-x^{\prime}-2 x=y \quad x(0)=0=x(1)
$$

We tentatively set

$$
g(s, t)= \begin{cases}u(s) v(t) & 0 \leqslant s \leqslant t \leqslant 1  \tag{7}\\ v(s) u(t) & 0 \leqslant t \leqslant s \leqslant 1\end{cases}
$$

and try to determine the functions $u$ and $v$. The homogeneous differential equation has as its general solution the function

$$
x(s)=\alpha e^{-s}+\beta e^{2 s}
$$

The solution satisfying the condition $x(0)=0$ is

$$
u(s)=\alpha e^{-s}-\alpha e^{2 s}
$$

The solution satisfying the condition $x(1)=0$ is

$$
v(s)=-\beta e^{3} e^{-s}+\beta e^{2 s}
$$

With these choices, the function $g$ in Equation (7) satisfies the first four requirements in Theorem 3. With a suitable choice of the parameters $\alpha$ and $\beta$, the fifth requirement can be met as well. The calculation produces the following equation involving the Wrońskian of $u$ and $v$ :

$$
\begin{aligned}
g^{\prime}(s, s+)-g^{\prime}(s, s-) & =u^{\prime}(s) v(s)-v^{\prime}(s) u(s) \\
& =\alpha \beta\left(3-3 e^{3}\right) e^{s}
\end{aligned}
$$

In this problem, the function $p$ is $p(s)=e^{-s}$, because

$$
x^{\prime \prime}(s)-x^{\prime}(s)=\left(e^{-s} x^{\prime}(s)\right)^{\prime}
$$

Hence condition 5 in Theorem 3 requires us to choose $\alpha$ and $\beta$ such that $\alpha \beta=$ $-\left(3-3 e^{3}\right)^{-1} \approx .0017465$. Then

$$
g(s, t)= \begin{cases}\alpha \beta\left(e^{-s}-e^{2 s}\right)\left(e^{2 t}-e^{3-t}\right) & 0 \leqslant s \leqslant t \leqslant 1 \\ \alpha \beta\left(e^{2 s}-e^{3-s}\right)\left(e^{-t}-e^{2 t}\right) & 0 \leqslant t \leqslant s \leqslant 1\end{cases}
$$

Example 7. Find the Green's function for this Sturm-Liouville problem:

$$
x^{\prime \prime}+9 x=y \quad x(0)=x(\pi / 2)=0
$$

According to the preceding theorem, $g$ should be a continuous function on the square $0 \leqslant s, t \leqslant \pi / 2$, and $g^{t}$ should solve the homogeneous problem in the intervals $0 \leqslant s \leqslant t$ and $t \leqslant s \leqslant \pi / 2$. Finally, $\partial g / \partial s$ should have a jump of magnitude -1 as $t$ increases through the value $s$. These considerations lead us to define

$$
g(s, t)= \begin{cases}-\frac{1}{3} \sin 3 s \cos 3 t & 0 \leqslant s \leqslant t \leqslant \pi / 2 \\ -\frac{1}{3} \cos 3 s \sin 3 t & 0 \leqslant t \leqslant s \leqslant \pi / 2\end{cases}
$$

## Problems 2.5

1. Find the eigenvalues and eigenfunctions for the Sturm-Liouville operator when $p=\boldsymbol{q}=1$ and

$$
\alpha=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]=\beta
$$

2. Prove that an operator of the form

$$
(A x)(s)=\int_{a}^{b} k(s, t) x(t) d t
$$

is Hermitian if and only if $k(s, t)=\overline{k(t, s)}$.
3. Find the Green's function for the problem

$$
x^{\prime \prime}-3 x^{\prime}+2 x=y \quad x(0)=0=x(1)
$$

4. Find the Green's function for the problem

$$
x^{\prime \prime}-9 x=y \quad x(0)=0=x(1)
$$

5. Prove that if $u$ and $v$ are in $C^{2}[a, b]$, then the function

$$
g(s, t)= \begin{cases}u(s) v(t) & a \leqslant s \leqslant t \leqslant b \\ v(s) u(t) & a \leqslant t \leqslant s \leqslant b\end{cases}
$$

has properties (i) and (ii) mentioned in Theorem 3.
6. (Continuation) Show that if

$$
p v^{2}(u / v)^{\prime}=-1
$$

then $g$ (in Problem 5) will have property (v) in Theorem 3.
8. Prove that if $p=1$ in the Sturm-Liouville problem and $\rho_{11}=\rho_{12}=\alpha_{21}=\alpha_{22}=0$ then $A$ is Hermitian.
9. Prove that the function $g$ in Equation (4) is symmetric: $g(s, t)=g(t, s)$.
10. Let $A x=\left(p x^{\prime}\right)^{\prime}-q x$. Prove Lagrange's identity:

$$
x A y-y A x=\left[p\left(x y^{\prime}-y x^{\prime}\right)\right]^{\prime}
$$

11. (Continuation) Prove Green's formula:

$$
\int_{a}^{b}(x A y-y A x)=\left.p\left(x y^{\prime}-y x^{\prime}\right)\right|_{a} ^{b}
$$

12. Show that the Wronskian for any two solutions of the equation $\left(p x^{\prime}\right)^{\prime}-q x=0$ is a scalar multiple of $1 / p$, and so is either identically zero or never zero. (Here we assume $p(t) \neq 0$ for $a \leqslant t \leqslant b$.)
13. Find the eigenvalues and eigenfunctions for the operator $A$ defined by the equation $A x=$ $-x^{\prime \prime}+2 x^{\prime}-x$. Assume that the domain of $A$ is the set of twice continuously differentiable functions on $[0,1]$ that have boundary values $x(0)=x(1)=0$.
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### 3.1 The Fréchet Derivative

In this chapter we develop the theory of the derivative for mappings between Banach spaces. Partial derivatives, Jacobians, and gradients are all examples of the general theory, as are the Gâteaux and Fréchet differentials. Kantorovich's theorem on Newton's method is proved. Following that there is a section on implicit function theorems in a general setting. Such theorems can often be used to prove the existence of solutions to integral equations and other similar problems. Another section, devoted to extremum problems, illustrates how the methods of calculus (in Banach spaces) can lead to solutions. A section on the "calculus of variations" closes the chapter.

The first step is to transfer, with as little disruption as possible, the elementary ideas of calculus to the more general setting of a normed linear space.

Definition. Let $f: D \rightarrow Y$ be a mapping from an open set $D$ in a normed linear space $X$ into a normed linear space $Y$. Let $x \in D$. If there is a bounded linear map $A: X \rightarrow Y$ such that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{\|f(x+h)-f(x)-A h\|}{\|h\|}=0 \tag{1}
\end{equation*}
$$

then $f$ is said to be Fréchet differentiable at $x$, or simply differentiable at $x$. Furthermore, $A$ is called the (Fréchet) derivative of $f$ at $x$.

Theorem 1. If $f$ is differentiable at $x$, then the mapping $A$ in the definition is uniquely defined. (It depends on $x$ as well as $f$.)

Proof. Suppose that $A_{1}$ and $A_{2}$ are two linear maps having the required property, expressed in Equation (1). Then to each $\varepsilon>0$ there corresponds a $\delta>0$ such that

$$
\left\|f(x+h)-f(x)-A_{i} h\right\|<\varepsilon\|h\| \quad(i=1,2)
$$

whenever $\|h\|<\delta$. By the triangle inequality, $\left\|A_{1} h-A_{2} h\right\|<2 \varepsilon\|h\|$ whenever $\|h\|<\delta$. Since $A_{1}-A_{2}$ is homogeneous, the preceding inequality is true for all $h$. Hence $\left\|A_{1}-A_{2}\right\| \leqslant 2 \varepsilon$. Since $\varepsilon$ was arbitrary, $\left\|A_{1}-A_{2}\right\|=0$.

Notation. If $f$ is differentiable at $x$, its derivative, denoted by $A$ in the definition, will usually be denoted by $f^{\prime}(x)$. Notice that with this notation $f^{\prime}(x) \in \mathcal{L}(X, Y)$. This is $N O T$ the same as saying $f^{\prime} \in \mathcal{L}(X, Y)$. It will be necessary to distinguish carefully between $f^{\prime}$ and $f^{\prime}(x)$.

Theorem 2. If $f$ is bounded in a neighborhood of $x$ and if a linear map $A$ has the property in Equation (1), then $A$ is a bounded linear map; in other words, $A$ is the Fréchet derivative of $f$ at $x$.

Proof. Choose $\delta>0$ so that whenever $\|h\| \leqslant \delta$ we will have

$$
\|f(x+h)\| \leqslant M \quad \text { and } \quad\|f(x+h)-f(x)-A h\| \leqslant\|h\|
$$

Then for $\|h\| \leqslant \delta$ we have $\|A h\| \leqslant 2 M+\|h\| \leqslant 2 M+\delta$. For $\|u\| \leqslant 1,\|\delta u\| \leqslant \delta$, whence $\|A(\delta u)\| \leqslant 2 M+\delta$. Thus $\|A\| \leqslant(2 M+\delta) / \delta$.

Example 1. Let $X=Y=\mathbb{R}$. Let $f$ be a function whose derivative (in the elementary sense) at $x$ is $\lambda$. Then the Fréchet derivative of $f$ at $x$ is the linear $\operatorname{map} h \mapsto \lambda h$, because

$$
\lim _{h \rightarrow 0} \frac{|f(x+h)-f(x)-\lambda h|}{|h|}=\lim _{h \rightarrow 0}\left|\frac{f(x+h)-f(x)}{h}-\lambda\right|=0
$$

Thus, the terminology adopted here is slightly different from the elementary notion of derivative in calculus.

Example 2. Let $X$ and $Y$ be arbitrary normed linear spaces. Define $f: X \rightarrow$ $Y$ by $f(x)=y_{0}$, where $y_{0}$ is a fixed element of $Y$. (Naturally, such an $f$ is called a constant map.) Then $f^{\prime}(x)=0$. (This is the 0 element of $\mathcal{L}(X, Y)$.)

Example 3. Let $f$ be a bounded linear map of $X$ into $Y$. Then $f^{\prime}(x)=f$. Indeed, $\|f(x+h)-f(x)-f(h)\|=0$. Observe that the equation $f^{\prime}=f$ is not true. This illustrates again the importance of distinguishing carefully between $f^{\prime}(x)$ and $f^{\prime}$.

Theorem 3. If $f$ is differentiable at $x$, then it is continuous at $x$.
Proof. Let $A=f^{\prime}(x)$. Then $A \in \mathcal{L}(X, Y)$. Given $\varepsilon>0$, select $\delta>0$ so that $\delta<\varepsilon /(1+\|A\|)$ and so that the following implication is valid:

$$
\|h\|<\delta \quad \Longrightarrow \quad\|f(x+h)-f(x)-A h\| /\|h\|<1
$$

Then for $\|h\|<\delta$, we have by the triangle inequality

$$
\begin{aligned}
\|f(x+h)-f(x)\| & \leqslant\|f(x+h)-f(x)-A h\|+\|A h\| \\
& <\|h\|+\|A h\| \leqslant\|h\|+\|A\|\|h\| \\
& <\delta(1+\|A\|)<\varepsilon
\end{aligned}
$$

Example 4. Let $X=Y=C[0,1]$ and let $\phi: \mathbb{R} \rightarrow \mathbb{R}$ be continuously differentiable. Define $f: X \rightarrow Y$ by the equation $f(x)=\phi \circ x$, where $x$ is any element of $C[0,1]$. What is $f^{\prime}(x)$ ? To answer this, we undertake a calculation of $f(x+h)-f(x)$, using the classical mean value theorem:

$$
[f(x+h)-f(x)](t)=\phi(x(t)+h(t))-\phi(x(t))=\phi^{\prime}(x(t)+\theta(t) h(t)) h(t)
$$

where $0<\theta(t)<1$. This suggests that we define $A$ by

$$
A h=\left(\phi^{\prime} \circ x\right) h
$$

With this definition, we shall have at every point $t$,

$$
[f(x+h)-f(x)-A h](t)=\phi^{\prime}(x(t)+\theta(t) h(t)) h(t)-\phi^{\prime}(x(t)) h(t)
$$

Hence, upon taking the supremum norm, we have

$$
\|f(x+h)-f(x)-A h\| \leqslant\left\|\phi^{\prime} \circ(x+\theta h)-\phi^{\prime} \circ x\right\|\|h\|
$$

By comparing this to Equation (1) and invoking the continuity of $\phi^{\prime}$, we see that $A$ is indeed the derivative of $f$ at $x$. Hence $f^{\prime}(x)=\phi^{\prime} \circ x$.

Theorem 4. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$. If each of the partial derivatives $D_{i} f\left(=\partial f / \partial x_{i}\right)$ exists in a neighborhood of $x$ and is continuous at $x$ then $f^{\prime}(x)$ exists, and a formula for it is

$$
f^{\prime}(x) h=\sum_{i=1}^{n} D_{i} f(x) \cdot h_{i} \quad h=\left(h_{1}, h_{2}, \ldots, h_{n}\right) \in \mathbb{R}^{n}
$$

Speaking loosely, we say that the Fréchet derivative of $f$ is given by the gradient of $f$.

Proof. We must prove that

$$
\lim _{h \rightarrow 0} \frac{1}{\|h\|}\left[f(x+h)-f(x)-\sum_{i=1}^{n} h_{i} D_{i} f(x)\right]=0
$$

We begin by writing

$$
f(x+h)-f(x)=f\left(v^{n}\right)-f\left(v^{0}\right)=\sum_{i=1}^{n}\left[f\left(v^{i}\right)-f\left(v^{i-1}\right)\right]
$$

where the vectors $v^{i}$ and $v^{i-1}$ differ in only one coordinate. Thus we put $v^{0}=x$ and $v^{i}=v^{i-1}+h_{i} e^{i}$, where $e^{i}$ is the $i$ th standard unit vector. By the mean value theorem for functions of one variable,

$$
f\left(v^{i}\right)-f\left(v^{i-1}\right)=f\left(v^{i-1}+h_{i} e^{i}\right)-f\left(v^{i-1}\right)=h_{i} D_{i} f\left(v^{i-1}+\theta_{i} h_{i} e^{i}\right)
$$

where $0<\theta_{i}<1$. Putting this together, and using the Cauchy-Schwarz inequality, we have

$$
\begin{array}{rl}
\|h\|^{-1} \mid f(x+h)-f & f(x)-\sum h_{i} D_{i} f(x) \mid \\
& =\|h\|^{-1}\left|\sum h_{i}\left[D_{i} f\left(v^{i-1}+\theta_{i} h_{i} e^{i}\right)-D_{i} f(x)\right]\right| \\
& \leqslant\|h\|^{-1}\|h\| \sqrt{\sum\left[D_{i} f\left(v^{i-1}+\theta_{i} h_{i} e^{i}\right)-D_{i} f(x)\right]^{2}} \rightarrow 0
\end{array}
$$

as $\|h\| \rightarrow 0$, by the continuity of $D_{i} f$ at $x$. Note that

$$
\left\|v^{i-1}+\theta_{i} h_{i} e^{i}-x\right\|=\left\|\left(h_{1}, \ldots, h_{i-1}, \theta_{i} h_{i}, 0,0, \ldots, 0\right)\right\| \leqslant\|h\|
$$

Theorem 5. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, and let $f_{1}, \ldots, f_{m}$ be the component functions of $f$. If all partial derivatives $D_{j} f_{i}$ exist in a neighborhood of $x$ and are continuous at $x$, then $f^{\prime}(x)$ exists, and

$$
\left(f^{\prime}(x) h\right)_{i}=\sum_{j=1}^{n} D_{j} f_{i}(x) \cdot h_{j} \quad \text { for all } h \in \mathbb{R}^{n}
$$

Speaking informally, we say that the Fréchet derivative of $f$ is given by the Jacobian matrix $\mathbf{J}$ of $f$ at $x$ : $J_{i j}=\left(D_{j} f_{i}(x)\right)$.

Proof. By the definition of the Euclidean norm,

$$
\frac{1}{\|h\|^{2}}\|f(x+h)-f(x)-J h\|^{2}=\frac{1}{\|h\|^{2}} \sum_{i=1}^{m}\left[f_{i}(x+h)-f_{i}(x)-\sum_{j=1}^{n} D_{j} f_{i}(x) \cdot h_{j}\right]^{2}
$$

Each of the $m$ terms in the sum (including the divisor $\|h\|^{2}$ ) converges to 0 as $h \rightarrow 0$. This is exactly the content of the preceding theorem.

Example 5. Let $f(x)=\sqrt{\left|x_{1} x_{2}\right|}$. Then the two partial derivatives of $f$ exist at $(0,0)$, but $f^{\prime}(0,0)$ does not exist. Details are left to Problem 16.

Example 6. Let $L$ be a bounded linear operator on a real Hilbert space $X$. Define $F: X \rightarrow \mathbb{R}$ by the equation $F(x)=\langle x, L x\rangle$. In order to discover whether $F$ is differentiable at $x$, we write

$$
\begin{aligned}
F(x+h)-F(x) & =\langle x+h, L x+L h\rangle-\langle x, L x\rangle \\
& =\langle x, L h\rangle+\langle h, L x\rangle+\langle h, L h\rangle
\end{aligned}
$$

Since the derivative is a linear map, we guess that $A$ should be $A h=\langle x, L h\rangle+$ $\langle h, L x\rangle$. With that choice, $|A h| \leqslant 2\|x\|\|L\|\|h\|$, showing that $\|A\| \leqslant 2\|x\|\|L\|$. Thus $A$ is a bounded linear functional. Furthermore,

$$
|F(x+h)-F(x)-A h|=|\langle h, L h\rangle| \leqslant\|L\|\|h\|^{2}=o(h)
$$

(The notation $o(h)$ is explained in Problem 6.) This establishes that $A=F^{\prime}(x)$. Notice that

$$
A h=\left\langle L^{*} x+L x, h\right\rangle
$$

References for the material in this chapter are [Av1], [Av2], [Bart], [Bl], [Bo], [Car], [Cart], [CS], [Cou], [Dieu], [Els], [Ewi], [Fox], [FM], [GF], [Gold], [Hes1], [Hes2], [JLJ], [Lan1], [NSS], [PBGM], [Sag], [Schj], [Wein], and [Youl].

## Problems 3.1

1. Let $g$ be a function of two real variables such that $g 22$ is continuous. (This notation means second partial derivative with respect to the second argument.) Define $f: C[0,1] \rightarrow$ $C[0,1]$ by the equation $(f(x))(t)=\int_{0}^{1} g(t, x(s)) d s$. Compute the Fréchet derivative of $f$. You may need Taylor's Theorem.
2. Let $f$ be a Fréchet-differentiable function from a Hilbert space $X$ into $\mathbb{R}$. The gradient of $f$ at $x$ is a vector $v \in X$ such that $f^{\prime}(x) h=(h, v)$ for all $h \in X$. Prove that such a $v$ exists. (It depends on $x$.) Illustrate with $f(x)=(a, x)^{2}, a \in X$ and fixed.
3. Prove that if $f$ and $g$ are differentiable at $x$, then so is $f+g$, and $(f+g)^{\prime}(x)=f^{\prime}(x)+g^{\prime}(x)$.
4. Let $X, Y$ and $Z$ be normed linear spaces. Prove that if $f: X \rightarrow Y$ is differentiable and if $A: Y \rightarrow Z$ is a bounded linear map, then $(A \circ f)^{\prime}=A \circ f^{\prime}$.
5. Let $f: X \rightarrow X$ be differentiable, $X$ a real Hilbert space, and $v \in X$. Define $g: X \rightarrow \mathbb{R}$ by $g(x)=(f(x), v)$. Prove that $g$ is differentiable, and determine $g^{\prime}$.
6. We write $h \mapsto o(h)$ for a generic function that has the property

$$
\lim _{h \rightarrow 0} \frac{o(h)}{\|h\|}=0
$$

Thus $f^{\prime}(x)$ is characterized by the equation $f(x+h)-f(x)-f^{\prime}(x) h=o(h)$. Prove that the family of all such functions $o$ from $X$ to $Y$ is a vector space.
7. Find the derivative of the map $f: C[0,1] \rightarrow C[0,1]$ defined by $f(x)=\boldsymbol{g} \cdot \boldsymbol{x}$. Here the dot signifies ordinary multiplication, and $g \in C[0,1]$.
8. Supply the missing details in Example 4. For example, you should establish the fact that $\left\|\phi^{\prime} \circ(x+\theta h)-\phi^{\prime} \circ x\right\|$ converges to 0 when $h$ converges to 0 . Quote any theorems from real analysis that you use.
9. Let $X$ and $Y$ be two normed linear spaces, and let $x \in X$. Let $f$ and $g$ be functions defined on a neighborhood of $x$ and taking values in $Y$. Following Dieudonné, we say that " $f$ and $g$ are tangent at $x$ " if

$$
\lim _{h \rightarrow 0} \frac{\|f(x+h)-g(x+h)\|}{\|h\|}=0
$$

Prove that this is an equivalence relation. Prove that the relationship is preserved if the norms in $X$ and $Y$ are changed to equivalent ones. Prove that $x \mapsto f\left(x_{0}\right)+f^{\prime}\left(x_{0}\right)\left(x-x_{0}\right)$ is the unique affine map tangent to $f$ at $x_{0}$. (An affine map is a constant plus a linear map.)
10. Show that these two functions are tangent at $x=2$ :

$$
f(x)=x^{2} \quad g(x)=3+\sqrt{17-(x-6)^{2}}
$$

Draw a picture to illustrate.
11. Prove that if $f$ and $g$ are tangent at $x$ and if both are differentiable at $x$, then $f^{\prime}(x)=$ $g^{\prime}(x)$. Here $f$ and $g$ should be as general as in Problem 9.
12. Let $X=C[0,1]$, with it.s usual sup-norm. Select $t_{i} \in[0,1]$ and $v_{i} \in C[0,1]$, and define $f(x)=\sum_{i=1}^{n}\left[x\left(t_{i}\right)\right]^{2} v_{i}$. Prove that $f$ is differentiable at all points of $X$ and give a formula for $f^{\prime}$.
13. Prove that the supremum norm on the space $C[0,1]$ is not differentiable at any element $x$ for which there are two or more points $t$ in $\{0,1 \mid$ where $|x(t)|=\|x\|$.
14. Recall that $c_{0}$ is the space of sequences converging to 0 and that the norm is $\|x\|=$ $\max _{n}|x(n)|$. Prove that the norm is differentiable at $x$ if and only if there is a unique $n$ such that $|x(n)|=\|x\|$.
15. Let $y_{0}$ be a point in a normed linear space $Y$. Define $f: \mathbb{R} \rightarrow Y$ by the equation $f(t)=t y_{0}$. Compute $f^{\prime}$. Now define $g(t)=(\sin t) y_{0}$ and compute $g^{\prime}$.
16. Supply the missing details for Example 5.
17. Define $f: C[0,1] \rightarrow C[0,1]$ by the equation $[f(x)](t)=x(t)+\int_{0}^{1}[x(s t)]^{2} d s$. Compute $f^{\prime}(x)$.
18. Prove that if $f$ is differentiable at $x$, then $f$ is Lipschitz continuous at $x$. This means that $\|f(y)-f(x)\| \leqslant \lambda\|y-x\|$ for some $\lambda$ and all $y$ in a neighborhood of $x$.
19. Let $a_{n}(n=0,1,2, \ldots)$ be real numbers such that $\sum_{n=0}^{\infty} a_{n} z^{n}$ converges for all $z \in \mathbb{C}$. Let $X$ be a Banach space. Define $f: \mathcal{C}(X, X) \rightarrow \mathcal{L}(X, X)$ by the equation $f(A)=$ $\sum_{n=0}^{\infty} a_{n} A^{n}$. What is the Fréchet derivative of $f$ ?
20. Explain the difference between these statements:
(i) $f^{\prime}$ is continuous at $x$.
(ii) $f^{\prime}(x)$ is continuous.

Prove that if $f^{\prime}(x)$ exists, then it is continuous and differentiable. Give an example of a mapping $f$ such that $f^{\prime}$ is continuous but not differentiable.
21. Refer to the definition of the Fréchet derivative. If the bounded linear map $A$ satisfies the weaker condition

$$
\lim _{\lambda \rightarrow 0} \frac{1}{\lambda}\|f(x+\lambda h)-f(x)-\lambda A h\|=0
$$

for every $h \in X$, then $f$ is said to be Gâteaux differentiable at $x$, and $A$ is the Gateaux derivative at $x$. Prove that if $f$ is Fréchet differentiable at $x$, then it is Gateaux differentiable at $x$, and the two derivatives are equal.
22. Let $f$ be a differentiable map from one normed linear spaces into another. Let $y$ be a point such that $f^{-1}(\{y\})$ contains no point $x$ for which $f^{\prime}(x)=0$. Prove that $f^{-1}(\{y\})$ contains no nonvoid open set.
23. If $f: \mathbb{R} \rightarrow \mathbb{R}^{n}$, what is the formula for $f^{\prime}(x)$ ?
24. Prove that in an inner-product space the functions $f(x)=\|x\|^{2}$ and $g(x)=\langle a, x)$ are differentiable. Give formulas for the derivatives.

### 3.2 The Chain Rule and Mean Value Theorems

We continue to work with a function $f: D \rightarrow Y$, where $D$ is an open set in a normed linear space $X$, and $Y$ is another normed linear space. In the next theorem, we have another mapping $g$ defined on an open set in $Y$ and taking values in a third normed space. In the proof we use notation explained in Problem 3.1.6, page 119.

Theorem 1. The Chain Rule. If $f$ is differentiable at $x$ and if $g$ is differentiable at $f(x)$, then $g \circ f$ is differentiable at $x$, and

$$
(g \circ f)^{\prime}(x)=g^{\prime}(f(x)) \circ f^{\prime}(x)
$$

Proof. Define $F=g \circ f, A=f^{\prime}(x), y=f(x), B=g^{\prime}(y)$, and

$$
\begin{aligned}
o_{1}(h) & =f(x+h)-f(x)-A h & & (h \in X) \\
o_{2}(k) & =g(y+k)-g(y)-B k & & (k \in Y) \\
\phi(h) & =A h+o_{1}(h) & &
\end{aligned}
$$

It is to be shown that $F^{\prime}(x)=B A$. This requires a calculation as follows:

$$
\begin{aligned}
F(x+h)-F(x)-B A h & =g(f(x+h))-g(f(x))-B A h \\
& =g\left[f(x)+A h+o_{1}(h)\right]-g(y)-B A h \\
& =g[y+\phi(h)]-g(y)-B A h \\
& =g(y)+B \phi(h)+o_{2}(\phi(h))-g(y)-B A h \\
& =B\left[A h+o_{1}(h)\right]+o_{2}(\phi(h))-B A h \\
& =B o_{1}(h)+o_{2}(\phi(h))
\end{aligned}
$$

In order to see that this last expression is $o(h)$, notice first that $\left\|B o_{1}(h)\right\| \leqslant$ $\|B\|\left\|o_{1}(h)\right\|$. Hence this term is $o(h)$. Now let $\varepsilon>0$. Select $\delta_{1}>0$ so that

$$
\|k\|<\delta_{1} \quad \Longrightarrow \quad\left\|o_{2}(k)\right\|<\varepsilon\|k\| /(\|A\|+1)
$$

Select $\delta>0$ so that $\delta<\delta_{1} /(\|A\|+1)$ and so that

$$
\|h\|<\delta \quad \Longrightarrow \quad\left\|o_{1}(h)\right\|<\|h\|
$$

Now let $\|h\|<\delta$. Then we have

$$
\begin{aligned}
\|\phi(h)\| & =\left\|A h+o_{1}(h)\right\| \leqslant\|A\|\|h\|+\left\|o_{1}(h)\right\| \\
& <(\|A\|+1)\|h\|<(\|A\|+1) \delta<\delta_{1}
\end{aligned}
$$

Consequently, using $k=\phi(h)$, we conclude that

$$
\left\|o_{2}(\phi(h))\right\|<\varepsilon\|\phi(h)\| /(\|A\|+1)<\varepsilon\|h\|
$$

The mean value theorem of elementary calculus does not have an exact analogue for mappings between general normed linear spaces. (An exception to this assertion occurs in the case when $f: X \rightarrow \mathbb{R}$. See Theorem 2, below.) Even for functions $f: \mathbb{R} \rightarrow X$, the expected mean-value theorem fails, as we now illustrate.

Example. Define $f: \mathbb{R} \rightarrow \mathbb{R}^{2}$ by the equation $f(t)=(\cos t, \sin t)$. We ask: Is the equation

$$
f(2 \pi)-f(0)=f^{\prime}(t) 2 \pi
$$

true for some $t \in(0,2 \pi)$ ? The answer is "No," because the left side of the equation is $(0,0)$, while $f^{\prime}(t)=(-\sin t, \cos t) \neq(0,0)$.

However, the mean value theorem of elementary calculus does have a generalization to real-valued functions on a normed linear space. We present this first.

Theorem 2. Mean Value Theorem I. Let $f$ be a real-valued mapping defined on an open set $D$ in a normed linear space. Let $a, b \in D$. Assume that the line segment

$$
[a, b]=\{a+t(b-a): 0 \leqslant t \leqslant 1\}
$$

lies in $D$. If $f$ is continuous on $[a, b]$ and differentiable on the open line segment $(a, b)$, then for some $\xi$ in $(a, b)$,

$$
f(b)-f(a)=f^{\prime}(\xi)(b-a)
$$

Proof. Put $g(t)=f(a+t(b-a))$. Then $g$ is continuous on the interval $[0,1]$ and differentiable on $(0,1)$. By the chain rule,

$$
g^{\prime}(t)=f^{\prime}(a+t(b-a))(a-b)
$$

By the mean value theorem of elementary calculus,

$$
\begin{aligned}
f(b)-f(a) & =g^{\prime}(\tau)=f^{\prime}(a+\tau(b-a))(b-a) \\
& =f^{\prime}(\xi)(b-a)
\end{aligned}
$$

Theorem 3. Mean Value Theorem II. Let $f$ be a continuous map of a compact interval $[a, b]$ of the real line into a normed linear space $Y$. If, for each $x$ in $(a, b), f^{\prime}(x)$ exists and satisfies $\left\|f^{\prime}(x)\right\| \leqslant M$, then $\|f(b)-f(a)\| \leqslant M(b-a)$.

Proof. It suffices to prove that if $a<\alpha<\beta<b$, then $\|f(\beta)-f(\alpha)\| \leqslant M(b-a)$ because, the desired result would follow from this by continuity. Also, it suffices to prove $\|f(\beta)-f(\alpha)\| \leqslant(M+\varepsilon)(b-a)$ for an arbitrary positive $\varepsilon$. Let $S$ be the set of all $x$ in $[\alpha, \beta]$ such that

$$
\|f(x)-f(\alpha)\| \leqslant(M+\varepsilon)(x-a)
$$

By continuity, $S$ is a closed set. Let $x_{0}=\sup S$. Since $S$ is compact, $x_{0} \in S$. To complete the proof, the main task is to show that $x_{0}=\beta$. Suppose that $x_{0}<\beta$ and look for a contradiction. Since $f$ is differentiable at $x_{0}$, there is a positive $\delta$ such that $\delta<\beta-x_{0}$ and

$$
|h|<\delta \Longrightarrow\left\|f\left(x_{0}+h\right)-f\left(x_{0}\right)-f^{\prime}\left(x_{0}\right) h\right\|<\varepsilon|h|
$$

Put $h=\delta / 2$ and $u=x_{0}+\delta / 2$. Then

$$
\left\|f(u)-f\left(x_{0}\right)-f^{\prime}\left(x_{0}\right)\left(u-x_{0}\right)\right\|<\varepsilon\left(u-x_{0}\right)
$$

Hence

$$
\left\|f(u)-f\left(x_{0}\right)\right\|<\left\|f^{\prime}\left(x_{0}\right)\left(u-x_{0}\right)\right\|+\varepsilon\left(u-x_{0}\right) \leqslant(M+\varepsilon)\left(u-x_{0}\right)
$$

Since $x_{0} \in S$, we have also

$$
\left\|f\left(x_{0}\right)-f(\alpha)\right\| \leqslant(M+\varepsilon)\left(x_{0}-a\right)
$$

Hence

$$
\|f(u)-f(\alpha)\| \leqslant\left\|f(u)-f\left(x_{0}\right)\right\|+\left\|f\left(x_{0}\right)-f(\alpha)\right\| \leqslant(M+\varepsilon)(u-a)
$$

This proves that $u \in S$. Since $u>x_{0}$, we have a contradiction. Thus $x_{0}=\beta$, $\beta \in S$, and

$$
\|f(\beta)-f(\alpha)\| \leqslant(M+\varepsilon)(\beta-a)<(M+\varepsilon)(b-a)
$$

Theorem 4. Mean Value Theorem III. Let $f$ be a map from an open set $D$ in one normed linear space into another normed linear space. If the line segment

$$
S=\{t a+(1-t) b: 0 \leqslant t \leqslant 1\}
$$

lies in $D$ and if $f^{\prime}(x)$ exists at each point of $S$, then

$$
\|f(b)-f(a)\| \leqslant\|b-a\| \sup _{x \in S}\left\|f^{\prime}(x)\right\|
$$

Proof. Define $g(t)=f(t a+(1-t) b)$ for $0 \leqslant t \leqslant 1$. By the chain rule, $g^{\prime}$ exists and $g^{\prime}(t)=f^{\prime}(t a+(1-t) b)(a-b)$. By the second Mean Value Theorem

$$
\|f(b)-f(a)\|=\|g(1)-g(0)\| \leqslant \sup _{0 \leqslant t \leqslant 1}\left\|g^{\prime}(t)\right\| \leqslant\|b-a\| \sup _{x \in S}\left\|f^{\prime}(x)\right\|
$$

Notice that $g=f \circ \ell$, where $\ell(t)=t a+(1-t) b$. Thus $\ell^{\prime}(t) \in \mathcal{L}(\mathbb{R}, X)$. Hence in the formula for $g^{\prime}$, the term $(a-b)$ is interpreted as a mapping from $\mathbb{R}$ to $X$ defined by $t \mapsto t \cdot(a-b)$.

Theorem 5. Let $X$ and $Y$ be normed spaces, $D$ a connected open set in $X$, and $f$ a differentiable map of $D$ into $Y$. If $f^{\prime}(x)=0$ for all $x \in D$, then $f$ is a constant function.

Proof. Since $f^{\prime}(x)$ exists for all $x \in D, f$ is continuous on $D$ (by Theorem 3 of Section 3.1, page 117). Select $x_{0} \in D$ and define $A=\left\{x \in D: f(x)=f\left(x_{0}\right)\right\}$. This is a closed subset of $D$ (i.e., the intersection of $D$ with a closed set in $X$ ). But we can prove that $A$ is also open. Indeed, if $x \in A$, then there is a ball $B(x, r) \subset D$, because $D$ is open. If $y \in B(x, r)$, then the line segment from $x$ to $y$ lies in $B(x, r)$. By the Mean Value Theorem II,

$$
\|f(x)-f(y)\| \leqslant\|x-y\| \sup _{0 \leqslant t \leqslant 1}\left\|f^{\prime}(t x+(1-t) y)\right\|=0
$$

So $f(y)=f(x)=f\left(x_{0}\right)$. This means that $y \in A$. Hence $B(x, r) \subset A$. Thus $A$ is open (it contains a neighborhood of each of its points). A set is connected if it contains no proper subset that is open and closed. Since $A$ is open and closed and nonempty, $A=D$.

The connectedness of $D$ is essential in the preceding theorem, even if $D \subset \mathbb{R}$. For example, suppose that $D=(0,1) \cup(2,3)$ and that $f(x)=1$ on $(0,1)$ while $f(x)=2$ on $(2,3)$. Then $f$ is certainly not constant, although $f^{\prime}(x)=0$ at each point of $D$.

## Problems 3.2

1. Let $X=C[0,1]$ and let $f(x)=\|x\|_{1}=\int_{0}^{1}|x(t)| d t$. Is $f$ differentiable?
2. Prove that the norm in a real Hilbert space is differentiable except at 0 . Hint: Find the derivative of $\|x\|^{2}$ first.
3. Let $X$ be a real Hilbert space and $v \in X$. Define $f(x)=\|x\|^{2} v$. What is $f^{\prime}(x)$ ?
4. Let $f$ be a continuous real-valued map on a Hilbert space. If $f^{\prime}\left(x_{0}\right)$ exists, then there is a direction of steepest descent at $x_{0}$. This means that there exists a vector $u$ of norm 1 for which $\left.(d / d t) f\left(x_{0}+t u\right)\right|_{t=0}$ is a maximum. What is $u$ ?
5. Let $f$ be a differentiable and continuous real-valued function defined on an open set $D$ in a normed linear space. Suppose that $x_{0} \in D$ and that $f\left(x_{0}\right) \geqslant f(x)$ for all $x \in D$. Prove that $f^{\prime}\left(x_{0}\right)=0$.
6. Let $D$ be a bounded open set in a finite-dimensional normed linear space. Let $\bar{D}$ be the closure of $D$. Let $f: \bar{D} \rightarrow \mathbb{R}$ be continuous. Assume $f$ differentiable in $D$ and that $f$ is constant on $\bar{D} \backslash D$ (the boundary of $D$ ). Show that $f^{\prime}(x)=0$ for some $x \in D$. (Hint: A continuous real-valued function on a compact set achieves its maximum and minimum. Use Problem 5.)
7. Let $K$ be a closed convex set contained in an open set $D$ contained in a Banach space $X$. Let $f: D \rightarrow X$. Assume that $f^{\prime}(x)$ exists for each $x \in K$ and that $f(K) \subset K$. Assume also that $\sup \left\{\left\|f^{\prime}(x)\right\|: x \in K\right\}<1$. Show that $f$ has a unique fixed point in $K$. (Banach's Theorem, page 177, is helpful.)
8. The mean value theorem for functions $f: \mathbb{R} \rightarrow \mathbb{R}$ states that $f(x+h)-f(x)=h f^{\prime}(x+\theta h)$ for some $\theta \in(0,1)$. Show that this is not valid for complex functions. Try $e^{z}, z=0, h=$ $2 \pi i$, and at least one other function.
9. Let $f$ be a differentiable map from a normed space $X$ to a normed space $Y$. Let $y_{0}$ be a point of $Y$ such that $f^{\prime}$ is invertible at each point of $f^{-1}\left(y_{0}\right)$. Prove that $f^{-1}\left(y_{0}\right)$ is a discrete set.
10. Write out the conclusion of Theorem 2 in the case that $X=\mathbb{R}^{n}$, using the partial derivatives $\partial f / \partial x_{i}$.

### 3.3 Newton's Method

The elementary form of Newton's method is used to find a zero of a function $f: \mathbb{R} \rightarrow \mathbb{R}$ (or "root" of the equation $f(x)=0$ ). The method is iterative and employs the formula $x_{n+1}=x_{n}-f\left(x_{n}\right) / f^{\prime}\left(x_{n}\right)$. Its rationale is as follows: Suppose that $x_{n}$ is an approximation to a zero of $f$. We try to find a suitable correction to $x_{n}$ so as to obtain the nearby root. That is, we try to determine $h$ so that $f\left(x_{n}+h\right)=0$. By Taylor's Theorem,

$$
0=f\left(x_{n}+h\right)=f\left(x_{n}\right)+h f^{\prime}\left(x_{n}\right)+o(h)
$$

So, by ignoring the $o(h)$ term, we are led to $h=-f\left(x_{n}\right) / f^{\prime}\left(x_{n}\right)$. If $f$ is now a mapping of one Banach space, $X$, into another, $Y$, the same rationale leads us to $x_{n+1}=x_{n}-\left[f^{\prime}\left(x_{n}\right)\right]^{-1} f\left(x_{n}\right)$. Of course $f^{\prime}\left(x_{n}\right)$ is a linear operator from $X$ into $Y$, and the inverse $\left[f^{\prime}\left(x_{n}\right)\right]^{-1}$ will have to be assumed to exist as a bounded linear operator from $Y$ to $X$. First, we examine the simple case, when $f: \mathbb{R} \rightarrow \mathbb{R}$.

Theorem 1. Let $f$ be a function from $\mathbb{R}$ to $\mathbb{R}$. Assume that $f^{\prime \prime}$ is bounded, that $f(r)=0$, and that $f^{\prime}(r) \neq 0$. Let $\delta$ be a positive number such that

$$
\rho \equiv \frac{1}{2} \delta \max _{|x-r| \leqslant \delta}\left|f^{\prime \prime}(x)\right| \div \min _{|x-r| \leqslant \delta}\left|f^{\prime}(x)\right|<1
$$

If Newton's method is started with $x_{0} \in[r-\delta, r+\delta]$, then for all $n$,

$$
\left|x_{n+1}-r\right| \leqslant \frac{\rho}{\delta}\left|x_{n}-r\right|^{2} \leqslant \rho\left|x_{n}-r\right|
$$

Proof. Define $e_{n}=x_{n}-r$. Then

$$
0=f(r)=f\left(x_{n}-e_{n}\right)=f\left(x_{n}\right)-e_{n} f^{\prime}\left(x_{n}\right)+\frac{1}{2} e_{n}^{2} f^{\prime \prime}\left(\xi_{n}\right)
$$

In this equation, the point $\xi_{n}$ is between $x_{n}$ and $r$. Hence $\left|\xi_{n}-r\right| \leqslant\left|x_{n}-r\right|=\left|e_{n}\right|$. Using this we have

$$
\begin{aligned}
e_{n+1} & =x_{n+1}-r=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}-r=e_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \\
& =\frac{e_{n} f^{\prime}\left(x_{n}\right)-f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}=e_{n}^{2} \frac{f^{\prime \prime}\left(\xi_{n}\right)}{f^{\prime}\left(x_{n}\right)}
\end{aligned}
$$

Since $\left|x_{0}-r\right| \leqslant \delta$ by hypothesis, we have $\left|e_{0}\right| \leqslant \delta$ and $\left|\xi_{0}-r\right| \leqslant \delta$. Hence $\left|e_{1}\right| \leqslant \frac{1}{2} e_{0}^{2}\left|f^{\prime \prime}\left(\xi_{0}\right)\right| /\left|f^{\prime}\left(x_{0}\right)\right| \leqslant \frac{1}{2} e_{0}^{2} \cdot 2 \rho / \delta \leqslant \rho\left|e_{0}\right|$. By repeating this we establish
that $\left|x_{n+1}-r\right| \leqslant \rho\left|x_{n}-r\right|$ (convergence). Similarly, we have $\left|e_{1}\right| \leqslant(\rho / \delta) e_{0}^{2}$ and $\left|e_{n+1}\right| \leqslant(\rho / \delta) e_{n}^{2}$. (quadratic convergence).

The successive errors $e_{n}$ in the preceding theorem obey an inequality $\left|e_{n+1}\right| \leqslant C\left|e_{n}\right|^{2}$. Suppose, for example, that $C=1$ and $\left|e_{0}\right| \leqslant 10^{-1}$. Then $\left|e_{1}\right| \leqslant 10^{-2},\left|e_{2}\right| \leqslant 10^{-4},\left|e_{3}\right| \leqslant 10^{-8}$, and so on. For an iterative process, this is an extraordinarily favorable state of affairs, as it indicates a doubling of the number of significant digits in the numerical solution at each step.

Example 1. For finding the square root of a given positive number $a$, one can solve the equation $x^{2}-a=0$ by Newton's method. The iteration formula turns out to be

$$
x_{n+1}=\frac{1}{2}\left(x_{n}+\frac{a}{x_{n}}\right)
$$

This formula was known to the ancient Greeks and is called Heron's formula. In order to see how well it performs, we can use a computer system such as Mathematica, Maple, or Matlab to obtain the Newton approximations to $\sqrt{2}$. The iteration function is $g(x)=(x+2 / x) / 2$, and a reasonable starting point is $x_{0}=1$. Mathematica is capable of displaying $x_{n}$ with any number of significant figures; we chose 60. The input commands to Mathematica are shown here. (Each one should be separated from the following one by a semicolon, as shown.) The output, not shown, indicates that the seventh iterate has at least 60 correct digits!

$$
g\left[x_{-}\right]:=(x+(2 / x)) / 2 ; \quad g[1] ; \quad N[\%, 60] ; \quad g[\%] ; \quad g[\%] ; \quad \ldots
$$

Example 2. We illustrate the mechanics of Newton's method in higher dimensions with the following problem:

$$
\left\{\begin{array}{l}
x-y+1=0 \\
x^{2}+y^{2}-4=0
\end{array}\right.
$$

where $x$ and $y$ are real variables. We have here a mapping $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, and we seek one or more zeros of $f$. The Newton iteration is $u_{n+1}=u_{n}-$ $\left[f^{\prime}\left(u_{n}\right)\right]^{-1} f\left(u_{n}\right)$, where $u_{n}=\left(x_{n}, y_{n}\right) \in \mathbb{R}^{2}$. The derivative $f^{\prime}(u)$ is given by the Jacobian matrix $J$. We find that

$$
J=\left[\begin{array}{rr}
1 & -1 \\
2 x & 2 y
\end{array}\right] \quad J^{-1}=\frac{1}{2 x+2 y}\left[\begin{array}{rr}
2 y & 1 \\
-2 x & 1
\end{array}\right]
$$

Hence the iteration formula, in detail, is this:

$$
\left[\begin{array}{c}
x_{n+1} \\
y_{n+1}
\end{array}\right]=\left[\begin{array}{l}
x_{n} \\
y_{n}
\end{array}\right]-\frac{1}{2 x_{n}+2 y_{n}}\left[\begin{array}{rr}
2 y_{n} & 1 \\
-2 x_{n} & 1
\end{array}\right]\left[\begin{array}{l}
x_{n}-y_{n}+1 \\
x_{n}^{2}+y_{n}^{2}-4
\end{array}\right]
$$

If we start at $u_{0}=(0,2)^{T}$, the next vectors are $u_{1}=(1,2)^{T}$ and $u_{2}=$ $(5 / 6,11 / 6)$. A symbolic computation system such as those mentioned above
can be used here, too. The problem is chosen intentionally as one easily visualized: One seeks the points where a line intersects a circle. See Figure 3.1.


Figure 3.1
The remarkable theorem of Kantorovich is presented next. This theorem: (1) Proves the existence of a zero of a function from suitable hypotheses, and (2) Establishes the quadratic convergence of the Newton algorithm. When it was published in 1948, this theorem gave new information about Newton's method even when the domain space $X$ was two-dimensional.

Theorem 2. Kantorovich Theorem on Newton's Method. Let $f: X \rightarrow Y$ be a map from a Banach space $X$ into a Banach space $Y$. Let $x_{0}$ be a point of $X$ where $f^{\prime}\left(x_{0}\right)$ exists and is invertible. Define

$$
\begin{aligned}
a_{0} & =\left\|f^{\prime}\left(x_{0}\right)^{-1} f\left(x_{0}\right)\right\| \quad b_{0}=\left\|f^{\prime}\left(x_{0}\right)^{-1}\right\| \\
S & =\left\{x \in X:\left\|x-x_{0}\right\| \leqslant 2 a_{0}\right\} \\
k & =2 \sup \left\{\left\|f^{\prime}(x)-f^{\prime}(v)\right\| /\|x-v\|: x, v \in S, x \neq v\right\}
\end{aligned}
$$

If $f$ is differentiable in $S$ and if $a_{0} b_{0} k \leqslant \frac{1}{2}$, then $f$ has a zero in $S$. Newton's iteration started at $x_{0}$ converges quadratically to the zero.

Proof. At the $n$th step we will have $x_{n}, a_{n}, b_{n}$ such that
(1) $x_{n} \in S$
(2) $f^{\prime}\left(x_{n}\right)^{-1}$ exists
(3). $\left\|f^{\prime}\left(x_{n}\right)^{-1} f\left(x_{n}\right)\right\| \leqslant a_{n}$
(4) $\left\|f^{\prime}\left(x_{n}\right)^{-1}\right\| \leqslant b_{n}$
(5) $a_{n} b_{n} k \leqslant \frac{1}{2}$
(6) $a_{n} \leqslant a_{0} / 2^{n}$

Observe that $1-a_{n} b_{n} k \geqslant \frac{1}{2}$, and that properties (1)-(6) are true for $n=0$. Now define

$$
\begin{aligned}
& x_{n+1}=x_{n}-f^{\prime}\left(x_{n}\right)^{-1} f\left(x_{n}\right) \\
& b_{n+1}=b_{n}\left(1-a_{n} b_{n} k\right)^{-1} \\
& a_{n+1}=\frac{1}{2} k b_{n+1} a_{n}^{2}
\end{aligned}
$$

We will prove properties (1)-(6) for $n+1$.
(I) $x_{n+1}$ is well-defined because of (2).
(II) $\left\|x_{n}-x_{n+1}\right\|=\left\|f^{\prime}\left(x_{n}\right)^{-1} f\left(x_{n}\right)\right\| \leqslant a_{n}$.
(III)

$$
\begin{aligned}
\left\|x_{n+1}-x_{0}\right\| & \leqslant\left\|x_{n+1}-x_{n}\right\|+\left\|x_{n}-x_{n-1}\right\|+\cdots+\left\|x_{1}-x_{0}\right\| \\
& \leqslant a_{n}+a_{n-1}+\cdots+a_{0} \\
& \leqslant a_{0}\left(\frac{1}{2^{n}}+\frac{1}{2^{n-1}}+\cdots+\frac{1}{2}+1\right) \leqslant 2 a_{0}
\end{aligned}
$$

Thus $x_{n+1} \in S$.
(IV)

$$
\begin{aligned}
a_{n+1} b_{n+1} k & =\left(\frac{1}{2} k b_{n+1} a_{n}^{2}\right) b_{n+1} k \\
& =\frac{1}{2}\left(a_{n} b_{n+1} k\right)^{2} \\
& =\frac{1}{2}\left(a_{n} b_{n} k\right)^{2}\left(1-a_{n} b_{n} k\right)^{-2} \\
& \leqslant 2\left(a_{n} b_{n} k\right)^{2} \leqslant \frac{1}{2}
\end{aligned}
$$

Observe that $a_{n} b_{n+1} k \leqslant 1$.
(V) Let $H=f^{\prime}\left(x_{n}\right)^{-1} f^{\prime}\left(x_{n+1}\right)$. Then $H$ is invertible because

$$
\begin{aligned}
\|I-H\| & =\left\|f^{\prime}\left(x_{n}\right)^{-1}\left\{f^{\prime}\left(x_{n}\right)-f^{\prime}\left(x_{n+1}\right)\right\}\right\| \\
& \leqslant\left\|f^{\prime}\left(x_{n}\right)^{-1}\right\|\left\|f^{\prime}\left(x_{n}\right)-f^{\prime}\left(x_{n+1}\right)\right\| \\
& \leqslant b_{n} \frac{1}{2} k\left\|x_{n}-x_{n+1}\right\| \leqslant b_{n} \frac{1}{2} k a_{n} \leqslant \frac{1}{4}
\end{aligned}
$$

We know also that $\left\|H^{-1}\right\| \leqslant\left(1-\frac{1}{2} a_{n} b_{n} k\right)^{-1}$. It follows that $f^{\prime}\left(x_{n+1}\right)$ is invertible since it is a product of invertible operators, $f^{\prime}\left(x_{n+1}\right)=f^{\prime}\left(x_{n}\right) H$.
(VI) From (V) we have

$$
\begin{aligned}
\left\|f^{\prime}\left(x_{n+1}\right)^{-1}\right\| & =\left\|H^{-1} f^{\prime}\left(x_{n}\right)^{-1}\right\| \leqslant\left\|H^{-1}\right\|\left\|f^{\prime}\left(x_{n}\right)^{-1}\right\| \\
& \leqslant\left(1-\frac{1}{2} a_{n} b_{n} k\right)^{-1} b_{n} \leqslant b_{n}\left(1-a_{n} b_{n} k\right)^{-1}=b_{n+1}
\end{aligned}
$$

(VII) Define $g(x)=x-f^{\prime}\left(x_{n}\right)^{-1} f(x)$. Then $g\left(x_{n}\right)=x_{n+1}$. If $x \in S$, then

$$
\begin{aligned}
\left\|g^{\prime}(x)\right\| & =\left\|I-f^{\prime}\left(x_{n}\right)^{-1} f^{\prime}(x)\right\|=\left\|f^{\prime}\left(x_{n}\right)^{-1}\left\{f^{\prime}\left(x_{n}\right)-f^{\prime}(x)\right\}\right\| \\
& \leqslant\left\|f^{\prime}\left(x_{n}\right)^{-1}\right\|\left\|f^{\prime}\left(x_{n}\right)-f^{\prime}(x)\right\| \leqslant b_{n} \frac{1}{2} k\left\|x_{n}-x\right\|
\end{aligned}
$$

(VIII) Using the Mear Value Theorem and parts (VII) and (II), we have

$$
\begin{aligned}
\left\|f^{\prime}\left(x_{n}\right)^{-1} f\left(x_{n+1}\right)\right\| & =\left\|x_{n+1}-g\left(x_{n+1}\right)\right\|=\left\|g\left(x_{n}\right)-g\left(x_{n+1}\right)\right\| \\
& \leqslant\left\|g^{\prime}(\bar{x})\right\|\left\|x_{n}-x_{n+1}\right\| \leqslant\left\|g^{\prime}(\bar{x})\right\| a_{n}
\end{aligned}
$$

Here $\bar{x}$ is some point on the line segment joining $x_{n}$ to $x_{n+1}$. From part (VII), it follows that

$$
\begin{aligned}
\left\|f^{\prime}\left(x_{n}\right)^{-1} f\left(x_{n+1}\right)\right\| & \leqslant b_{n} \frac{1}{2} k\left\|x_{n}-\bar{x}\right\| a_{n} \\
& \leqslant b_{n} \frac{1}{2} k\left\|x_{n}-x_{n+1}\right\| a_{n} \leqslant b_{n} \frac{1}{2} k a_{n}^{2}
\end{aligned}
$$

$$
\begin{align*}
\left\|f^{\prime}\left(x_{n+1}\right)^{-1} f\left(x_{n+1}\right)\right\| & =\left\|H^{-1} f^{\prime}\left(x_{n}\right)^{-1} f\left(x_{n+1}\right)\right\|  \tag{IX}\\
& \leqslant\left\|H^{-1}\right\|\left\|f^{\prime}\left(x_{n}\right)^{-1} f\left(x_{n+1}\right)\right\| \\
& \leqslant\left(1-\frac{1}{2} a_{n} b_{n} k\right)^{-1} b_{n} \frac{1}{2} k a_{n}^{2} \\
& \leqslant\left(1-a_{n} b_{n} k\right)^{-1} b_{n} \frac{1}{2} k a_{n}^{2}=\frac{1}{2} b_{n+1} a_{n}^{2} k=a_{n+1}
\end{align*}
$$

(X) Using the observation made in (IV), we have

$$
a_{n+1}=\frac{1}{2} k b_{n+1} a_{n}^{2}=\left(a_{n} b_{n+1} k\right)\left(\frac{1}{2} a_{n}\right) \leqslant \frac{1}{2} a_{n} \leqslant \frac{1}{2} a_{0} / 2^{n}=a_{0} / 2^{n+1}
$$

This completes the induction phase of the proof.
(XI) If $m>n$, then from parts II and X we have

$$
\begin{aligned}
\left\|x_{n}-x_{m}\right\| & \leqslant\left\|x_{n}-x_{n+1}\right\|+\left\|x_{n+1}-x_{n+2}\right\|+\cdots+\left\|x_{m-1}-x_{m}\right\| \\
& \leqslant a_{n}+a_{n+1}+\cdots \leqslant a_{n}\left(1+\frac{1}{2}+\frac{1}{4}+\cdots\right)=2 a_{n}
\end{aligned}
$$

Notice that $a_{n} \rightarrow 0$ by (6). Hence $\left[x_{n}\right]$ is a Cauchy sequence. By the completeness of X there is a point $x^{*}$ such that $x_{n} \rightarrow x^{*}$. We have $x^{*} \in S$ by (1).
(XII) Define $h_{n}=a_{n} b_{n} k$. From part (IV), we have

$$
h_{n+1}=a_{n+1} b_{n+1} k=\frac{1}{2}\left(a_{n} b_{n} k\right)^{2}\left(1-a_{n} b_{n} k\right)^{-2} \leqslant 2\left(a_{n} b_{n} k\right)^{2}=2 h_{n}^{2}
$$

Therefore,

$$
h_{n} \leqslant 2 h_{n-1}^{2} \leqslant 2\left(2 h_{n-2}^{2}\right)^{2}=8 h_{n-2}^{4} \leqslant \cdots \leqslant \frac{1}{2}\left(2 h_{0}\right)^{2^{n}}
$$

(XIII)

$$
\begin{aligned}
a_{n} & =\frac{1}{2} k b_{n} a_{n-1}^{2}=\frac{1}{2} k b_{n-1}\left(1-a_{n-1} b_{n-1} k\right)^{-1} a_{n-1}^{2} \\
& \leqslant\left(k b_{n-1} a_{n-1}\right) a_{n-1}=h_{n-1} a_{n-1}
\end{aligned}
$$

Repeating this inequality, we obtain

$$
\begin{aligned}
a_{n} & \leqslant h_{n-1} h_{n-2} \cdots h_{0} a_{0} \\
& \leqslant\left[\frac{1}{2}\left(2 h_{0}\right)^{2^{n-1}}\right]\left[\frac{1}{2}\left(2 h_{0}\right)^{2^{n-2}}\right] \cdots\left[\frac{1}{2}\left(2 h_{0}\right)^{2^{0}}\right] a_{0} \\
& =a_{0}\left(\frac{1}{2}\right)^{n}\left(2 h_{0}\right)^{2^{n-1}+2^{n-2}+\cdots+1} \\
& =a_{0} 2^{-n}\left(2 h_{0}\right)^{2^{n}-1}
\end{aligned}
$$

(XIV) $\left\|x_{n}-x^{*}\right\| \leqslant 2 a_{n} \leqslant 2 a_{0} 2^{-n}\left(2 a_{0} b_{0} k\right)^{2^{n}-1}=c \cdot 2^{-n} \cdot \theta^{2^{n}}$, where $c=4 a_{0}^{2} b_{0} k$. If $\theta \equiv 2 a_{0} b_{0} k<1$, this is quadratic convergence. Here $x^{*}=\lim x_{n}$. The sequence $\left[x_{n}\right]$ has the Cauchy property, by part (XI).
$(\mathrm{XV})$ In order to prove that $f\left(x^{*}\right)=0$, write $\left\|f\left(x_{n}\right)\right\|=\left\|f^{\prime}\left(x_{n}\right)\left(x_{n}-x_{n+1}\right)\right\| \leqslant$ $\left\|f^{\prime}\left(x_{n}\right)\right\|\left\|x_{n}-x_{n+1}\right\|$. Now $\left\|x_{n}-x_{n+1}\right\| \rightarrow 0$ and $\left\|f^{\prime}\left(x_{n}\right)\right\|$ is bounded as a function of $n$ because $\left\|f^{\prime}\left(x_{n}\right)\right\| \leqslant\left\|f^{\prime}\left(x_{n}\right)-f^{\prime}\left(x_{0}\right)\right\|+\left\|f^{\prime}\left(x_{0}\right)\right\| \leqslant \frac{k}{2}\left\|x_{n}-x_{0}\right\|+$ $\left\|f^{\prime}\left(x_{0}\right)\right\|$. Since $f$ is continuous, $f\left(x^{*}\right)=f\left(\lim x_{n}\right)=\lim f\left(x_{n}\right)=0$.

For the preceding theorem and the one to follow (for which we do not give the proof), we refer the reader to [Gold] and to [KA].

Theorem 3. Kantorovich's Theorem on the Simplified New-
ton Method. Assume the hypothesis of Kantorovich's The-
orem except that the radius of $S$ is set equal to the quantity
$\left[1-\sqrt{1-2 a_{0} b_{0} \bar{k}}\right] /\left(b_{0} k\right)$. Then the simplified Newton iteration

$$
x_{n+1}=x_{n}-f^{\prime}\left(x_{0}\right)^{-1} f\left(x_{n}\right)
$$

converges at least geometrically to a zero of $f$ in $S$.

The next theorem concerns a variant of Newton's method due to R.E. Moore [Moo]. In this theorem, we have two normed linear spaces $X$ and $Y$. An open set $\Omega$ in $X$ is given, and a mapping $F: \Omega \rightarrow Y$ is prescribed. It is known that $F$ has a zero $x^{*}$ in $\Omega$ and that $F^{\prime}\left(x^{*}\right)$ exists. We wish to determine $x^{*}$. For this purpose we set up an iterative scheme of the form

$$
\begin{equation*}
x_{n+1}=G\left(x_{n}\right), \quad G(x)=x-A(x) F(x) \tag{7}
\end{equation*}
$$

Here, $A(x) \in \mathcal{L}(Y, X)$, and we assume that

$$
\begin{equation*}
\sup _{x \in \Omega}\|A(x)\|=M<\infty \tag{8}
\end{equation*}
$$

It is intended that $A(x)$ be an approximate inverse of $F^{\prime}\left(x^{*}\right)$. We assume that

$$
\begin{equation*}
\sup _{x \in \Omega}\left\|I-A(x) F^{\prime}\left(x^{*}\right)\right\|=\lambda<1 \tag{9}
\end{equation*}
$$

Theorem 4. There is a neighborhood of $x^{*}$ such that the iteration sequence defined in Equation (7) converges to $x^{*}$ for arbitrary starting points in that neighborhood.

Proof. Select $\varepsilon>0$ such that

$$
\begin{equation*}
\theta \equiv \lambda+M \varepsilon<1 \tag{10}
\end{equation*}
$$

By the definition of the Fréchet derivative $F^{\prime}\left(x^{*}\right)$, we can write

$$
\begin{equation*}
F(x)=F\left(x^{*}\right)+F^{\prime}\left(x^{*}\right)\left(x-x^{*}\right)+\eta(x) \tag{11}
\end{equation*}
$$

where $\eta(x)$ is $o\left(\left\|x-x^{*}\right\|\right)$. In particular, we can select $\delta>0$ so that

$$
\begin{equation*}
\left\|x-x^{*}\right\| \leqslant \delta \Longrightarrow\left[x \in \Omega \text { and }\|\eta(x)\| \leqslant \varepsilon\left\|x-x^{*}\right\|\right] \tag{12}
\end{equation*}
$$

From (11), using the fact that $F\left(x^{*}\right)=0$ and the definition of $G$, we have

$$
\begin{aligned}
G(x)-x^{*} & =x-x^{*}-A(x) F(x) \\
& =x-x^{*}-A(x)\left[F^{\prime}\left(x^{*}\right)\left(x-x^{*}\right)+\eta(x)\right] \\
& =x-x^{*}-A(x) F^{\prime}\left(x^{*}\right)\left(x-x^{*}\right)-A(x) \eta(x) \\
& =\left[I-A(x) F^{\prime}\left(x^{*}\right)\right]\left(x-x^{*}\right)-A(x) \eta(x)
\end{aligned}
$$

If we assume further that $\left\|x-x^{*}\right\| \leqslant \delta$, then

$$
\begin{aligned}
\left\|G(x)-x^{*}\right\| & \leqslant \lambda\left\|x-x^{*}\right\|+M\|\eta(x)\| \\
& \leqslant \lambda\left\|x-x^{*}\right\|+M \varepsilon\left\|x-x^{*}\right\| \\
& =(\lambda+M \varepsilon)\left\|x-x^{*}\right\|=\theta\left\|x-x^{*}\right\|
\end{aligned}
$$

If the starting point $x_{0}$ for the iteration is within distance $\delta$ of $x^{*}$, then

$$
\left\|x_{1}-x^{*}\right\|=\left\|G\left(x_{0}\right)-x^{*}\right\| \leqslant \theta\left\|x_{0}-x^{*}\right\| \leqslant \theta \delta
$$

Continuing, we have

$$
\left\|x_{2}-x^{*}\right\|=\left\|G\left(x_{1}\right)-x^{*}\right\| \leqslant \theta\left\|x_{1}-x^{*}\right\| \leqslant \theta^{2} \delta
$$

In general, $\left\|x_{n}-x^{*}\right\| \leqslant \theta^{n} \delta$, and hence $x_{n} \rightarrow x^{*}$.
Corollary 1. If there is an $r>0$ such that

$$
\sup _{\left\|x-x^{*}\right\| \leqslant r}\left\|F^{\prime}(x)^{-1}\right\|<\infty \quad \text { and } \quad \sup _{\left\|x-x^{*}\right\| \leqslant r}\left\|I-F^{\prime}(x)^{-1} F^{\prime}\left(x^{*}\right)\right\|<1
$$

then there is a neighborhood of $x^{*}$ in which Newton's method converges from arbitrary starting points.

Corollary 2. If $X=Y$ and if $\left\|I-F^{\prime}\left(x^{*}\right)\right\|<1$, then the iteration $x_{n+1}=x_{n}-F\left(x_{n}\right)$ will converge to $x^{*}$ if started sufficiently near to $x^{*}$.

Corollary 3. If $\left\|I-F^{\prime}\left(x_{0}\right)^{-1} F^{\prime}\left(x^{*}\right)\right\|<1$, then the simplified Newton iteration $x_{n+1}=x_{n}-F^{\prime}\left(x_{0}\right)^{-1} F(x)$ converges to $x^{*}$ if started sufficiently near to $x^{*}$.

Applications to nonlinear integral equations. In the following paragraphs we shall discuss the application of Newton's method and the Neumann

Theorem to nonlinear integral equations. A rather general model problem is considered:

$$
\begin{equation*}
x(s)-\lambda \int_{0}^{1} g(s, t, x(t)) d t=v(s) \tag{13}
\end{equation*}
$$

Here $\lambda, v$, and $g$ are given. We assume that $v \in C[0,1]$ and that $g$ is continuous on the 3 -dimensional set

$$
D=\{(s, t, u): 0 \leqslant s \leqslant 1,0 \leqslant t \leqslant 1,-\infty<u<\infty\}
$$

Also, we assume that $\left|g\left(s, t, u_{1}\right)-g\left(s, t, u_{2}\right)\right| \leqslant k\left|u_{1}-u_{2}\right|$ in the domain $D$.

Theorem 5. If $|\lambda| k<1$, then the integral equation (13) above has a unique solution.

Proof. Apply the Contraction Mapping Theorem (Chapter 4, Section 2, page 177) to the mapping $F$ defined on $C[0,1]$ by $(F x)(s)=v(s)+\lambda \int_{0}^{1} g(s, t, x(t)) d t$. We see easily that

$$
\begin{aligned}
\left\|F x_{1}-F x_{2}\right\| & =\sup _{s}\left|\left(F x_{1}\right)(s)-\left(F x_{2}\right)(s)\right| \\
& \leqslant|\lambda| \sup _{s} \int_{0}^{1}\left|g\left(s, t, x_{1}(t)\right)-g\left(s, t, x_{2}(t)\right)\right| \\
& \leqslant|\lambda| \int_{0}^{1} k\left|x_{1}(t)-x_{2}(t)\right| d t \\
& \leqslant|\lambda| k \| x_{1}-x_{2}| |
\end{aligned}
$$

If $|\lambda| k<1$, then the sequence $x_{n+1}=F\left(x_{n}\right)$ will converge, in the space $C[0,1]$, to a solution of the integral equation. In this process, $x_{0}$ can be an arbitrary starting point in $C[0,1]$. Newton's method can also be used, provided that we start at a point sufficiently close to the solution. For Newton's method, we define the mapping $f$ by

$$
(f(x))(s)=x(s)-\lambda \int g(s, t, x(t)) d t-v(s)
$$

We require $f^{\prime}$, which is given by

$$
\left[f^{\prime}(x) h\right](s)=h(s)-\lambda \int_{0}^{1} g_{3}(s, t, x(t)) h(t) d t
$$

where $g_{3}$ is the partial derivative of $g$ with respect to its third argument, i.e., $g_{3}(s, t, u)=(\partial / \partial u) g(s, t, u)$.

Lemma. If $g_{3}$ exists on the domain

$$
Q=\{(s, t, u): 0 \leqslant s \leqslant 1,0 \leqslant t \leqslant 1,|u| \leqslant\|x\|\}
$$

and if

$$
\lim _{r \rightarrow 0} \frac{1}{r}\left[g(s, t, u+r)-g(s, t, u)-r g_{3}(s, t, u)\right]=0
$$

uniformly in $Q$, then $f^{\prime}(x)$ is as given above.
The next step in using Newton's method is to compute $f^{\prime}(x)^{-1}$. Observe that $f^{\prime}(x)=I-\lambda A$, where $A$ is the integral operator whose kernel is $g_{3}(s, t, x(t))$. Explicitly,

$$
(A h)(s)=\int_{0}^{1} g_{3}(s, t, x(t)) h(t) d t
$$

This is a linear operator, since $x$ is fixed. If $|\lambda|\|A\|<1$, then $I-\lambda A$ is invertible, and by the Neumann Theorem in Chapter 1, Section 5, page 28, we have

$$
f^{\prime}(x)^{-1}=\sum_{0}^{\infty}(\lambda A)^{k}=I+\lambda A+\lambda^{2} A^{2}+\lambda^{3} A^{3}+\cdots=I+\lambda B
$$

where $B=A+\lambda A^{2}+\cdots$.
If $A$ is any integral operator of the form

$$
(A h)(s)=\int_{0}^{1} k(s, t) h(t) d t
$$

then we can define a companion operator $B$ depending on a real parameter $\lambda$ by the equation

$$
\begin{equation*}
B=\lambda^{-1}\left[(I-\lambda A)^{-1}-I\right] \tag{14}
\end{equation*}
$$

Theorem 6. The operator $B$, as just defined, is also an integral operator, having the form

$$
\begin{equation*}
(B h)(s)=\int_{0}^{1} r(s, t) h(t) d t \tag{15}
\end{equation*}
$$

The kernel satisfies these two integral equations

$$
\left\{\begin{array}{l}
r(s, t)=k(s, t)+\lambda \int_{0}^{1} k(s, u) r(u, t) d u  \tag{16}\\
r(s, t)=k(s, t)+\lambda \int_{0}^{1} k(u, t) r(s, u) d u
\end{array}\right.
$$

Proof. From the definition of $B$ we have $\lambda B=(I-\lambda A)^{-1}-I$ or $I+\lambda B=$ $(I-\lambda A)^{-1}$. Consequently, we have

$$
\begin{aligned}
(I+\lambda B)(I-\lambda A) & =(I-\lambda A)(I+\lambda B)=I \\
I+\lambda B-\lambda A-\lambda^{2} B A & =I-\lambda A+\lambda B-\lambda A B=I
\end{aligned}
$$

$$
\lambda B-\lambda A-\lambda^{2} B A=\lambda B-\lambda A-\lambda^{2} A B=0
$$

and

$$
\begin{equation*}
B=(I+\lambda B) A=A(I+\lambda B) \tag{17}
\end{equation*}
$$

Conversely, from Equation (17) we can prove Equation (14). Thus Equation (17) serves to characterize $B$. Now assume that $r$ satisfies Equations (16) and that $B$ is defined by Equation (15). We will show that $B$ must satisfy Equation (17), and hence Equation (14). We have

$$
\begin{aligned}
{[(A+\lambda B A) h](s) } & =\int_{0}^{1} k(s, t) h(t) d t+\lambda \int r(s, u)(A h)(u) d u \\
& =\int_{0}^{1} k(s, t) h(t) d t+\lambda \int_{0}^{1} r(s, u) \int_{0}^{1} k(u, t) h(t) d t d u \\
& =\int_{0}^{1}\left\{k(s, t)+\lambda \int_{0}^{1} r(s, u) k(u, t) d u\right\} h(t) d t \\
& =\int_{0}^{1} r(s, t) h(t) d t=(B h)(s)
\end{aligned}
$$

This proves that $B=A+\lambda B A$. Similarly, $B=A+\lambda A B$.
Example 2. ([Gold], page 160.) Solve the integral equation

$$
x(s)-\int_{0}^{1} s t \operatorname{Arctan} x(t) d t=1+s^{2}-0.485 s
$$

This conforms to the general theory outlined above. We have as kernel $g(s, t, u)=s t \operatorname{Arctan} u$, and $g_{3}(s, t, u)=s t /\left(1+u^{2}\right)$. We take as starting point for the Newton iteration the constant function $x_{0}(t)=3 / 2$. Then

$$
g\left(s, t, x_{0}(t)\right)=s t /\left(1+\frac{9}{4}\right)=\frac{4}{13} s t=\alpha s t
$$

Then $f^{\prime}\left(x_{0}\right)=I-A$, where $(A x)(s)=\int_{0}^{1} \alpha s t x(t) d t$. Also we can express $f^{\prime}\left(x_{0}\right)^{-1}=(I-A)^{-1}=I+B$, as in the preceding proof. We know that $B$ is an integral operator whose kernel, $r$, satisfies the equations

$$
\left\{\begin{array}{l}
r(s, t)=\alpha s t+\int_{0}^{1} \alpha s u r(u, t) d u \\
r(s, t)=\alpha s t+\int_{0}^{1} \alpha t u r(s, u) d u
\end{array}\right.
$$

From these equations it is evident that $r(s, t) / s t$ is on the one hand a function of $t$ only, and on the other hand a function of $s$ only. Thus $r(s, t) / s t$ is constant, say $\beta$, and $r(s, t)=\beta s t$. Substituting in the integral equation for $r$ and solving gives us $\beta=12 / 35$. One step in the Newton algorithm will be $x_{1}=x_{0}-f^{\prime}\left(x_{0}\right)^{-1} f\left(x_{0}\right)$. We compute $y=f\left(x_{0}\right)$ as follows:

$$
\begin{aligned}
y(s) & =x_{0}(s)-\int_{0}^{1} g\left(s, t, x_{0}(t)\right) d t-v(s) \\
& =\frac{3}{2}-\int_{0}^{1} s t \operatorname{Arctan} \frac{3}{2} d t-1-s^{2}+.485 s \\
& =\frac{1}{2}-.0063968616 s-s^{2}
\end{aligned}
$$

Then $x_{1}=x_{0}-f^{\prime}\left(x_{0}\right)^{-1} y=x_{0}-(I+B) y=x_{0}-y-B y$. Hence

$$
\begin{aligned}
x_{1}(s) & =\frac{3}{2}\left[\frac{1}{2}-\gamma s-s^{2}\right]-\int_{0}^{1} \beta s t\left[\frac{1}{2}-\gamma t-t^{2}\right] d t \quad(\gamma \approx .0063968616) \\
& =1+s^{2}+(.0071279315) s
\end{aligned}
$$

## Problems 3.3

1. For the one-dimensional version of Newton's method, prove that if $r$ is a root of multiplicity $m$, then quadratic convergence in the algorithm can be preserved by defining

$$
x_{n+1}=x_{n}-m f\left(x_{n}\right) / f^{\prime}\left(x_{n}\right)
$$

2. Prove the corollaries, giving in each case the precise assumptions that must be made concerning the starting points.
3. Let $e_{0}, e_{1}, \ldots$ be a sequence of positive numbers satisfying $e_{n+1} \leqslant c e_{n}^{2}$. Find necessary and sufficient conditions for the convergence $\lim _{n} e_{n}=0$.
4. Let $f$ be a function from $\mathbb{R}$ to $\mathbb{R}$ that satisfies the inequalities $f^{\prime}>0$ and $f^{\prime \prime}>0$. Prove that if $f$ has a zero, then the zero is unique, and Newton's iteration, started at any point, converges to the zero.
5. How must the analysis in Theorem 1 be modified to accommodate functions from $\mathbb{C}$ to $\mathbb{C}$ ? (Remember that the Mean Value Theorem in its real-variable form is not valid.)
6. If $r$ is a zero of a function $f$, then the corresponding "basin of attraction" is the set of all $x$ such that the Newton sequence starting at $x$ converges to $r$. For the function $f(z)=z^{2}+1, z \in \mathbb{C}$, and the zero $r=i$, prove that the basin of attraction contains the disk of radius $\frac{2}{3}$ about $r$.

### 3.4 Implicit Function Theorems

In this section we give several versions of the Implicit Function Theorem and prove its corollary, the Inverse Function Theorem. Theorems in this broad category are often used to establish the existence of solutions to nonlinear equations of the form $f(x)=y$. The conclusions are typically local in nature, and describe how the solution $x$ depends on $y$ in a neighborhood of a given solution ( $x_{0}, y_{0}$ ). Usually, there will be a hypothesis involving invertibility of the derivative $f^{\prime}\left(x_{0}\right)$.

The intuition gained from examining some simple cases proves to be completely reliable in attacking very general cases. Consider, then, a function $F: \mathbb{R}^{2} \rightarrow \mathbb{R}$. We ask whether the equation $F(x, y)=0$ defines $y$ to be a unique function of $x$. For example, we can ask this question for the equation

$$
x+y^{2}-1=0 \quad(x, y \in \mathbb{R})
$$

This can be "solved" to yield $y=\sqrt{1-x}$. The graph of this is shown in the accompanying Figure 3.2. It is clear that we cannot let $x$ be the point $A$ in the figure, because there is no corresponding $y$ for which $F(x, y) \equiv x+y^{2}-1=0$. One must start with a point ( $x_{0}, y_{0}$ ) like $B$ in the figure, where we already have $F\left(x_{0}, y_{0}\right)=0$. Finally, observe that at the point $C$ there will be a difficulty, for there are values of $x$ near $C$ to which no $y$ 's correspond. This is a point
where $d y / d x=\infty$. Recall that if $y=y(x)$ and if $F(x, y(x))=0$, then $y^{\prime}$ can be obtained from the equation

$$
0=\frac{d}{d x} F(x, y(x))=D_{1} F+\left(D_{2} F\right) y^{\prime}
$$

(In this equation, $D_{i}$ is partial differentiation with respect to the $i$ th argument.) Thus $y^{\prime}=-D_{1} F / D_{2} F$, and the condition $y^{\prime}\left(x_{0}\right)=\infty$ corresponds to $D_{2} F\left(x_{0}, y_{0}\right)=0$. In this example, notice that another function arises from Equation (1), namely

$$
y=-\sqrt{1-x}
$$

In a neighborhood of $(1,0)$, both functions solve Equation (1), and there is a failure of uniqueness.


Figure 3.2
In the classical implicit function theorem we have a function $F$ of two real variables in class $C^{1}$. That means simply that $\partial F / \partial x$ and $\partial F / \partial y$ exist and are continuous. It is convenient to denote these partial derivatives by $F_{1}$ and $F_{2}$.

Theorem 1. Classical Implicit Function Theorem. Let $F$ be a $C^{1}$-function on the square

$$
\left\{(x, y):\left|x-x_{0}\right| \leqslant \delta, \quad\left|y-y_{0}\right| \leqslant \delta\right\} \subset \mathbb{R}^{2}
$$

If $F\left(x_{0}, y_{0}\right)=0$ and $F_{2}\left(x_{0}, y_{0}\right) \neq 0$, then there is a continuously differentiable function $f$ defined in a neighborhood of $x_{0}$ such that $y_{0}=f\left(x_{0}\right)$ and $F(x, f(x))=0$ in that neighborhood. Furthermore, $f^{\prime}(x)=-F_{1}(x, y) / F_{2}(x, y)$, where $y=f(x)$.

Proof. Assume that $F_{2}\left(x_{0}, y_{0}\right)>0$. Then by continuity, $F_{2}(x, y)>\alpha>0$ in a neighborhood of $\left(x_{0}, y_{0}\right)$, which we assume to be the original $\delta$-neighborhood. The function $y \mapsto F\left(x_{0}, y\right)$ is strictly increasing for $y_{0}-\delta \leqslant y \leqslant y_{0}+\delta$. Hence

$$
F\left(x_{0}, y_{0}-\delta\right)<F\left(x_{0}, y_{0}\right)=0<F\left(x_{0}, y_{0}+\delta\right)
$$

By continuity there is an $\epsilon$ in $(0, \delta)$ such that $F\left(x, y_{0}-\delta\right)<0<F\left(x, y_{0}+\delta\right)$ if $\left|x-x_{0}\right|<\varepsilon$. By continuity, there corresponds to each such $x$ a value of $y$ such that $F(x, y)=0$ and $y_{0}-\delta<y<y_{0}+\delta$. If there were two such $y$ 's, then by Rolle's theorem, $F_{2}(x, \bar{y})=0$ at some point, contrary to hypothesis. Hence $y$ is unique, and we may put $y=f(x)$. Then we have $F(x, f(x))=0$ and $y_{0}=f\left(x_{0}\right)$.

Now fix $x_{1}$ in the $\varepsilon$-neighborhood of $x_{0}$. Put $y_{1}=f\left(x_{1}\right)$. Let $\Delta x$ be a small number and let $y_{1}+\Delta y=f\left(x_{1}+\Delta x\right)$. Then

$$
\begin{aligned}
0 & =F\left(x_{1}+\Delta x, y_{1}+\Delta y\right) \\
& =F_{1}\left(x_{1}+\theta \Delta x, y_{1}+\theta \Delta y\right) \Delta x+F_{2}\left(x_{1}+\theta \Delta x, y_{1}+\theta \Delta y\right) \Delta y
\end{aligned}
$$

for an appropriate $\theta$ satisfying $0 \leqslant \theta \leqslant 1$. (This is the Mean Value Theoren for a function from $\mathbb{R}^{2}$ to $\mathbb{R}$. See Problem 3.2.8, page 124.) This equation gives us

$$
\frac{\Delta y}{\Delta x}=-\frac{F_{1}\left(x_{1}+\theta \Delta x, y_{1}+\theta \Delta y\right)}{F_{2}\left(x_{1}+\theta \Delta x, y_{1}+\theta \Delta y\right)}
$$

As $\Delta x \rightarrow 0$ the right side remains bounded. Hence, so does the left side. This proves that as $\Delta x$ converges to $0, \Delta y$ also converges to 0 . Hence $f$ is continuous at $x_{1}$. After all, $\Delta y=f\left(x_{1}+\Delta x\right)-f\left(x_{1}\right)$. Furthermore,

$$
f^{\prime}\left(x_{1}\right)=\lim \frac{\Delta y}{\Delta x}=-\frac{F_{1}\left(x_{1}, y_{1}\right)}{F_{2}\left(x_{1}, y_{1}\right)}
$$

Therefore, $f$ is differentiable at $x_{1}$. The formula can be written

$$
f^{\prime}(x)=-F_{1}(x, f(x)) / F_{2}(x, f(x))
$$

and this shows that $f^{\prime}$ is continuous at $x$, provided that $x$ is in the open interval $\left(x_{0}-\varepsilon, x_{0}+\varepsilon\right)$.

## Theorem 2. Implicit Function Theorem for Many Variables.

Let $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}$, and suppose that $F\left(x_{0}, y_{0}\right)=0$ for some $x_{0} \in \mathbb{R}^{n}$ and $y_{0} \in \mathbb{R}$. If all $n+1$ partial derivatives $D_{i} F$ exist and are continuous in a neighborhood of $\left(x_{0}, y_{0}\right)$ and if $D_{n+1} F\left(x_{0}, y_{0}\right) \neq 0$, then there is a continuously differentiable function $f$ defined on a neighborhood of $x_{0}$ such that $F(x, f(x))=0, f\left(x_{0}\right)=y_{0}$, and

$$
D_{i} f(x)=-D_{i} F(x, f(x)) / D_{n+1} F(x, f(x)) \quad(1 \leqslant i \leqslant n)
$$

Proof. This is left as a problem (Problem 3.4.4).
Example 1. $F(x, y)=x^{2}+y^{2}+1$ or $x^{2}+y^{2}$ or $x^{2}+y^{2}-1$. (Three phenomena are illustrated.)

If we expect to generalize the preceding theorems to normed linear spaces, there will be several difficulties. Of course, division by $F_{2}$ will become multiplication by $F_{2}^{-1}$, and the invertibility of the Fréchet derivative will have to be hypothesized. A more serious problem occurs in defining the value of $y$ corresponding to $x$. The order properties of the real line were used in the preceding proofs; in the more general theorems, an appeal to a fixed point theorem will be substituted.

Definition. Let $X, Y, Z$ be Banach spaces. Let $F: X \times Y \rightarrow Z$ be a mapping. The Cartesian product $X \times Y$ is also a Banach space if we give it the norm $\|(x, y)\|=\|x\|+\|y\|$. If they exist, the partial derivatives of $F$ at $\left(x_{0}, y_{0}\right)$ are bounded linear operators $D_{1} F\left(x_{0}, y_{0}\right)$ and $D_{2} F\left(x_{0}, y_{0}\right)$ such that

$$
\lim \left\|F\left(x_{0}+h, y_{0}\right)-F\left(x_{0}, y_{0}\right)-D_{1} F\left(x_{0}, y_{0}\right) h\right\| /\|h\|=0 \quad(h \in X, h \rightarrow 0)
$$

and
$\lim \left\|F\left(x_{0}, y_{0}+k\right)-F\left(x_{0}, y_{0}\right)-D_{2} F\left(x_{0}, y_{0}\right) k\right\| /\|k\|=0 \quad(k \in Y, k \rightarrow 0)$
Thus $D_{1} F\left(x_{0}, y_{0}\right) \in \mathcal{C}(X, Z)$ and $D_{2} F\left(x_{0}, y_{0}\right) \in \mathcal{C}(Y, Z)$. We often use the notation $F_{i}$ in place of $D_{i} F$.

Theorem 3. General Implicit Function Theorem. Let $X, Y$, and $Z$ be normed linear spaces, $Y$ being assumed complete. Let $\Omega$ be an open set in $X \times Y$. Let $F: \Omega \rightarrow Z$. Let $\left(x_{0}, y_{0}\right) \in \Omega$. Assume that $F$ is continuous at ( $x_{0}, y_{0}$ ), that $F\left(x_{0}, y_{0}\right)=0$, that $D_{2} F$ exists in $S$, that $D_{2} F$ is continuous at ( $x_{0}, y_{0}$ ), and that $D_{2} F\left(x_{0}, y_{0}\right)$ is invertible. Then there is a function $f$ defined on a neighborhood of $x_{0}$ such that $F(x, f(x))=0, f\left(x_{0}\right)=y_{0}, f$ is continuous at $x_{0}$, and $f$ is unique in the sense that any other such function must agree with $f$ on some neighborhood of $x_{0}$.

Proof. We can assume that $\left(x_{0}, y_{0}\right)=(0,0)$. Select $\delta>0$ so that

$$
\{(x, y):\|x\| \leqslant \delta,\|y\| \leqslant \delta\} \subset \Omega
$$

Put $A=D_{2} F(0,0)$. Then $A \in \mathcal{L}(Y, Z)$ and $A^{-1} \in \mathcal{L}(Z, Y)$. For each $x$ satisfying $\|x\| \leqslant \delta$ we define $G_{x}(y)=y-A^{-1} F(x, y)$. Here $\|y\| \leqslant \delta$. Observe that if $G_{x}$ has a fixed point $y^{*}$, then

$$
y^{*}=G_{x}\left(y^{*}\right)=y^{*}-A^{-1} F\left(x, y^{*}\right)
$$

from which we conclude that $F\left(x, y^{*}\right)=0$. Let us therefore set about proving that $G_{x}$ has a fixed point. We shall employ the Contraction Mapping Theorem. (Chapter 4, Section 2, page 177). We have

$$
G_{x}^{\prime}(y)=I-A^{-1} D_{2} F(x, y)=A^{-1}\left\{D_{2} F(0,0)-D_{2} F(x, y)\right\}
$$

By the continuity of $D_{2} F$ at $(0,0)$ we can reduce $\delta$ if necessary such that

$$
[\|x\| \leqslant \delta \text { and }\|y\| \leqslant \delta] \quad \Longrightarrow \quad\left\|G_{x}^{\prime}(y)\right\| \leqslant \frac{1}{2}
$$

Now $G_{x}(0)=-A^{-1} F(x, 0)=-A^{-1}\{F(x, 0)-F(0,0)\}$. Let $0<\varepsilon<\delta$. By the continuity of $F$ at $(0,0)$ we can find $\delta_{\varepsilon} \in(0, \delta)$ so that

$$
\|x\| \leqslant \delta_{\varepsilon} \quad \Longrightarrow \quad\left\|G_{x}(0)\right\|<\frac{1}{2} \varepsilon
$$

If $\|x\| \leqslant \delta_{\varepsilon}$ and $\|y\| \leqslant \varepsilon$, then by the Mean Value Theorem III of Section 2, page 123,

$$
\begin{aligned}
\left\|G_{x}(y)\right\| & \leqslant\left\|G_{x}(0)\right\|+\left\|G_{x}(y)-G_{x}(0)\right\| \\
& \leqslant \frac{1}{2} \varepsilon+\sup _{0 \leqslant \lambda \leqslant 1}\left\|G_{x}^{\prime}(\lambda y)\right\| \cdot\|y\| \\
& \leqslant \frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
\end{aligned}
$$

Define $U=\{y \in Y:\|y\| \leqslant \varepsilon\}$. We have shown that, for each $x$ satisfying $\|x\| \leqslant \delta_{\varepsilon}$, the function $G_{x}$ maps $U$ into $U$. We also know that $\left\|G_{x}^{\prime}(y)\right\| \leqslant \frac{1}{2}$. By Problem $1, G_{x}$ has a unique fixed point $y$ in $U$. Since this fixed point depends on $x$, we write $y=f(x)$, thus defining $f$. From the observations above we infer that

$$
F(x, f(x))=0
$$

Since $F(0,0)=0$, it follows that $G_{0}(0)=0$. By the uniqueness of the fixed point, $0=f(0)$. Since $\varepsilon$ was arbitrary in $(0, \delta)$ we have this conclusion: For each $\varepsilon$ in $(0, \delta)$ there is a $\delta_{\varepsilon}$ such that

$$
\|x\| \leqslant \delta_{\varepsilon} \quad \Longrightarrow \quad\left\|G_{x}(0)\right\|<\frac{1}{2} \varepsilon
$$

Our analysis then showed that $y=f(x) \in U$, or $\|f(x)\| \leqslant \varepsilon$. As a consequence, $\|x\| \leqslant \delta_{\varepsilon} \Longrightarrow\|f(x)\| \leqslant \varepsilon$, showing continuity at 0 . For the uniqueness, suppose that $\bar{f}$ is another function defined on a neighborhood of 0 such that $\bar{f}$ is continuous at $0, \bar{f}(0)=0$, and $F(x, \bar{f}(x))=0$. If $0<\varepsilon<\delta$, find $\theta>0$ such that $\theta<\delta_{\varepsilon}$ and

$$
\|x\| \leqslant \theta \quad \Longrightarrow \quad\|\bar{f}(x)\| \leqslant \varepsilon
$$

Then $\bar{f}(x) \in U$. So we have apparently two fixed points, $f(x)$ and $\bar{f}(x)$, for the function $G_{x}$. Since this is not possible, $f(x)=\bar{f}(x)$ whenever $\|x\| \leqslant \theta$.

Theorem 4. Second Version of the Implicit Function Theorem. In the preceding theorem, assume further that $F$ is continuously differentiable in $\Omega$ and that $D_{2} F\left(x_{0}, y_{0}\right)$ is invertible. Then the function $f$ will be continuously differentiable and

$$
f^{\prime}(x)=-D_{2} F(x, f(x))^{-1} \circ D_{1} F(x, f(x))
$$

Furthermore, there will exist a neighborhood of $x_{0}$ in which $f$ is unique.
This theorem can be found in [Dieu], page 265.

> Theorem 5. Inverse Function Theorem I. Let $f$ be a continuously differentiable map from an open set $\Omega$ in a Banach space into a normed linear space. If $x_{0} \in \Omega$ and if $f^{\prime}\left(x_{0}\right)$ is invertible, then there is a continuously differentiable function $g$ defined on a neighborhood $\mathcal{N}$ of $f\left(x_{0}\right)$ such that $f(g(y))=y$ for all $y \in \mathcal{N}$.

Proof. For $x$ in $\Omega$ and $y$ in the second space, define $F(x, y)=f(x)-y$. Put $y_{0}=f\left(x_{0}\right)$ so that $F\left(x_{0}, y_{0}\right)=0$. Note that $D_{1} F(x, y)=f^{\prime}(x)$, and thus $D_{1} F\left(x_{0}, y_{0}\right)$ is invertible. By Theorem 4, there is a neighborhood $\mathcal{N}$ of $y_{0}$ and a continuously differentiable function $g$ defined on $\mathcal{N}$ such that $F(g(y), y)=0$, or $f(g(y))-y=0$ for all $y \in \mathcal{N}$.

Theorem 6. Surjective Mapping Theorem I. Let $X$ and $Y$ be Banach spaces, $\Omega$ an open set in $X$. Let $f: \Omega \rightarrow Y$ be a continuously differentiable map. Let $x_{0} \in \Omega$ and $y_{0}=f\left(x_{0}\right)$. If $f^{\prime}\left(x_{0}\right)$ is invertible, as an element of $\mathcal{L}(X, Y)$, then $f(\Omega)$ is a neighborhood of $y_{0}$.

Proof. Define $F: \Omega \times Y \rightarrow Y$ by putting $F(x, y)=f(x)-y$. Then $F\left(x_{0}, y_{0}\right)=$ 0 and $D_{1} F\left(x_{0}, y_{0}\right)=f^{\prime}\left(x_{0}\right)$. ( $D_{1}$ is a partial derivative, as defined previously.) By hypothesis, $D_{1} F\left(x_{0}, y_{0}\right)$ is invertible. By the Implicit Function Theorem (with the rôles of $x$ and $y$ reversed!), there exist a neighborhood $\mathcal{N}$ of $y_{0}$ and a function $g: \mathcal{N} \rightarrow \Omega$ such that $g\left(y_{0}\right)=x_{0}$ and $F(g(y), y)=0$ for all $y \in \mathcal{N}$. From the definition of $F$ we have $f(g(y))-y=0$ for all $y \in \mathcal{N}$. In other words, each element $y$ of $\mathcal{N}$ is the image under $f$ of some point in $\Omega$, namely, $g(y)$.

Theorem 7. A Fixed Point Theorem. Let $\Omega$ be an open set in a Banach space $X$, and let $G$ be a differentiable map from $\Omega$ to $X$. Suppose that there is a closed ball $B \equiv B\left(x_{0}, r\right)$ in $\Omega$ such that
(i) $k \equiv \sup _{x \in B}\left\|G^{\prime}(x)\right\|<1$
(ii) $\left\|G\left(x_{0}\right)-x_{0}\right\|<r(1-k)$

Then $G$ has a unique fixed point in $B$.
Proof. First, we show that $G \mid B$ is a contraction. If $x_{1}$ and $x_{2}$ are in $B$, then by the Mean Value Theorem (Theorem 4 in Section 3.2, page 123)

$$
\begin{aligned}
\left\|G\left(x_{1}\right)-G\left(x_{2}\right)\right\| & \leqslant \sup _{0 \leqslant \lambda \leqslant 1} \| G^{\prime}\left(x_{1}+\lambda\left(x_{2}-x_{1}\right)\| \| x_{1}-x_{2} \|\right. \\
& \leqslant k\left\|x_{1}-x_{2}\right\|
\end{aligned}
$$

Second, we show that $G$ maps $B$ into $B$. If $x \in B$, then

$$
\begin{aligned}
\left\|G(x)-x_{0}\right\| & \leqslant\left\|G(x)-G\left(x_{0}\right)\right\|+\left\|G\left(x_{0}\right)-x_{0}\right\| \\
& \leqslant k\left\|x-x_{0}\right\|+r(1-k) \\
& \leqslant k r+(1-k) r=r
\end{aligned}
$$

Since $X$ is complete, $B$ is a complete metric space. By the Contractive Mapping Theorem (page 177), $G$ has a unique fixed point in $B$.

Theorem 8. Inverse Function Theorem II. Let $\Omega$ be an open set in a Banach space $X$. Let $f$ be a differentiable map from $\Omega$ to a normed space $Y$. Assume that $\Omega$ contains a closed ball $B \equiv B\left(x_{0}, r\right)$ such that
(i) The linear transformation $A \equiv f^{\prime}\left(x_{0}\right)$ is invertible.
(ii) $k \equiv \sup _{x \in B}\left\|I-A^{-1} f^{\prime}(x)\right\|<1$

Then for each $y$ in $Y$ satisfying $\left\|y-f\left(x_{0}\right)\right\|<(1-k) r\left\|A^{-1}\right\|^{-1}$ the equation $f(x)=y$ has a unique solution in $B$.

Proof. Let $y$ be as hypothesized, and define $G(x)=x-A^{-1}[f(x)-y]$. It is clear that $f(x)=y$ if and only if $x$ is a fixed point of $G$. The map $G$ is differentiable in $\Omega$, and $G^{\prime}(x)=I-A^{-1} f^{\prime}(x)$. To verify the hypothesis (i) in the preceding theorem, write

$$
\left\|G^{\prime}(x)\right\|=\left\|I-A^{-1} f^{\prime}(x)\right\| \leqslant k \quad(x \in B)
$$

By the assumptions made about $y$, we can verify hypothesis (ii) of the preceding theorem by writing

$$
\begin{aligned}
\left\|G\left(x_{0}\right)-x_{0}\right\| & =\left\|x_{0}-A^{-1}\left[f\left(x_{0}\right)-y\right]-x_{0}\right\| \\
& =\left\|A^{-1}\right\|\left\|f\left(x_{0}\right)-y\right\| \\
& \leqslant\left\|A^{-1}\right\|(1-k) r\left\|A^{-1}\right\|^{-1}=(1-k) r
\end{aligned}
$$

By the preceding theorem, $G$ has a unique fixed point in $B$, which is the unique solution of $f(x)=y$ in $B$.

Example 2. Consider a nonlinear Volterra integral equation

$$
x(t)-2 x(0)+\frac{1}{2} \int_{0}^{t} \cos (s t)[x(s)]^{2} d s=y(t) \quad(0 \leqslant t \leqslant 1)
$$

in which $y \in C[0,1]$. Notice that when $y=0$ the integral equation has the solution $x=0$. We ask: Does the equation have solutions when $\|y\|$ is small? Here, we use the usual sup-norm on $C[0,1]$, as this makes the space complete. (Weighted sup-norms would have this property, too.) Write the integral equation as $f(x)=y$, where $f$ has the obvious interpretation. Then $f^{\prime}(x)$ is given by

$$
\left[f^{\prime}(x) h\right](t)=h(t)-2 h(0)+\int_{0}^{t} \cos (s t) x(s) h(s) d s
$$

Let $A=f^{\prime}(0)$, so that $A h=h-2 h(0)$. One verifies easily that $A^{2} h=h$, from which it follows that $A^{-1}=A$. In order to use the preceding theorem, with $x_{0}=0$, we must verify its hypotheses. We have just seen that $A$ is invertible. Let $\|x\| \leqslant r$, where $r$ is to be chosen later so that $\left\|I-A^{-1} f^{\prime}(x)\right\| \leqslant k<1$. From an equation above,

$$
\begin{aligned}
\left|\left[f^{\prime}(x) h\right](t)-(A h)(t)\right| & =\left|\int_{0}^{t} \cos (s t) x(s) h(s) d s\right| \\
& \leqslant\|h\|\|x\|
\end{aligned}
$$

It follows that

$$
\left\|f^{\prime}(x) h-A h\right\| \leqslant\|h\|\|x\|
$$

and that

$$
\left\|f^{\prime}(x)-A\right\| \leqslant\|x\| \leqslant r
$$

Since $\|A\|=\left\|A^{-1}\right\|=3$, we have

$$
\left\|I-A^{-1} f^{\prime}(x)\right\|=\left\|A^{-1}\left(A-f^{\prime}(x)\right)\right\| \leqslant\left\|A^{-1}\right\| r=3 r
$$

The hypothesis of the preceding theorem requires that $3 r \leqslant k<1$, where $k$ is to be chosen later. By the preceding theorem, the equation $f(x)=y$ will have a unique solution if

$$
\|y\|<(1-k) r\left\|A^{-1}\right\|^{-1} \leqslant \frac{1}{3}(1-k) \frac{k}{3}
$$

In order for this bound to be as generous as possible, we let $k=\frac{1}{2}$, arriving at the restriction $\|y\|<\frac{1}{36}$.

Lemma. Let $X$ and $Y$ be Banach spaces. Let $\Omega$ be an open set in $X$, and let $f: \Omega \rightarrow Y$ be a continuously differentiable mapping. If $x_{0} \in \Omega$ and $\varepsilon>0$, then there is a $\delta>0$ such that
$\left\|x_{1}-x_{0}\right\|<\delta,\left\|x_{2}-x_{0}\right\|<\delta \Longrightarrow\left\|f\left(x_{1}\right)-f\left(x_{2}\right)-f^{\prime}\left(x_{0}\right)\left(x_{1}-x_{2}\right)\right\|<\varepsilon\left\|x_{1}-x_{2}\right\|$
Proof. The map $x \mapsto f^{\prime}(x)$ is continuous from $\Omega$ to $\mathcal{L}(X, Y)$. Therefore, in correspondence with the given $\varepsilon$, there is a $\delta>0$ such that

$$
\left\|x-x_{0}\right\|<\delta \Longrightarrow\left\|f^{\prime}(x)-f^{\prime}\left(x_{0}\right)\right\|<\varepsilon
$$

(We may assume also that $B\left(x_{0}, \delta\right) \subset \Omega$.) If $\left\|x_{1}-x_{0}\right\|<\delta$ and $\left\|x_{2}-x_{0}\right\|<\delta$, then the line segment $S$ joining $x_{1}$ to $x_{2}$ satisfies $S \subset B\left(x_{0}, S\right) \subset \Omega$. By Problem 2 , page 145 , we have

$$
\begin{aligned}
\left\|f\left(x_{1}\right)-f\left(x_{2}\right)-f^{\prime}\left(x_{0}\right)\left(x_{1}-x_{2}\right)\right\| & \leqslant\left\|x_{1}-x_{2}\right\| \cdot \sup _{x \in S}\left\|f^{\prime}(x)-f^{\prime}\left(x_{0}\right)\right\| \\
& \leqslant \varepsilon\left\|x_{1}-x_{2}\right\|
\end{aligned}
$$

Theorem 9. Surjective Mapping Theorem II. Let $X$ and $Y$ be Banach spaces. Let $\Omega$ be an open set in $X$. Let $f: \Omega \rightarrow Y$ be continuously differentiable. If $x_{0} \in \Omega$ and $f^{\prime}\left(x_{0}\right)$ has a right inverse in $\mathcal{L}(Y, X)$, then $f(\Omega)$ is a neighborhood of $f\left(x_{0}\right)$.

Proof. Put $A=f^{\prime}\left(x_{0}\right)$ and let $L$ be a member of $\mathcal{L}(Y, X)$ such that $A L=I$, where $I$ denotes the identity map on $Y$. Let $c=\|L\|$. By the preceding lemma, there exists $\delta>0$ such that $B\left(x_{0}, \delta\right) \subset \Omega$ and such that

$$
\left\|u-x_{0}\right\| \leqslant \delta,\left\|v-x_{0}\right\| \leqslant \delta \Longrightarrow\|f(u)-f(v)-A(u-v)\| \leqslant \frac{1}{2 c}\|u-v\|
$$

Let $y_{0}=f\left(x_{0}\right)$ and $y \in B\left(y_{0}, \delta / 2 c\right)$. We will find $x \in \Omega$ such that $f(x)=y$. The point $x$ is constructed as the limit of a sequence $\left\{x_{n}\right\}$ defined inductively as follows. We start with the given $x_{0}$. Put $x_{1}=x_{0}+L\left(y-y_{0}\right)$. From then on we define

$$
x_{n+1}=x_{n}-L\left[f\left(x_{n}\right)-f\left(x_{n-1}\right)-A\left(x_{n}-x_{n-1}\right]\right.
$$

By induction we establish that $\left\|x_{n}-x_{n-1}\right\| \leqslant \delta / 2^{n}$ and $\left\|x_{n}-x_{0}\right\| \leqslant \delta$. Here are the details of the induction:

$$
\begin{aligned}
\left\|x_{1}-x_{0}\right\| & =\| L\left(y-y_{0}\|\leqslant c\| y-y_{0} \| \leqslant c \delta /(2 c)=\delta / 2 .\right. \\
\left\|x_{n+1}-x_{n}\right\| & \leqslant c\left\|f\left(x_{n}\right)-f\left(x_{n-1}\right)-A\left(x_{n}-x_{n-1}\right)\right\| \\
& \leqslant c(1 / 2 c)\left\|x_{n}-x_{n-1}\right\| \leqslant \delta / 2^{n+1} \\
\left\|x_{n+1}-x_{0}\right\| & \leqslant\left\|x_{n+1}-x_{n}\right\|+\left\|x_{n}-x_{n-1}\right\|+\cdots+\left\|x_{1}-x_{0}\right\| \\
& \leqslant \frac{\delta}{2^{n+1}}+\frac{\delta}{2^{n}}+\cdots+\frac{\delta}{2} \leqslant \delta
\end{aligned}
$$

Next we observe that the sequence $\left[x_{n}\right]$ has the Cauchy property, since (for $m>n$ )
$\left\|x_{n}-x_{m}\right\| \leqslant\left\|x_{n}-x_{n+1}\right\|+\cdots+\left\|x_{m-1}-x_{m}\right\| \leqslant \delta\left(\frac{1}{2^{n+1}}+\frac{1}{2^{n+2}}+\cdots\right) \leqslant \delta / 2^{n}$
Since $X$ is complete, we can define $x=\lim x_{n}$. All that remains is to prove $x \in \Omega$ and $f(x)=y$. Since $\left\|x_{n}-x_{0}\right\| \leqslant \delta$, we have $\left\|x-x_{0}\right\| \leqslant \delta$ and $x \in \Omega$. From the equation defining $x_{n+1}$ we have

$$
\begin{aligned}
A\left(x_{n+1}-x_{n}\right) & =-A L\left\{f\left(x_{n}\right)-f\left(x_{n-1}\right)-A\left(x_{n}-x_{n-1}\right)\right\} \\
& =A\left(x_{n}-x_{n-1}\right)-\left\{f\left(x_{n}\right)-f\left(x_{n-1}\right)\right\}
\end{aligned}
$$

By using this equation recursively we reach finally

$$
\begin{aligned}
A\left(x_{n+1}-x_{n}\right)= & A\left(x_{1}-x_{0}\right)-\left\{f\left(x_{n}\right)-f\left(x_{n-1}\right)\right\} \\
& \quad-\left\{f\left(x_{n-1}\right)-f\left(x_{n-2}\right)\right\}-\cdots-\left\{f\left(x_{1}\right)-f\left(x_{0}\right)\right\} \\
= & A L\left(y-y_{0}\right)-f\left(x_{n}\right)+f\left(x_{0}\right) \\
= & y-y_{0}-f\left(x_{n}\right)+y_{0}=y-f\left(x_{n}\right)
\end{aligned}
$$

Let $n \rightarrow \infty$ in this equation to get $0=y-f(x)$.

Corollary. Let $f$ be a continuously differentiable function mapping an open set $\Omega$ in a Banach space into a finite-dimensional Banach space. If $x_{0} \in \Omega$ and if $f^{\prime}\left(x_{0}\right)$ is surjective, then $f(\Omega)$ is a neighborhood of $f\left(x_{0}\right)$.

Proof. By comparing this assertion to the preceding theorem, we see that it will suffice to prove that $f^{\prime}\left(x_{0}\right)$ has a right inverse. It suffices to give the proof in the case that $f$ maps $\Omega$ into Euclidean $n$-space $\mathbb{R}^{n}$, because all finite-dimensional Banach spaces are topologically equivalent. Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be the usual basis for $\mathbb{R}^{n}$. Let $X$ be the Banach space containing $\Omega$, and set $A=f^{\prime}(x)$. Since $A$ is surjective, there exist points $u_{1}, \ldots, u_{n}$ in $X$ such that $A u_{i}=e_{i}$. Define $L: \mathbb{R}^{n} \rightarrow X$ by requiring $L e_{i}=u_{i}$ (and that $L$ be linear, of course). Obviously, $A L e_{i}=e_{i}$, so $A L y=y$ for all $y \in \mathbb{R}^{n}$. Also, $\|L\| \leqslant\left(\sum\left\|u_{i}\right\|^{2}\right)^{1 / 2}$ because the Cauchy-Schwarz inequality yields (with $y=\sum c_{i} e_{i}$ )

$$
\begin{aligned}
\|L y\| & =\left\|L \sum c_{i} e_{i}\right\|=\left\|\sum c_{i} L e_{i}\right\|=\left\|\sum c_{i} u_{i}\right\| \leqslant \sum\left|c_{i}\right|\left\|u_{i}\right\| \\
& \leqslant\left(\sum c_{i}^{2}\right)^{1 / 2}\left(\sum\left\|u_{i}\right\|^{2}\right)^{1 / 2}=\|y\|\left(\sum\left\|u_{i}\right\|^{2}\right)^{1 / 2}
\end{aligned}
$$

Example 3. Let $f: \mathbb{R}^{\mathbf{3}} \rightarrow \mathbb{R}^{3}$ be given by

$$
\begin{aligned}
f(x) & =y \quad x=\left(\xi_{1}, \xi_{2}, \xi_{3}\right) \quad y=\left(\eta_{1}, \eta_{2}, \eta_{3}\right) \\
\eta_{1} & =2 \xi_{1}^{4}+\xi_{3} \cos \xi_{2}-\xi_{1} \xi_{3} \\
\eta_{2} & =\left(\xi_{1}+\xi_{3}\right)^{3}-4 \sin \xi_{2} \\
\eta_{3} & =\log \left(\xi_{2}+1\right)+5 \xi_{1}+\cos \xi_{3}-1
\end{aligned}
$$

Notice that $f(0)=0$. We ask: For $y$ close to zero is there an $x$ for which $f(x)=y$ ? To answer this, one can use the Inverse Function Theorem. We compute the Fréchet derivative or Jacobian:

$$
f^{\prime}(x)=\left[\begin{array}{ccc}
8 \xi_{1}^{3}-\xi_{3} & -\xi_{3} \sin \xi_{2} & \cos \xi_{2}-\xi_{1} \\
3\left(\xi_{1}+\xi_{3}\right)^{2} & -4 \cos \xi_{2} & 3\left(\xi_{1}+\xi_{3}\right)^{2} \\
5 & \left(\xi_{2}+1\right)^{-1} & -\sin \xi_{3}
\end{array}\right]
$$

At $x=0$ we have

$$
f^{\prime}(0)=\left[\begin{array}{rrr}
0 & 0 & 1 \\
0 & -4 & 0 \\
5 & 1 & 0
\end{array}\right]
$$

Obviously, $f^{\prime}(0)$ is invertible, and so we can conclude that in some neighborhood of $y=0$ there is defined a function $g$ such that $f(g(y))=y$.

The direct sum of $n$ normed linear spaces $X_{1}, X_{2}, \ldots, X_{n}$ is denoted by $\sum_{i=1}^{n} \oplus X_{i}$. Its elements are $n$-tuples $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, where $x_{i} \in X_{i}$ for $i=1,2, \ldots, n$. Although many definitions of the norm are suitable, we use $\|x\|=\sum_{i=1}^{n}\left\|x_{i}\right\|$.

If $X=\sum_{i=1}^{n} \oplus X_{i}$ and if $f$ is a mapping from an open set of $X$ into a normed space $Y$, then the partial derivatives $D_{i} f(x)$, if they exist, are continuous linear maps $\left(D_{i} f\right)(x) \in \mathcal{L}\left(X_{i}, Y\right)$ such that

$$
\left\|f\left(x_{1}, \ldots, x_{i-1}, x_{i}+h, x_{i+1}, \ldots, x_{n}\right)-f(x)-\left(D_{i} f\right)(x) h\right\|=o(\|h\|)
$$

The connection between partial derivatives and a "total" derivative is as one expects from multivariable calculus. That relationship is formalized next.

Theorem 10. Let $f$ be defined on an open set $\Omega$ in the direct-sum space $X=\sum_{i=1}^{n} \oplus X_{i}$ and take values in a normed space $Y$. Assume that all the partial derivatives $D_{i} f$ exist in $\Omega$ and are continuous at a point $x$ in $\Omega$. Then $f$ is Fréchet differentiable at $x$, and its Fréchet derivative is given by

$$
\begin{equation*}
f^{\prime}(x) h=\sum_{i=1}^{n} D_{i} f(x) h_{i} \quad(h \in X) \tag{1}
\end{equation*}
$$

Proof. Equation (1) defines a linear transformation from $X$ to $Y$, and

$$
\begin{aligned}
\left\|f^{\prime}(x) h\right\| & \leqslant \sum_{i=1}^{n}\left\|D_{i} f(x) h_{i}\right\| \leqslant \sum_{i=1}^{n}\left\|D_{i} f(x)\right\|\left\|h_{i}\right\| \\
& \leqslant \max _{1 \leqslant j \leqslant n}\left\|D_{j} f(x)\right\| \sum_{i=1}^{n}\left\|h_{i}\right\| \\
& =\max _{1 \leqslant j \leqslant n}\left\|D_{j} f(x)\right\|\|h\|
\end{aligned}
$$

Thus Equation (1) defines a bounded linear transformation. Let

$$
G(h)=f(x+h)-f(x)-\sum_{i=1}^{n} D_{i} f(x) h_{i}
$$

We want to prove that $\|G(h)\|=o(\|h\|)$. For sufficiently small $h, x+h$ is in $\Omega$, and the partial derivatives of $G$ exist at $x+h$. They are

$$
D_{i} G(h)=D_{i} f(x+h)-D_{i} f(x)
$$

If $\varepsilon$ is a given positive number, we use the assumed continuity of $D_{i} f$ at $x$ to find a positive $\delta$ such that for $\|h\|<\delta$ we have $\left\|D_{i} G(h)\right\|<\varepsilon$, for $1 \leqslant i \leqslant n$. Then, by the mean value theorem,

$$
\begin{aligned}
\|G(h)\| \leqslant & \left\|G\left(h_{1}, h_{2}, \ldots, h_{n}\right)-G\left(0, h_{2}, \ldots, h_{n}\right)\right\| \\
& \quad+\left\|G\left(0, h_{2}, \ldots, h_{n}\right)-G\left(0,0, h_{3}, \ldots, h_{n}\right)\right\| \\
& \quad+\cdots+\left\|G\left(0,0, \ldots, h_{n}\right)-G(0,0, \ldots, 0)\right\| \\
\leqslant & \sum_{i=1}^{n} \varepsilon\left\|h_{i}\right\|=\varepsilon\|h\|
\end{aligned}
$$

Since $\varepsilon$ was arbitrary, this shows that $\|G(h)\|=o(\|h\|)$.

## Problems 3.4

1. Let $U$ be a closed ball in a Banach space. Let $F: U^{+} \rightarrow U$, where $U^{+}$is an open set containing $U$. Prove that if $\sup \left\{\left\|F^{\prime}(x)\right\|: x \in U\right\}<1$, then $F$ has a unique fixed point in $U$.
2. Let $X$ be a Banach space and $\mathcal{O}$ an open set in $X$ containing $a, b, x_{0}$, and the line segment $\mathcal{S}$ joining $a$ to $b$. Prove that

$$
\left\|f(b)-f(a)-f^{\prime}\left(x_{0}\right)(b-a)\right\| \leqslant\|b-a\| \sup _{x \in \mathcal{S}}\left\|f^{\prime}(x)-f^{\prime}\left(x_{0}\right)\right\| .
$$

[Suggestion: Use the function $g(x)=f(x)-f^{\prime}\left(x_{0}\right) x$.] Determine whether the same inequality is true when $f^{\prime}\left(x_{0}\right)$ is replaced by an arbitrary linear operator. In this problem, $f: X \rightarrow Y$, where $Y$ is any normed space.
3. Suppose $F\left(x_{0}, y_{0}\right)=0$. If $x_{1}$ is close to $x_{0}$, there should be a $y_{1}$ such that $F\left(x_{1}, y_{1}\right)=0$. Show how Newton's method can be used to obtain $y_{1}$. (Here $F: X \times Y \rightarrow Z$, and $X, Y, Z$ are Banach spaces.)
4. Prove Theorem 2.
5. Let $f: \Omega \rightarrow Y$ be a continuously differentiable map, where $\Omega$ is an open set in a Banach space, and $Y$ is a normed linear space. Assume that $f^{\prime}(x)$ is invertible for each $x \in \Omega$, and prove that $f(\Omega)$ is open.
6. Let $\alpha$ be the point in $[0,1]$ where $\cos \alpha=\alpha$. Define $X$ to be the vector space of all continuously differentiable functions on $[0,1]$ that vanish at the point $\alpha$. Define a norm on $X$ by writing $\|x\|=\sup _{0 \leqslant t \leqslant 1}\left|x^{\prime}(t)\right|$. Prove that there exists a positive number $\delta$ such that if $y \in X$ and $\|y\|<\delta$, then there exists an $x \in X$ satisfying

$$
\sin \circ x+x \circ \cos =y
$$

7. Let $f$ be a continuous map from an open set $\Omega$ in a Banach space $X$ into a Banach space $Y$. Suppose that for some $x_{0}$ in $\Omega, f^{\prime}\left(x_{0}\right)$ exists and is invertible. Prove that $f$ is one-to-one in some neighborhood of $x_{0}$.
8. In Example 2, with the nonlinear integral equation, show that the mapping $x \mapsto f^{\prime}(x)$ is continuous; indeed, it satisfies a Lipschitz condition.
9. Rework Example 2 when the term $2 x(0)$ is replaced by $\alpha x(0)$, for an arbitrary constant $\alpha$. In particular, treat the case when $\alpha=0$.

### 3.5 Extremum Problems and Lagrange Multipliers

A minimum point of a real-valued function $f$ defined on a set $M$ is a point $x_{0}$ such that $f\left(x_{0}\right) \leqslant f(x)$ for all $x \in M$. If $M$ has a topology, then the concept of relative minimum point is defined as a point $x_{0} \in M$ such that for some neighborhood $\mathcal{N}$ of $x_{0}$ we have $f\left(x_{0}\right) \leqslant f(x)$, for all $x$ in $\mathcal{N}$.

Theorem 1. Necessary Condition for Extremum. Let $\Omega$ be an open set in a normed linear space, and let $f: \Omega \rightarrow \mathbb{R}$. If $x_{0}$ is a minimum point of $f$ and if $f^{\prime}\left(x_{0}\right)$ exists, then $f^{\prime}\left(x_{0}\right)=0$.

Proof. Let $X$ be the Banach space, and assume $f^{\prime}\left(x_{0}\right) \neq 0$. Then there exists $v \in X$ such that $f^{\prime}\left(x_{0}\right) v=-1$. By the definition of $f^{\prime}\left(x_{0}\right)$ we can take $\lambda>0$ and so small that $x_{0}+\lambda v$ is in $\Omega$ and

$$
\left|f\left(x_{0}+\lambda v\right)-f\left(x_{0}\right)-\lambda f^{\prime}\left(x_{0}\right) v\right| / \lambda\|v\|<(2\|v\|)^{-1}
$$

This means that $\frac{1}{\lambda}\left[f\left(x_{0}+\lambda v\right)-f\left(x_{0}\right)\right]$ is within distance $\frac{1}{2}$ from -1 , and so is negative. This implies $f\left(x_{0}+\lambda v\right)<f\left(x_{0}\right)$.

In this section we will be concerned mostly with constrained extremum problems. A simple illustrative case is the following. We have two nice functions, $f$ and $g$, on $\mathbb{R}^{2}$ to $\mathbb{R}$. We put $M=\{(x, y): g(x, y)=0\}$ and seek an extremum of $f \mid M$. (That means $f$ restricted to $M$.) If the equation $g(x, y)=0$ defines $y$ as a function of $x$, say $y=y(x)$, then we can look for an unrestricted extremum of $\phi(x)=f(x, y(x))$. Hence we try to solve the equation $\phi^{\prime}(x)=0$. This leads to

$$
\begin{aligned}
0 & =f_{1}(x, y(x))+f_{2}(x, y(x)) y^{\prime}(x) \\
& =f_{1}(x, y(x))-f_{2}(x, y(x)) g_{1}(x, y(x)) / g_{2}(x, y(x))
\end{aligned}
$$

Thus we must solve simultaneously

$$
\begin{equation*}
g(x, y)=0 \quad \text { and } \quad f_{1}(x, y)-f_{2}(x, y) g_{1}(x, y) / g_{2}(x, y)=0 \tag{1}
\end{equation*}
$$

The method of Lagrange multipliers introduces the function

$$
H(x, y, \lambda)=f(x, y)+\lambda g(x, y)
$$

and solves simultaneously $H_{1}=H_{2}=H_{3}=0$. Thus

$$
f_{1}(x, y)+\lambda g_{1}(x, y)=f_{2}(x, y)+\lambda g_{2}(x, y)=g(x, y)=0
$$

If $g_{2}(x, y) \neq 0$, then $\lambda=-f_{2}(x, y) / g_{2}(x, y)$, and we recover system (1). The method of Lagrange multipliers treats $x$ and $y$ symmetrically, and includes both cases of the implicit function theorem. Thus $y$ can be a differentiable function of $x$, or $x$ can be a differentiable function of $y$.

Example 1. Let $f$ and $g$ be functions from $\mathbb{R}^{2}$ to $\mathbb{R}$ defined by $f(x, y)=$ $x^{2}+y^{2}, g(x, y)=x-y+1$. The set $M=\{(x, y): g(x, y)=0\}$ is the straight line shown in Figure 3.3. Also shown are some level sets of $f$, i.e., sets of the type $\{(x, y): f(x, y)=c\}$. At the solution, the gradient of $f$ is parallel to the gradient of $g$. The function $H$ is $H(x, y, \lambda)=x^{2}+y^{2}+\lambda(x-y+1)$, and the three equations to be solved are $2 x+\lambda=2 y-\lambda=x-y+1=0$. The solution is $\left(-\frac{1}{2}, \frac{1}{2}\right)$.


Figure 3.3

Example 2. Let $f(x, y)=x^{2}-y^{2}$ and $g(x, y)=x^{2}+y^{2}-1$. Again we show $M$ and some level sets of $f$, which are hyperbolas and straight lines. There are four extrema; some are maxima and some are minima. Which are which? The $H$-function is $H=x^{2}-y^{2}+\lambda\left(x^{2}+y^{2}-1\right)$, and the three equations to solve are $2 x+2 \lambda x=-2 y+2 \lambda y=x^{2}+y^{2}-1=0$. The $(x, y, \lambda)$ solutions are $(0,1,1),(0,-1,1),(1,0,-1),(-1,0,-1)$. Figure 3.4 is pertinent.


Figure 3.4

If there are several constraint functions, there will be several Lagrange multipliers, as in the next example.

Example 3. Find the minimum distance from a point to a line in $\mathbb{R}^{3}$. Let the line be given as the intersection of two planes whose equations are $\langle a, x\rangle=k$ and $\langle b, x\rangle=\ell$. (Here, $x, a$, and $b$ belong to $\mathbb{R}^{3}$.) Let the point be $c$. Then $H$ should be

$$
\|x-c\|^{2}+\lambda[\langle a, x\rangle-k]+\mu[\langle b, x\rangle-\ell]
$$

This $H$ is a function of $\left(x_{1}, x_{2}, x_{3}, \lambda, \mu\right)$. The five equations to solve are

$$
\begin{aligned}
2\left(x_{1}-c_{1}\right)+\lambda a_{1}+\mu b_{1}=2\left(x_{2}-c_{2}\right)+\lambda a_{2}+\mu b_{2} & =2\left(x_{3}-c_{3}\right)+\lambda a_{3}+\mu b_{3}=0 \\
(a, x)-k=\langle b, x\rangle-\ell & =0
\end{aligned}
$$

We see that $x$ is of the form $x=c+\alpha a+\beta b$. When this is substituted in the second set of equations, we obtain two linear equations for determining $\alpha$ and $\beta$ :

$$
\langle a, a\rangle_{\alpha}+\langle a, b\rangle \beta=k-\langle a, c\rangle \quad \text { and } \quad\langle a, b\rangle_{\alpha}+\langle b, b\rangle \beta=\ell-\langle b, c\rangle
$$

Theorem 2. Lagrange Multiplier. Let $f$ and $g$ be continuously differentiable real-valued functions on an open set $\Omega$ in a Banach space. Let $M=\{x \in \Omega: g(x)=0\}$. If $x_{0}$ is a local minimum point of $f \mid M$ and if $g^{\prime}\left(x_{0}\right) \neq 0$, then $f^{\prime}\left(x_{0}\right)=\lambda g^{\prime}\left(x_{0}\right)$ for some $\lambda \in \mathbb{R}$.

Proof. Let $X$ be the Banach space in question. Select a neighborhood $U$ of $x_{0}$ such that

$$
x \in U \cap M \Longrightarrow f\left(x_{0}\right) \leqslant f(x)
$$

We can assume $U \subset \Omega$. Define $F: U \rightarrow \mathbb{R}^{2}$ by $F(x)=(f(x), g(x))$. Then $F\left(x_{0}\right)=\left(f\left(x_{0}\right), 0\right)$ and $F^{\prime}(x) v=\left(f^{\prime}(x) v, g^{\prime}(x) v\right)$ for all $v \in X$. Observe that if $r<f\left(x_{0}\right)$, then $(r, 0)$ is not in $F(U)$. Hence $F(U)$ is not a neighborhood of $F\left(x_{0}\right)$. By the Corollary in Section 4.4, $F^{\prime}\left(x_{0}\right)$ is not surjective (as a linear map from $X$ to $\mathbb{R}^{2}$ ). Hence $F^{\prime}\left(x_{0}\right) v=\alpha(v)(\theta, \mu)$ for some continuous linear functional $\alpha$. (Thus $\alpha \in X^{*}$.) It follows that $f^{\prime}\left(x_{0}\right) v=\alpha(v) \theta$ and $g^{\prime}\left(x_{0}\right) v=\alpha(v) \mu$. Since $g^{\prime}\left(x_{0}\right) \neq 0, \mu \neq 0$. Therefore,

$$
f^{\prime}\left(x_{0}\right) v=(\theta / \mu) \alpha(v) \mu=(\theta / \mu) g^{\prime}\left(x_{0}\right) v
$$

Theorem 3. Lagrange Multipliers. Let $f, g_{1}, \ldots, g_{n}$ be continuously differentiable real-valued functions defined on an open set $\Omega$ in a Banach space $X$. Let $M=\left\{x \in \Omega: g_{1}(x)=\cdots=g_{n}(x)=0\right\}$. If $x_{0}$ is a local minimum point of $f \mid M$ (the restriction of $f$ to $M$ ), then there is a nontrivial linear relation of the form

$$
\mu f^{\prime}\left(x_{0}\right)+\lambda_{1} g_{1}^{\prime}\left(x_{0}\right)+\lambda_{2} g_{2}^{\prime}\left(x_{0}\right)+\cdots+\lambda_{n} g_{n}^{\prime}\left(x_{0}\right)=0
$$

Proof. Select a neighborhood $U$ of $x_{0}$ such that $U \subset \Omega$ and such that $f\left(x_{0}\right) \leqslant$ $f(x)$ for all $x \in U \cap M$. Define $F: U \rightarrow \mathbb{R}^{n+1}$ by the equation

$$
F(x)=\left(f(x), g_{1}(x), g_{2}(x), \ldots, g_{n}(x)\right)
$$

If $r<f\left(x_{0}\right)$, then the point $(r, 0,0, \ldots, 0)$ is not in $F(U)$. Thus $F(U)$ does not contain a neighborhood of the point $\left(f\left(x_{0}\right), g_{1}\left(x_{0}\right), \ldots, g_{n}\left(x_{0}\right) \equiv\right.$ ( $f\left(x_{0}\right), 0,0, \ldots, 0$ ). By the Corollary in Section 3.4, page $143, F^{\prime}\left(x_{0}\right)$ is not surjective. Since the range of $F^{\prime}\left(x_{0}\right)$ is a linear subspace of $\mathbb{R}^{n+1}$, we now know that it is a proper subspace of $\mathbb{R}^{n+1}$. Hence it is contained in a hyperplane through the origin. This means that for some $\mu, \lambda_{1}, \ldots, \lambda_{n}$ (not all zero) we have

$$
\mu f^{\prime}\left(x_{0}\right) v+\lambda_{1} g_{1}^{\prime}\left(x_{0}\right) v+\cdots+\lambda_{n} g_{n}^{\prime}\left(x_{0}\right) v=0
$$

for all $v \in X$. This implies the equation in the statement of the theorem.
Example 4. Let $A$ be a compact Hermitian operator on a Hilbert space $X$. Then $\|A\|=\max \{|\lambda|: \lambda \in \Lambda(A)\}$, where $\Lambda(A)$ is the set of eigenvalues of $A$. This is proved by Lemma 2, page 92, together with Problem 22, page 101. Then by Lemma 2 in Section 2.3, page 85, we have $\|A\|=\sup \{|\langle A x, x\rangle|:\|x\|=1\}$. Hence we can find an eigenvalue of $A$ by determining an extremum of $\langle A x, x\rangle$ on the set defined by $\|x\|=1$. An alternative is given by the next result.

Lemma. If $A$ is Hermitian, then the "Rayleigh Quotient" $f(x)=$ $\langle A x, x\rangle /\langle x, x\rangle$ has a stationary value at each eigenvector.

Proof. Let $A x=\lambda x, x \neq 0$. Then $f(x)=\langle A x, x\rangle /\langle x, x\rangle=\lambda$. Recall that the eigenvalues of a Hermitian operator are real. Let us compute the derivative of $f$ at $x$ and show that it is 0 .

$$
\begin{aligned}
& \lim _{h \rightarrow 0}|f(x+h)-f(x)| /\|h\|=\lim \left|\frac{\langle A x+A h, x+h\rangle}{\langle x+h, x+h\rangle}-\lambda\right| /\|h\| \\
&=\lim \left|\langle A x, x\rangle+\langle A h, x\rangle+\langle A x, h\rangle+\langle A h, h\rangle-\lambda\|x+h\|^{2}\right| /\|h\|\|x+h\|^{2} \\
&=\lim |\langle h, A x\rangle+\lambda\langle x, h\rangle+\langle A h, h\rangle-2 \lambda \operatorname{Re}(x, h\rangle-\lambda\langle h, h\rangle| /\|h\|\|x+h\|^{2} \\
&=\lim |\lambda\langle h, x\rangle+\lambda\langle x, h\rangle+\langle A h, h\rangle-2 \lambda \operatorname{Re}\langle x, h\rangle-\lambda\langle h, h\rangle| /\|h\|\|x+h\|^{2} \\
&=\lim |\langle A h, h\rangle-\lambda\langle h, h\rangle| /\|h\|\|x+h\|^{2} \\
&=\lim |\langle A h-\lambda h, h\rangle| /\|h\|\|x+h\|^{2} \\
& \leqslant \lim \|A h-\lambda h\|\|h\| /\|h\|\|x+h\|^{2} \\
& \leqslant \lim \|A-\lambda I\|\|h\| /\|x+h\|^{2}=0
\end{aligned}
$$

Thus from the definition of $f^{\prime}(x)$ as the operator that makes the equation

$$
\lim _{h \rightarrow 0}\left|f(x+h)-f(x)-f^{\prime}(x) h\right| /\|h\|=0
$$

true, we have $f^{\prime}(x)=0$.
Since the Rayleigh quotient can be written as

$$
\frac{\langle A x, x\rangle}{\|x\|^{2}}=\left\langle A\left(\frac{x}{\|x\|}\right), \frac{x}{\|x\|}\right\rangle
$$

it is possible to consider the simpler function $F(x)=\langle A x, x\rangle$ restricted to the unit sphere.

Theorem 4. If $A$ is a Hermitian operator on a Hilbert space, then each local constrained minimum or maximum point of $\langle A x, x\rangle$ on the unit sphere is an eigenvector of $A$. The value of $\langle A x, x\rangle$ is the corresponding eigenvalue.

Proof. Use $F(x)=\langle A x, x\rangle$ and $G(x)=\|x\|^{2}-1$. Then

$$
F^{\prime}(x) h=2\langle A x, h\rangle \quad G^{\prime}(x) h=2\langle x, h\rangle
$$

Our theorem about Lagrange multipliers gives a necessary condition in order that $x$ be a local extremum, namely that $\mu F^{\prime}(x)+\lambda G^{\prime}(x)=0$ in a nontrivial manner. Since $\|x\|=1, G^{\prime}(x) \neq 0$. Hence $\mu \neq 0$, and by the homogeneity we can set $\mu=-1$. This leads to

$$
-2(A x, h)+2 \lambda(x, h\rangle=0 \quad(h \in X)
$$

whence $A x=\lambda x$.
Extremum problems with inequality constraints can also be discussed in a general setting free of dimensionality restrictions. This leads to the so-called Kuhn-Tucker Theory.

Inequalities in a vector space require some elucidation. An ordered vector space is a pair $(X, \geqslant)$ in which $X$ is a real vector space and $\geqslant$ is a partial order in $X$ that is consistent with the linear structure. This means simply that

$$
\begin{aligned}
x \geqslant y & \Longrightarrow \quad x+z \geqslant y+z \\
x \geqslant y, \lambda \geqslant 0 & \Longrightarrow \quad \lambda x \geqslant \lambda y
\end{aligned}
$$

In an ordered vector space, the positive cone is

$$
P=\{x: x \geqslant 0\}
$$

A cone having vertex $v$ is a set $C$ such that $v+\lambda(x-v) \in C$ when $x \in C$ and $\lambda \geqslant 0$. It is elementary to prove that $P$ is a convex cone having vertex at 0 . Also, the partial order can be recovered from $P$ by defining $x \geqslant y$ to mean $x-y \in P$.

If $X$ is a normed space with an order as described, then $X^{*}$ is ordered in a standard way; namely, we define $\phi \geqslant 0$ to mean $\phi(x) \geqslant 0$ for all $x \geqslant 0$. Here $\phi \in X^{*}$.

These matters are well illustrated by the space $C[a, b]$, in which the natural order $f \geqslant g$ is defined to mean $f(t) \geqslant g(t)$ for all $t \in[a, b]$. The conjugate space consists of signed measures.

In the next theorem, $X$ and $Y$ are normed linear spaces, and $Y$ is an ordered vector space. Differentiable functions $f: X \rightarrow \mathbb{R}$ and $G: X \rightarrow Y$ are given. We seek necessary conditions for a point $x_{0}$ to maximize $f(x)$ subject to $G(x) \geqslant 0$.

Theorem 5. If $x_{0}$ is a local maximum point of $f$ on the set $\{x$ : $G(x) \geqslant 0\}$ and if there is an $h \in X$ such that $G\left(x_{0}\right)+G^{\prime}\left(x_{0}\right) h$ is an interior point of the positive cone, then there is a nonnegative functional $\phi \in Y^{*}$ such that $\phi\left(G\left(x_{0}\right)\right)=0$ and $f^{\prime}\left(x_{0}\right)=-\phi \circ G^{\prime}\left(x_{0}\right)$.

Proof. (Following Luenberger [Lue2]). Working in the space $\mathbb{R} \times Y$, we define two convex sets

$$
\begin{aligned}
& H=\left\{(t, y): \text { for some } h, t \leqslant f^{\prime}\left(x_{0}\right) h \text { and } y \leqslant G\left(x_{0}\right)+G^{\prime}\left(x_{0}\right) h\right\} \\
& K=\{(t, y): t \geqslant 0, y \geqslant 0\}=[0, \infty) \times P
\end{aligned}
$$

One of the hypotheses in the theorem shows that $P$ has an interior point, and consequently $K$ has an interior point. No interior point of $K$ lies in $H$, however.

In order to prove this, suppose that $(t, y)$ is an interior point of $K$ and belongs to $H$. Then for some $h \in X$ we have

$$
\begin{aligned}
& 0<t \leqslant f^{\prime}\left(x_{0}\right) h \\
& 0<y \leqslant G\left(x_{0}\right)+G^{\prime}\left(x_{0}\right) h
\end{aligned}
$$

Here the inequality $y>0$ is interpreted to mean that $y$ is an interior point of the positive cone $P$. For $\lambda \in(0,1)$ we have

$$
\begin{aligned}
G\left(x_{0}+\lambda h\right) & =G\left(x_{0}\right)+G^{\prime}\left(x_{0}\right) \lambda h+o(\lambda) \\
& =(1-\lambda) G\left(x_{0}\right)+\lambda\left[G\left(x_{0}\right)+G^{\prime}\left(x_{0}\right) h\right]+o(\lambda) \\
& \geqslant \lambda\left[G\left(x_{0}\right)+G^{\prime}\left(x_{0}\right) h\right]+o(\lambda) \\
& \geqslant \lambda y+o(\lambda)
\end{aligned}
$$

Since $y$ is an interior point of $P$, there is an $\varepsilon>0$ such that $B(y, \varepsilon) \subset P$. By Problem 1, $B(\lambda y, \lambda \varepsilon) \subset P$ for all $\lambda>0$. Select $\lambda$ small enough so that $\|o(\lambda)\|<\lambda \varepsilon$. Then

$$
\lambda y+o(\lambda) \in B(\lambda y, \lambda \varepsilon) \subset P
$$

Consequently, $G\left(x_{0}+\lambda h\right) \geqslant 0$. Similarly, for small $\lambda$ we have

$$
\begin{aligned}
f\left(x_{0}+\lambda h\right) & =f\left(x_{0}\right)+f^{\prime}\left(x_{0}\right) \lambda h+o(\lambda) \\
& \geqslant f\left(x_{0}\right)+\lambda t+o(\lambda)>f\left(x_{0}\right)
\end{aligned}
$$

Thus $x_{0}+\lambda h$ lies in the constraint set and produces a larger value in $f$ than $f\left(x_{0}\right)$. This contradiction shows that $H$ is disjoint from the interior of $K$.

Now use the Separation Theorem (Theorem 2 in Section 7.3, page 343). It asserts the existence of a hyperplane separating $K$ from $H$. Thus there exist $\mu \in \mathbb{R}$ and $\phi \in Y^{*}$ such that $|\mu|+\|\phi\|>0$ and

$$
\begin{aligned}
& \mu t+\phi(y) \leqslant c \quad \text { when }(t, y) \in H \\
& \mu t+\phi(y) \geqslant c \quad \text { when }(t, y) \in K
\end{aligned}
$$

Since $(0,0) \in H \cap K$, we see that $c=0$. From the definition of $K$, we see that $\mu \geqslant 0$ and $\phi \geqslant 0$. Actually, $\boldsymbol{\mu}>0$. To verify this, suppose $\boldsymbol{\mu}=0$. Then $\phi \neq 0$, and $\phi(y) \leqslant 0$ whenever $(t, y) \in H$. From the hypotheses of the theorem, there is an $h$ such that $G\left(x_{0}\right)+G^{\prime}\left(x_{0}\right) h \equiv z$ is interior to $P$. By the definition of $H$, $\left(f^{\prime}\left(x_{0}\right) h, z\right) \in H$, and so $\phi(z) \leqslant 0$. Hence there are points $y$ near $z$ and in $P$ where $\phi(y)<0$. But this contradicts the fact that $\phi \geqslant 0$.

Since $\mu>0$, we can take it to be 1 . For any $h$, the point

$$
\left(f^{\prime}\left(x_{0}\right) h, G\left(x_{0}\right)+G^{\prime}\left(x_{0}\right) h\right)
$$

belongs to $H$. Consequently,

$$
f^{\prime}\left(x_{0}\right) h+\phi\left[G\left(x_{0}\right)+G^{\prime}\left(x_{0}\right) h\right] \leqslant 0 \quad(h \in X)
$$

Taking $h=0$ in this inequality gives us $\phi\left[G\left(x_{0}\right)\right] \leqslant 0$. Since $G\left(x_{0}\right) \geqslant 0$ and $\phi \geqslant 0$, we have $\phi\left[G\left(x_{0}\right)\right] \geqslant 0$. Thus $\phi\left[G\left(x_{0}\right)\right]=0$.

Now we conclude that

$$
f^{\prime}\left(x_{0}\right) h+\phi\left[G^{\prime}\left(x_{0}\right) h\right] \leqslant 0 \quad(h \in X)
$$

Since $h$ can be replaced by $-h$ here, it follows that

$$
f^{\prime}\left(x_{0}\right) h+\phi\left[G^{\prime}\left(x_{0}\right) h\right]=0
$$

In other words,

$$
f^{\prime}\left(x_{0}\right)=-\phi \circ G^{\prime}\left(x_{0}\right)
$$

## Problems 3.5

1. (a) Use Lagrange multipliers to find the maximum of $x y$ subject to $x+y=c$. (b) Find the shortest distance from the point $(1,0)$ to the parabola given by $y^{2}=4 x$.
2. Let the equations $f(x, y)=0$ and $g(x, y)=0$ define two non-intersecting curves in $\mathbb{R}^{2}$. What system of equations should be solved if we wish to find minimum or maximum distances between points on these two curves?
3. Show that in an ordered vector space with positive cone $P$, if $B(x, r) \subset P$, then $B(\lambda x, \lambda r) \subset P$ for $\lambda \geqslant 0$.
4. Prove that the positive cone $P$ determines the vector order.
5. Let $A$ be a Hermitian operator on a Hilbert space. Define $f(x)=\langle .4 x, x\rangle$ and $g(x)=$ $\langle x, x\rangle-1$. What are $f^{\prime}(x)$ and $g^{\prime}(x)$ ? Find a necessary condition for the extrema of $f$ on the set $M=\{x: g(x)=0\}$. (Use the first theorem on Lagrange multipliers.) Prove that your necessary condition is fulfilled by any eigenvector of $\mathcal{A}$ in $\boldsymbol{M}$.
6. What is $f^{\prime}(x)$ in the lemma of this section if $x$ is not an eigenvalue?
7. Use the method of Lagrange multipliers to find a point on the surface $(x-y)^{2}-z^{2}=1$ as close as possible to the origin in $\mathbb{R}^{3}$.
8. Let $A$ and $B$ be Hermitian operators on a real Hilbert space. Prove that the stationary values of $(x, A x\rangle$ on the manifold where $\langle x, B x\rangle=1$ are necessarily numbers $\lambda$ for which $A-\lambda B$ is not invertible.
9. Find the dimensions of a rectangular box (whose edges are parallel to the coordinate axis) that is contained in the ellipsoid $a^{2} x^{2}+b^{2} y^{2}+c^{2} z^{2}=1$ and has maximum volume.
10. Find the least distance between two points, one on the parabola $y=x^{2}$ and the other on the parabola $y=-(x-4)^{2}$.
11. Find the distance from the point $(3,2)$ to the curve $x y=2$.
12. In $\mathbb{R}^{3}$ the equation $x^{2}+y^{2}=5$ describes a cylinder. The equation $6 x+3 y+2 z=6$ describes a plane. The intersection of the cylinder and the plane is an ellipse. Find the points on this ellipse that are nearest the origin and farthest from the origin.
13. Find the minimum and maximum values of $x y+y z+z x$ on the unit sphere in $\mathbb{R}^{3}$ $\left(x^{2}+y^{2}+z^{2}=1\right)$. See (Barb). page 21.

### 3.6 The Calculus of Variations

The "calculus of variations," interpreted broadly, deals with extremum problems involving functions. It is analogous to the theory of maxima and minima in elementary calculus, but with the added complication that the unknowns in the
problems are not simple numbers but functions. We begin with some classical illustrations, posing the problems only, and postponing their solutions until after some techniques have been explained. Traditional notation is used, in which $x$ and $y$ are real variables, $x$ being "independent" and $y$ being "dependent." This harmonizes with most books on this subject.

Example 1. Find the equation of an arc of minimal length joining two points in the plane. Let the points be $(a, \alpha)$ and $(b, \beta)$, where $a<b$. Let the arc be given by a continuously differentiable function $y=y(x)$, where $y(a)=\alpha$ and $y(b)=\beta$. The arc length is given by the integral $\int_{a}^{b} \sqrt{1+y^{\prime}(x)^{2}} d x$. Here $y \in C^{1}[a, b]$. The solution, as we know, is a straight line, and this fact will be proved later.

Example 2. Find a function $y$ in $C^{1}[a, b]$, satisf ying $y(a)=\alpha$ and $y(b)=\beta$, such that the surface of revolution obtained by rotating the graph of $y$ about the $x$-axis has minimum area. To solve this, one starts by recalling from calculus that the area to be minimized is given by

$$
\begin{equation*}
\int_{a}^{b} 2 \pi y(x) d s=2 \pi \int_{a}^{b} y(x) \sqrt{1+y^{\prime}(x)^{2}} d x \tag{1}
\end{equation*}
$$

The solution turns out to be (in many cases) a catenary, as shown later. Figure 3.5 shows one of these surfaces.

Example 3. In a vertical plane, with gravity exerting a downward force, we imagine a particle sliding without friction along a curve joining two points, say $(0,0)$ and $(b, \beta)$. There is no loss of generality in taking $b>0$, and if the positive direction of the $y$-axis is downward, then $\beta>0$ also. We ask for the curve along which the particle would fall in the least time. If the curve is the graph of a function $y$ in $C^{1}[0, b]$, then the time of descent is

$$
\begin{equation*}
\int_{0}^{b} \sqrt{\frac{1+y^{\prime}(x)^{2}}{2 g y(x)}} d x \tag{2}
\end{equation*}
$$

as is shown later. In the integral, $g$ is the acceleration due to gravity. This problem is the "Brachistochrone Problem," posed as a challenge by John Bernoulli in 1696. Figure 3.6 shows two cases of such curves, corresponding to two choices of the terminal point $(b, \beta)$. Both curves are cycloids, one being a subset of the other.


Figure 3.5



Figure 3.6
In 1696, Isaac Newton had just recently become Warden of the Mint and wass in the midst of overseeing a massive recoinage. Nevertheless, when he heard of the problem, he found that he could not sleep until he had solved it, and having done so, he published the solution anonymously. Bernoulli, however, knew at once that the author of the solution was Newton, and in a famous remark asserted that he "recognized the Lion by the print of its paw". [West]

The three examples given above have a common form; thus, in each one
there is a nonlinear functional to be minimized, and it has the form

$$
\begin{equation*}
\int_{a}^{b} F\left(x, y(x), y^{\prime}(x)\right) d x \tag{3}
\end{equation*}
$$

The unknown function $y$ is required to satisfy endpoint conditions $y(a)=\alpha$ and $y(b)=\beta$. In addition, some smoothness conditions must be imposed on $y$, since the functional is allowed to involve $y^{\prime}$. The first theorem establishes a necessary condition for extrema, known as the Euler equation, or the Euler-Lagrange Equation.

Theorem 1. The Euler Equation. Let $F$ be a mapping from $\mathbb{R}^{3}$ to $\mathbb{R}^{1}$, possessing piecewise continuous partial derivatives of the second order. In order that a function $y$ in $C^{1}[a, b]$ minimize $\int_{a}^{b} F\left(x, y(x), y^{\prime}(x)\right) d x$ subject to the constraints $y(a)=\alpha, y(b)=\beta$, it is necessary that Euler's equation hold:

$$
\begin{equation*}
\frac{d}{d x} F_{3}\left(x, y(x), y^{\prime}(x)\right)=F_{2}\left(x, y(x), y^{\prime}(x)\right) \tag{4}
\end{equation*}
$$

(Here $F_{2}$ and $F_{3}$ are partial derivatives.)
Proof. Let $u \in C^{1}[a, b]$ and $u(a)=u(b)=0$. Assume that $y$ is a solution of the problem. For all real $\theta, y+\theta u$ is a competing function. Hence

$$
\left.\frac{d}{d \theta} \int_{a}^{b} F\left(x, y(x)+\theta u(x), y^{\prime}(x)+\theta u^{\prime}(x)\right) d x\right|_{\theta=0}=0
$$

This leads to $\int_{a}^{b}\left(F_{2} u+F_{3} u^{\prime}\right)=0$. The second term can be integrated by parts. The result is

$$
\int_{a}^{b}\left[F_{2}\left(x, y(x), y^{\prime}(x)\right)-\frac{d}{d x} F_{3}\left(x, y(x), y^{\prime}(x)\right)\right] u(x) d x=0
$$

By invoking the following lemma, we obtain the Euler equation.
Lemma. If $v$ is piecewise continuous on $[a, b]$ and if $\int_{a}^{b} u(x) v(x) d x=$ 0 for every $u$ in $C^{1}[a, b]$ that vanishes at the endpoints $a$ and $b$, then $v=0$.

Proof. Assume the hypotheses, and suppose that $v \neq 0$. Then there is a nonempty open interval $(\alpha, \beta)$ contained in $[a, b]$ in which $v$ is continuous and has no zero. We may assume that $v(x)>0$ on $(\alpha, \beta)$. There is a function $u$ in $C^{1}[a, b]$ such that $u(x)>0$ on $(\alpha, \beta)$ and $u(x)=0$ elsewhere in $[a, b]$. Since $\int_{a}^{b} u v=\int_{\alpha}^{\beta} u v>0$, we have a contradiction, and $v=0$.
Example 1 revisited. (Shortest distance between two points.) In this problem, $F(u, v, w)=\sqrt{1+w^{2}}$. Hence $F_{1}=F_{2}=0$ and $F_{3}=w\left(1+w^{2}\right)^{-1 / 2}$. Then

$$
F_{3}\left(x, y(x), y^{\prime}(x)\right)=y^{\prime}(x)\left[1+y^{\prime}(x)^{2}\right]^{-1 / 2}
$$

The Euler equation is $\frac{d}{d x} F_{3}\left(x, y(x), y^{\prime}(x)\right)=0$. This can be integrated to yield $F_{3}\left(x, y(x), y^{\prime}(x)\right)=$ constant. Then we find that $y^{\prime}$ must be constant and that $y(x)=\alpha+m(x-a)$, where $m=(\beta-\alpha) /(b-a)$.

Theorem 2. In Theorem 1, if $F_{1}=0$, then the Euler equation implies that

$$
\begin{equation*}
y^{\prime}(x) F_{3}\left(x, y(x), y^{\prime}(x)\right)-F\left(x, y(x), y^{\prime}(x)\right)=\text { constant } \tag{5}
\end{equation*}
$$

Proof.

$$
\frac{d}{d x}\left[y^{\prime} F_{3}-F\right]=y^{\prime \prime} F_{3}+y^{\prime} \frac{d}{d x} F_{3}-F_{1}-F_{2} y^{\prime}-F_{3} y^{\prime \prime}=y^{\prime}\left[\frac{d}{d x} F_{3}-F_{2}\right]=0
$$

Example 2 revisited. In Example 2, the function $F$ in the general theory will be $F(u, v, w)=v\left(1+w^{2}\right)^{1 / 2}$, where $u=x, v=y(x)$, and $w=y^{\prime}(x)$. Then, by the preceding theorem, $w F_{3}-F$ is constant. In the present case, it means that

$$
w^{2} v\left(1+w^{2}\right)^{-1 / 2}-v\left(1+w^{2}\right)^{1 / 2}=-c
$$

In this equation, multiply by $\left(1+w^{2}\right)^{1 / 2}$, obtaining

$$
-c\left(1+w^{2}\right)^{1 / 2}=w^{2} v-v\left(1+w^{2}\right)=-v
$$

This gives us $c^{2}\left(1+w^{2}\right)=v^{2}$, from which we get

$$
\frac{d y}{d x}=w=\left[(v / c)^{2}-1\right]^{1 / 2}=\frac{1}{c}\left[v^{2}-c^{2}\right]^{1 / 2}=\frac{1}{c}\left[y^{2}-c^{2}\right]^{1 / 2}
$$

Write this as

$$
\frac{d y}{\sqrt{y^{2}-c^{2}}}=\frac{d x}{c}
$$

This can be integrated to give $\cosh ^{-1}(y / c)=(x / c)+\lambda$. Without loss of generality, we take the left-hand endpoint to be $(0, \alpha)$. The curve $y=c \cosh ((x / c)+\lambda)$ passes through this point if and only if $\alpha=c \cosh \lambda$. Hence $c$ can be eliminated to give us a one-parameter family of catenaries:

$$
\begin{equation*}
y=\frac{\alpha}{\cosh \lambda} \cosh \left(\frac{\cosh \lambda}{\alpha} x+\lambda\right) \tag{6}
\end{equation*}
$$

Here $\lambda$ is the parameter. If this catenary is to pass through the other given endpoint $(b, \beta)$, then $\lambda$ will have to satisfy the equation

$$
\beta=(\alpha / \cosh \lambda) \cosh (b \cosh \lambda / \alpha+\lambda)
$$

Here $\alpha, b, \beta$ are prescribed and $\lambda$ is to be determined. In [Bl] (pages 85-119) you will find an exhaustive discussion. Here are the main conclusions, without proof:
I. The one-parameter family of catenaries in Equation (6) has the appearance shown in Figure 3.7. The "envelope" of the family is defined by $g(x)=$ $\min _{\lambda} y_{\lambda}(x)$, where $y_{\lambda}$ is the function in Equation 6.
II. If the terminal point $(b, \beta)$ is below the envelope, no member of the family (6) passes through it. The problem is then solved by the "Goldschmidt solution" described below.
III. If the terminal point is above the envelope, two catenaries of the family (6) pass through it. One of these is a local minimum in the problem but not necessarily the absolute minimum. If it is not the absolute minimum, the Goldschmidt solution again solves the problem.
IV. For terminal points sufficiently far above the envelope, the upper catenary of the two passing through the point is the solution to the problem.
V. The Goldschmidt solution is a broken line from $(0, \alpha)$ to $(0,0)$ to $(b, 0)$ and to $(b, \beta)$. It generates a surface of revolution whose area is $\pi\left(\alpha^{2}+\beta^{2}\right)$.


Figure 3.7
Example 3 revisited. Consider again the Brachistochrone problem. We are using $(x, y)$ to denote points in $\mathbb{R}^{2}, t$ will denote time, and $s$ will be arc length. The derivation of the integral given previously for the time of descent is as follows. At any point of the curve, the downward force of gravity is $m g$, where $m$ is the mass of the particle and $g$ is the constant acceleration due to gravity. The component of this force along the tangent to the curve is $m g \cos \theta=m g(d y / d s)$, where $\theta$ is the angle between the tangent and the vertical. (See Figure 3.8.) The velocity of the particle is $d s / d t$, and its acceleration is $d^{2} s / d t^{2}$.


Figure 3.8
By Newton's law of motion $(F=m a)$ we have $m g(d y / d s)=m\left(d^{2} s / d t^{2}\right)$, or $d^{2} s / d t^{2}=g(d y / d s)$. Multiply by $2(d s / d t)$ to get

$$
2 \frac{d s}{d t} \frac{d^{2} s}{d t^{2}}=2 g \frac{d y}{d s} \frac{d s}{d t}
$$

whence

$$
\frac{d}{d t}\left(\frac{d s}{d t}\right)^{2}=2 g \frac{d y}{d t} \quad \text { and } \quad\left(\frac{d s}{d t}\right)^{2}=2 g y+C
$$

If the initial conditions are $t=0, y=0$, and $d s / d t=0$, then $C=0$. Hence

$$
\begin{gathered}
\frac{d s}{d t}=\sqrt{2 g y} \quad \frac{d t}{d s}=\frac{1}{\sqrt{2 g y}} \\
T=\int d t=\int \frac{d s}{\sqrt{2 g y}}=\int_{0}^{b} \sqrt{\frac{1+y^{\prime}(x)^{2}}{2 g y(x)}} d x
\end{gathered}
$$

Since we seek to minimize this integral, the factor $1 / \sqrt{2 g}$ may be ignored. The function $F$ in the general theory is then $F(u, v, w)=\sqrt{\left(1+w^{2}\right) / v}$. Since $F_{1}=0$, Theorem 2 applies, and we can infer that $y^{\prime}(x) F_{3}\left(x, y(x), y^{\prime}(x)\right)$ $F\left(x, y(x), y^{\prime}(x)\right)=c$ (constant). For the particular $F$ in this example, $F_{3}(u, v, w)=w\left[v\left(1+w^{2}\right)\right]^{-1 / 2}$. Thus

$$
y^{\prime}(x)^{2}\left[y(x)\left(1+y^{\prime}(x)^{2}\right)\right]^{-1 / 2}-y(x)^{-1 / 2}\left[1+y^{\prime}(x)^{2}\right]^{1 / 2}=c
$$

After a little algebraic manipulation we get $y(x)\left[1+y^{\prime}(x)^{2}\right]=c^{-2}$. When this is "separated" we get $d x=\sqrt{y /(k-y)} d y$ and $x=\int \sqrt{y /(k-y)} d y$. The integration is carried out by making a substitution $y=k \sin ^{2} \theta$. The result is $x=k(\theta-1 / 2 \sin 2 \theta)$. Then we have a curve given parametrically by the two formulas. With $\phi=2 \theta$ they become $x=(k / 2)(\phi-\sin \phi), y=(k / 2)(1-\cos \phi)$. These are the standard equations of a cycloid.

Example 4. This is the Brachistochrone Problem, except that the terminal point is allowed to be anywhere on a given vertical line. Following the previous discussion, we are led to minimize the expression

$$
\int_{0}^{b} \sqrt{\frac{1+y^{\prime}(x)^{2}}{y(x)}} d x
$$

subject to $y \in C^{2}[0, b]$ and $y(0)=0$. Notice that the value $y(b)$ is not prescribed. To solve such a problem, we require a modification of Theorem 1 , namely:

Theorem 3. Any function $y$ in $C^{2}[a, b]$ that minimizes

$$
\int_{a}^{b} F\left(x, y(x), y^{\prime}(x)\right) d x
$$

subject to the constraint $y(a)=\alpha$ must satisfy the two conditions

$$
\begin{equation*}
\frac{d}{d x} F_{3}\left(x, y(x), y^{\prime}(x)\right)=F_{2}\left(x, y(x) y^{\prime}(x)\right) \quad \text { and } \quad F_{3}\left(b, y(b), y^{\prime}(b)\right)=0 \tag{7}
\end{equation*}
$$

Proof. This is left as a problem.
Returning now to Example 4, we conclude that $F_{3}\left(b, y(b), y^{\prime}(b)\right)=0$. This entails $y^{\prime}(b) / \sqrt{y(b)\left[1+y^{\prime}(b)^{2}\right]}=0$, or $y^{\prime}(b)=0$. Thus the slope of our cycloid
must be zero at $x=b$. The cycloids going through the initial point are given parametrically by

$$
\left\{\begin{array}{l}
x=k(\phi-\sin \phi) \\
y=k(1-\cos \phi)
\end{array}\right.
$$

The slope is

$$
\frac{d y}{d x}=\frac{d y}{d \phi} \div \frac{d x}{d \phi}=\frac{\sin \phi}{1-\cos \phi}
$$

This is 0 at $\phi=\pi$. The value $x=b$ corresponds to $\phi=\pi$, and $k=b / \pi$. The solution is given by $x=(b / \pi)(\phi-\sin \phi), y=(b / \pi)(1-\cos \phi), 0 \leqslant \phi \leqslant \pi$.

Example 5. (The Generalized Isoperimetric Problem.) Find the function $y$ that minimizes an integral

$$
\int_{a}^{b} F\left(x, y(x), y^{\prime}(x)\right) d x
$$

subject to constraints that $y$ belong to $C^{1}[a, b]$ and

$$
\int_{a}^{b} G\left(x, y(x), y^{\prime}(x)\right) d x=0 \quad y(a)=\alpha \quad y(b)=\beta
$$

The next theorem pertains to this problem.
Theorem 4. If $F$ and $G \operatorname{map} \mathbb{R}^{\mathbf{3}}$ to $\mathbb{R}$ and have continuous partial derivatives of the second order, and if $y$ is an element of $C^{2}[a, b]$ that minimizes $\int_{a}^{b} F\left(x, y(x), y^{\prime}(x)\right) d x$ subject to endpoint constraints and $\int_{a}^{b} G\left(x, y(x), y^{\prime}(x)\right) d x=0$, then there is a nontrivial linear combination $H=\mu F+\lambda G$ such that

$$
\begin{equation*}
H_{2}\left(x, y(x), y^{\prime}(x)\right)=\frac{d}{d x} H_{3}\left(x, y(x), y^{\prime}(x)\right) \tag{8}
\end{equation*}
$$

Proof. As in previous problems of this section, we try to obtain a necessary condition for a solution by perturbing the solution in such a way that the constraints are not violated. Suppose that $y$ is a solution in $C^{1}[a, b]$. Let $\eta_{1}$ and $\eta_{2}$ be two functions in $C^{1}[a, b]$ that vanish at the endpoints. Consider the function $z=y+\theta_{1} \eta_{1}+\theta_{2} \eta_{2}$. It belongs to $C^{1}[a, b]$ and takes correct values at the endpoints: $z(a)=\alpha, z(b)=\beta$. We require two perturbing functions, $\eta_{1}$ and $\eta_{2}$ because the constraint $\int_{a}^{b} G\left(x, z(x), z^{\prime}(x)\right) d x=0$ will be true only if we allow a relationship between the two parameters $\theta_{1}$ and $\theta_{2}$. Let $I\left(\theta_{1}, \theta_{2}\right)=\int_{a}^{b} F\left(x, z(x), z^{\prime}(x)\right) d x$ and $J\left(\theta_{1}, \theta_{2}\right)=\int_{a}^{b} G\left(x, z(x), z^{\prime}(x)\right) d x$. The minimum of $I\left(\theta_{1}, \theta_{2}\right)$ under the constraint $J\left(\theta_{1}, \theta_{2}\right)=0$ occurs at $\theta_{1}=\theta_{2}=0$, because $y$ is a solution of the original problem. By the Theorem on Lagrange Multipliers (Theorem 3, page 148), there is a nontrivial linear relation of the form $\mu I^{\prime}(0,0)+\lambda J^{\prime}(0,0)=0$. Thus

$$
\mu \frac{\partial I}{\partial \theta_{1}}+\lambda \frac{\partial J}{\partial \theta_{1}}=0 \text { at }\left(\theta_{1}, \theta_{2}\right)=(0,0), \text { and } \mu \frac{\partial I}{\partial \theta_{2}}+\lambda \frac{\partial J}{\partial \theta_{2}}=0 \text { at }(0,0)
$$

Following the usual procedure, including an integration by parts, we eventually obtain Equation (8).

Example 6. It is required to find the curve of given length $\ell$ joining the point $(-1,0)$ to the point $(1,0)$ that, together with the interval $[-1,1]$ on the horizontal axis, encloses the greatest possible area.

We assume that $2<\ell<\pi$. Let the curve be given by $y=y(x)$, where $y$ belongs to $C^{1}[-1,1]$. The area to be maximized is then

$$
\int_{-1}^{1} y(x) d x
$$

and the constraints are

$$
\int_{-1}^{1} \sqrt{1+y^{\prime}(x)^{2}} d x=\ell \quad y(-1)=y(1)=0
$$

This problem can be treated with Theorem 4, taking

$$
F\left(x, y, y^{\prime}\right)=y \quad \text { and } \quad G\left(x, y, y^{\prime}\right)=\sqrt{1+\left(y^{\prime}\right)^{2}}-\ell / 2
$$

The necessary condition of Theorem 4 is that for a suitable nontrivial pair of coefficients $\mu$ and $\lambda$

$$
\left[(\mu F+\lambda G)_{2}-\frac{d}{d x}(\mu F+\lambda G)_{3}\right]\left(x, y(x), y^{\prime}(x)\right)=0
$$

(In these equations, subscript 2 means a partial derivative with respect to the second argument of the function, and so on.) In the case being considered, we have $F_{2}=1, F_{3}=0, G_{2}=0$, and $G_{3}=y^{\prime}(x)\left(\left[1+y^{\prime}(x)^{2}\right]^{-1 / 2}\right.$. The necessary condition then reads

$$
\mu-\lambda \frac{d}{d x} \frac{y^{\prime}(x)}{\sqrt{1+y^{\prime}(x)^{2}}}=0
$$

If $\mu=0$, then $\lambda$ must be 0 as well. Hence we are free to set $\mu=1$ and integrate the previous equation, arriving at

$$
x-\frac{\lambda y^{\prime}(x)}{\sqrt{1+y^{\prime}(x)^{2}}}=c_{1}
$$

This can be solved for $y^{\prime}(x)$ :

$$
y^{\prime}(x)=\frac{x-c_{1}}{\sqrt{\lambda^{2}-\left(x-c_{1}\right)^{2}}}
$$

Another integration leads to

$$
y(x)=-\sqrt{\lambda^{2}-\left(x-c_{1}\right)^{2}}+c_{2}
$$

We see that the curve is a circle by writing this last equation in the form

$$
\left(x-c_{1}\right)^{2}+\left(y-c_{2}\right)^{2}=\lambda^{2}
$$

Since the circle must pass through the points $(-1,0)$ and $(1,0)$, we find that $c_{1}=0$ and that $1+c_{2}^{2}=\lambda^{2}$. When the condition on the length of the arc is imposed, we obtain $\ell=2 \lambda \operatorname{Arcsin} \frac{1}{\lambda}$, from which $\lambda$ can be computed.
Example 7. (The Classical Isoperimetric Problem.) Among all the plane curves having a prescribed length, find one enclosing the greatest area. We assume a parametric representation $x=x(t)$ and $y=y(t)$ with continuously differentiable functions. We can also assume that $0 \leqslant t \leqslant b$ and that $x(0)=x(b)$, $y(0)=y(b)$ so the curve is closed. Let us assume further that as $t$ increases from 0 to $b$, the curve is described in the counterclockwise direction. The region enclosed is then always on the left. Recall Green's Theorem, [Wid1], page 223:

$$
\int_{\Gamma}(P d x+Q d y)=\iint_{R}\left[Q_{1}(x, y)-P_{2}(x, y)\right] d x d y
$$

where $R$ is the region enclosed by the curve $\Gamma$ and the subscripts denote partial derivatives. A special case of Green's Theorem is

$$
\frac{1}{2} \int_{\Gamma}(-y d x+x d y)=\frac{1}{2} \iint_{R}(1+1) d x d y=\text { Area of } R
$$

Thus our isoperimetric problem is to maximize the integral

$$
\int_{0}^{b}\left(-y \frac{d x}{d t}+x \frac{d y}{d t}\right) d t
$$

subject to

$$
\int_{0}^{b} \sqrt{\left(\frac{d x}{d t}\right)^{2}+\left(\frac{d y}{d t}\right)^{2}} d t=\text { constant }
$$

This isoperimetric problem involves again the minimization of an integral subject to a constraint expressed as an integral. But now we have two unknown functions to be determined. A straightforward extension of Theorem 4 applies in this situation. Suppose that we wish to minimize

$$
\int_{a}^{b} F\left(t, x(t), x^{\prime}(t), y(t), y^{\prime}(t)\right) d t
$$

subject to the usual endpoint constraints and a constraint

$$
\int_{a}^{b} G\left(t, x(t), x^{\prime}(t), y(t), y^{\prime}(t)\right) d t=0
$$

The Euler necessary condition is that for a suitable nontrivial linear combination $H=\mu F+\lambda G$,

$$
\begin{aligned}
H_{2}\left(t, x, x^{\prime}, y, y^{\prime}\right) & =\frac{d}{d t} H_{3}\left(t, x, x^{\prime}, y, y^{\prime}\right) \\
H_{4}\left(t, x, x^{\prime} y, y^{\prime}\right) & =\frac{d}{d t} H_{5}\left(t, x, x^{\prime}, y, y^{\prime}\right)
\end{aligned}
$$

If we apply this result to Example 7, we will use

$$
H\left(t, x, x^{\prime} y, y^{\prime}\right)=\mu\left(x y^{\prime}-y x^{\prime}\right)+\lambda \sqrt{x^{\prime 2}+y^{\prime 2}}
$$

The Euler equations are

$$
\left\{\begin{array}{c}
\mu y^{\prime}=\frac{d}{d t}\left[-\mu y+\lambda x^{\prime}\left(x^{\prime 2}+y^{\prime 2}\right)^{-1 / 2}\right] \\
-\mu x^{\prime}=\frac{d}{d t}\left[\mu x+\lambda y^{\prime}\left(x^{\prime 2}+y^{\prime 2}\right)^{-1 / 2}\right]
\end{array}\right.
$$

Upon integrating these with respect to $t$, we obtain

$$
\begin{aligned}
2 \mu y & =\lambda x^{\prime}\left(x^{\prime 2}+y^{\prime 2}\right)^{-1 / 2}+A \\
-2 \mu x & =\lambda y^{\prime}\left(x^{\prime 2}+y^{\prime 2}\right)^{-1 / 2}-B
\end{aligned}
$$

If $\mu=0$, we infer that $x^{\prime}=y^{\prime}=0$, and then the "curve" is a straight line. Hence $\mu \neq 0$, and by homogeneity we can assume $\mu=\frac{1}{2}$. Then $y-A=$ $\lambda x^{\prime}\left(x^{\prime 2}+y^{\prime 2}\right)^{-1 / 2}$ and $x-B=-\lambda y^{\prime}\left(x^{\prime 2}+y^{\prime 2}\right)^{-1 / 2}$. Square these two equations and add to obtain the equation of a circle: $(x-B)^{2}+(y-A)^{2}=\lambda^{2}$.

Applications to Geometrical Optics. Fermat's Principle states that a ray of light passing between two points will follow a path that minimizes the elapsed time. In a homogeneous medium, the velocity of light is constant, and the least elapsed time will occur for the shortest path, which is a straight line. Consider now two homogeneous media separated by a plane. Let the velocities of light in the two media be $c_{1}$ and $c_{2}$. What is the path of a ray of light from a point in the first medium to a point in the second? We assume that the path lies in a plane. By the remarks made above, the path consists of two lines meeting at the plane that separates the two media.


Figure 3.9
If the coordinate system is as shown in Figure 3.9, and if the unknown point on the $x$-axis is $(x, 0)$ then the time of passage is

$$
T=\frac{1}{c_{1}} \sqrt{\left(x-x_{1}\right)^{2}+y_{1}^{2}}+\frac{1}{c_{2}} \sqrt{\left(x-x_{2}\right)^{2}+y_{2}^{2}}=c_{1}^{-1} p_{1}+c_{2}^{-1} p_{2}
$$

For an extremum we want $d T / d x=0$. Thus

$$
\begin{aligned}
& c_{1}^{-1} \frac{d p_{1}}{d x}+c_{2}^{-1} \frac{d p_{2}}{d x}=0, \\
& c_{1}^{-1} \frac{1}{p_{1}}\left(x-x_{1}\right)+c_{2}^{-1} \frac{1}{p_{2}}\left(x-x_{2}\right)=0 \\
& c_{1}^{-1} \sin \phi_{1}=c_{2}^{-1} \sin \phi_{2}
\end{aligned}
$$

This last equation is known as Snell's Law.
Now consider a medium in which the velocity of light is a function of $y$; let us say $c=c(y)$. This would be the case in the Earth's atmosphere or in the ocean. Think of the medium as being composed of many thin layers, in each of which the velocity of light is constant. See Figure 3.10, in which three layers are shown.


Figure 3.10
Snell's Law yields

$$
\frac{\sin \phi_{1}}{c_{1}}=\frac{\sin \phi_{2}}{c_{2}}=\frac{\sin \phi_{3}}{c_{3}}=\cdots=k \text { constant }
$$

For a continuously varying speed $c(y)$, the path of a ray of light should satisfy $\sin \phi(y) / c(y)=k$. Notice that the slope of the curve is

$$
\begin{aligned}
y^{\prime}(x) & =\tan \left(\frac{\pi}{2}-\phi\right)=\cot \phi=\cos \phi / \sin \phi \\
& =\sqrt{1-\sin ^{2} \phi} / \sin \phi=\sqrt{1-k^{2} c^{2}} / k c
\end{aligned}
$$

Hence

$$
\frac{k c}{\sqrt{1-k^{2} c^{2}}} d y=d x \quad \text { and } \quad x=\int \frac{k c(y) d y}{\sqrt{1-k^{2} c(y)^{2}}}
$$

Example 8. What is the path of a light beam if the velocity of light in the medium is $c=\alpha y$ (where $\alpha$ is a constant)?
Solution. The path is the graph of a function $y$ such that

$$
x=\int \frac{k \alpha y}{\sqrt{1-k^{2} \alpha^{2} y^{2}}} d y
$$

The integration produces

$$
x=\frac{-1}{k \alpha} \sqrt{1-k^{2} \alpha^{2} y^{2}}+A
$$

Here $A$ and $k$ are constants that can be adjusted so that the path passes through two given points. The equation can be written in the form

$$
(x-A)^{2}=\frac{1}{k^{2} \alpha^{2}}\left(1-k^{2} \alpha^{2} y^{2}\right)
$$

or in the standard form of a circle:

$$
(x-A)^{2}+y^{2}=\frac{1}{k^{2} \alpha^{2}}
$$

The analysis above can also be based directly on Fermat's Principle. The time taken to traverse a small piece of the path having length $\Delta s$ is $\Delta s / c(y)$. The total time elapsed is then

$$
\int_{a}^{b} \frac{\sqrt{1+y^{\prime}(x)^{2}}}{c(y)} d x
$$

This is to be minimized under the constraint that $y(a)=\alpha$ and $y(b)=\beta$. Here the ray of light is to pass from $(a, \alpha)$ to $(b, \beta)$ in the shortest time. By Theorem 2 , a necessary condition on $y$ can be expressed (after some work) as

$$
[c(y(x))]^{-1}\left[1+y^{\prime}(x)^{2}\right]^{-1 / 2}=\text { constant }
$$

In order to handle problems in which there are several unknown functions to be determined, one needs the following theorem.

Theorem 5. Suppose that $y_{1}, \ldots, y_{n}$ are functions (of $t$ ) in $C^{2}[a, b]$ that minimize the integral

$$
\int_{a}^{b} F\left(y_{1}, \ldots, y_{n}, y_{1}^{\prime}, \ldots, y_{n}^{\prime}\right) d t
$$

subject to endpoint constraints that prescribe values for all $y_{i}(a), y_{i}(b)$. Then the Euler Equations hold:

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial F}{\partial y_{i}^{\prime}}=\frac{\partial F}{\partial y_{i}} \quad(1 \leqslant i \leqslant n) \tag{9}
\end{equation*}
$$

Proof. Take functions $\eta_{1}, \ldots, \eta_{n}$ in $C^{2}[a, b]$ that vanish at the endpoints. The expression

$$
\int_{a}^{b} F\left(y_{1}+\theta_{1} \eta_{1}, \ldots, y_{n}+\theta_{n} \eta_{n}\right) d t
$$

will have a minimum when $\left(\theta_{1}, \ldots, \theta_{n}\right)=(0,0, \ldots, 0)$. Proceeding as in previous proofs, one arrives at the given equations.
Geodesic Problems. Find the shortest arc lying on a given surface and joining two points on the surface. Let the surface be defined by $z=z(x, y)$. Let the two points be $\left(x_{0}, y_{0}, z_{0}\right)$ and ( $x_{1}, y_{1}, z_{1}$ ). Arc length is

$$
\int_{\left(x_{0} y_{0} z_{0}\right)}^{\left(x_{1} y_{1} z_{1}\right)} d s=\int_{\left(x_{0} y_{0} z_{0}\right)}^{\left(x_{1} y_{1} z_{1}\right)} \sqrt{d x^{2}+d y^{2}+d z^{2}}
$$

If the curve is given parametrically as $x=x(t), y=y(t), z=z(x(t), y(t))$, $0 \leqslant t \leqslant 1$, then our problem is to minimize

$$
\int_{0}^{1} \sqrt{x^{\prime 2}+y^{\prime 2}+\left(z_{x} x^{\prime}+z_{y} y^{\prime}\right)^{2}} d t
$$

subject to $x \in C^{2}[0,1], y \in C^{2}[0,1], x(0)=x_{0}, x(1)=x_{1}, y(0)=y_{0}, y(1)=y_{1}$.
Example 9. We search for geodesics on a cylinder. Let the surface be the cylinder $x^{2}+z^{2}=1$, or $z=\left(1-x^{2}\right)^{1 / 2}$ (upper-half cylinder). In the general theory, $F\left(x, y, x^{\prime}, y^{\prime}\right)=\sqrt{x^{\prime 2}+y^{\prime 2}+\left(z_{x} x^{\prime}+z_{y} y^{\prime}\right)^{2}}$. In this particular case this is

$$
F=\left[x^{\prime 2}+y^{\prime 2}+z_{x}^{2} x^{\prime 2}\right]^{1 / 2}=\left[\left(1-x^{2}\right)^{-1} x^{\prime 2}+y^{\prime 2}\right]^{1 / 2}
$$

Then computations show that

$$
\frac{\partial F}{\partial x}=\frac{x x^{\prime 2}}{\left(1-x^{2}\right)^{2} F} \quad \frac{\partial F}{\partial x^{\prime}}=\frac{x^{\prime}}{\left(1-x^{2}\right) F} \quad \frac{\partial F}{\partial y}=0 \quad \frac{\partial F}{\partial y^{\prime}}=\frac{y^{\prime}}{F}
$$

To simplify the work we take $t$ to be arc length and drop the requirement that $0 \leqslant t \leqslant 1$. Since $d t=d s=\sqrt{x^{\prime 2}+y^{\prime 2}+z^{\prime 2}} d t$, we have $x^{\prime 2}+y^{\prime 2}+z^{\prime 2}=1$ and $F\left(x, y, x^{\prime}, y^{\prime}\right)=1$ along the minimizing curve. The Euler equations yield

$$
\frac{\left(1-x^{2}\right) x^{\prime \prime}+2 x x^{\prime 2}}{\left(1-x^{2}\right)^{2}}=\frac{x x^{\prime 2}}{\left(1-x^{2}\right)^{2}} \quad \text { and } \quad y^{\prime \prime}=0
$$

The first of these can be written $x^{\prime \prime}=x x^{\prime 2} /\left(x^{2}-1\right)$. The second one gives $y=a t+b$, for appropriate constants $a$ and $b$ that depend on the boundary conditions. The condition $1=F^{2}$ leads to $x^{\prime 2} /\left(1-x^{2}\right)+y^{\prime 2}=1$ and then to $x^{\prime 2} /\left(1-x^{2}\right)=1-a^{2}$. The Euler equation for $x$ then simplifies to $x^{\prime \prime}=\left(a^{2}-1\right) x$. There are three interesting cases:
Case 1: $a=1$. Then $x^{\prime \prime}=0$, and thus both $x(t)$ and $y(t)$ are linear expressions in $t$. The path is a straight line on the surface (necessarily parallel to the $y$-axis).
Case 2: $a=0$. Then $x^{\prime \prime}=-x$, and $x=c \cos (t+d)$ for suitable constants $c$ and $d$. The condition $x^{\prime 2} /\left(1-x^{2}\right)=1$ gives us $c=1$. It follows that $x=\cos (t+d), y=b$, and $z=\sqrt{1-x^{2}}=\sin (t+d)$. The curve is a circle parallel to the $x z$-plane.
Case 3: $0<a<1$. Then $x=c \cos \left(\sqrt{1-a^{2}} t+d\right)$, and as before, $c=1$. Again $z=\sin \left(\sqrt{1-a^{2}} t+d\right)$, and $y=a t+b$. The curve is a spiral.

Examples of Problems in the Calculus of Variations with No Solutions.
Some interesting examples are given in $[\mathrm{CH}]$, Vol. 1.
I. Minimize the integral $\int_{0}^{1} \sqrt{1+y^{\prime 2}} d x$ subject to constraints $y(0)=y(1)=0$, $y^{\prime}(0)=y^{\prime}(1)=1$. An admissible curve is shown in Figure 3.11, but there is none of least length, since the infimum of the admissible lengths is 1 , but is not attained by an admissible $y$.


Figure 3.11
II. Minimize $\int_{-1}^{1} x^{2} y^{\prime}(x)^{2} d x$ subject to constraints that $y$ be piecewise continuously differentiable, continuous, and satisfy $y(-1)=-1, y(1)=1$. An admissible $y$ is shown in Figure 3.12, and the value of the integral for this function is $2 \varepsilon / 3$. The infimum is 0 but is not attained by an admissible $y$. This example was given by Weierstrass himself!


Figure 3.12
Direct Methods in the Calculus of Variations. These are methods that proceed directly to the minimization of the given functional without first looking at necessary conditions. Such methods sometimes yield a constructive proof of existence of the solution. (Methods based solely on the use of necessary conditions never establish existence of the solution.)

The Rayleigh-Ritz Method. (We shall consider this again in Chapter 4.) Suppose that $U$ is a set of "admissible" functions, and $\Phi$ is a functional on $U$ that we desire to minimize. Put $\rho=\inf \{\Phi(u): u \in U\}$. We assume $\rho>-\infty$, and seek a $u \in U$ such that $\Phi(u)=\rho$. The problem, of course, is that the infimum defining $\rho$ need not be attained. In the Rayleigh-Ritz method, we start with a sequence of functions $w_{1}, w_{2}, \ldots$ such that every linear combination $c_{1} w_{1}+\cdots+c_{n} w_{n}$ is admissible. Also, we must assume that for each $u \in U$ and for each $\epsilon>0$ there is a linear combination $v$ of the $w_{i}$ such that $\Phi(v) \leqslant \Phi(u)+\epsilon$. For each $n$ we select $v_{n}$ in the linear span of $w_{1}, \ldots, w_{n}$ to minimize $\Phi\left(v_{n}\right)$. This is an ordinary minimization problem for $n$ real parameters $c_{1}, \ldots, c_{n}$. It can be attacked with the ordinary techniques of calculus.

Example 10. We wish to minimize the expression $\int_{0}^{b} \int_{0}^{a}\left(\phi_{x}^{2}+\phi_{y}^{2}\right) d x d y$ subject to the constraints that $\phi$ be a continuously differentiable function on the rectangle $R=\{(x, y): 0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b\}$, that $\phi=0$ on the perimeter of $R$, and that $\iint_{R} \phi^{2} d x d y=1$. A suitable set of base functions for this problem is the doubly indexed sequence

$$
u_{n m}(x, y)=\frac{2}{\sqrt{a b}} \sin \frac{n \pi x}{a} \sin \frac{m \pi y}{b} \quad(n, m \geqslant 1)
$$

It turns out that this is an orthonormal set with respect to the inner product $\langle u, v\rangle=\iint_{R} u(x, y) v(x, y) d x d y$. We are looking for a function $\phi=$ $\sum_{n, m=1}^{\infty} c_{n m} u_{n m}$ that will solve the problem. Clearly, the function $\phi$ vanishes on the perimeter of $R$. The condition $\iint \phi^{2}=1$ means $\sum_{n, m=1}^{\infty} c_{n m}^{2}=1$ by the Parseval identity (page 73). Now we compute

$$
\frac{\partial}{\partial x} u_{n m}(x, y)=\frac{2}{\sqrt{a b}} \frac{n \pi}{a} \cos \frac{n \pi x}{a} \sin \frac{m \pi y}{b}
$$

The system of functions

$$
\frac{2}{\sqrt{a b}} \cos \frac{n \pi x}{a} \sin \frac{m \pi y}{b}
$$

is also orthonormal. Thus $\iint_{R} \phi_{x}^{2}=\sum_{n, m}\left(\frac{n \pi}{a} c_{n m}\right)^{2}$. Similarly,

$$
\iint_{R} \phi_{y}^{2}=\sum_{n, m}\left(\frac{m \pi}{b} c_{n m}\right)^{2}
$$

Hence we are trying to minimize the expression

$$
\iint_{R}\left(\phi_{x}^{2}+\phi_{y}^{2}\right)=\sum_{n, m}\left[\left(\frac{n \pi}{a} c_{n m}\right)^{2}+\left(\frac{m \pi}{b} c_{n m}\right)^{2}\right]=\pi^{2} \sum\left(\frac{n^{2}}{a^{2}}+\frac{m^{2}}{b^{2}}\right) c_{n m}^{2}
$$

subject to the constraint $\sum c_{n m}^{2}=1$. Because of the coefficients $n^{2}$ and $m^{2}$, we obtain a solution by letting $c_{11}=1$ and the remaining coefficients all be zero. Hence $\phi=u_{11}=\frac{2}{\sqrt{a b}} \sin \frac{\pi x}{a} \sin \frac{\pi y}{b}$. (This example is taken from [CH], page 178.)

Example 11. (Dirichlet Problem for the Circle) The 2-dimensional Dirichlet problem is to find a function that is harmonic on the interior of a given 2dimensional region and takes prescribed values on the boundary of that region. "Harmonic" means that the function $u$ satisfies Laplace's equation:

$$
u_{x x}+u_{y y}=0 \quad \text { or } \quad\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) u(x, y)=0
$$

Laplace's equation arises as the Euler equation in the calculus of variations when we seek to minimize the integral $\iint_{R}\left(u_{x}^{2}+u_{y}^{2}\right) d x d y$ subject to the constraint that $u$ be twice continuously differentiable and take prescribed values on the boundary of the region $R$. To illustrate the Rayleigh-Ritz method, we take $R$ to be the circle $\left\{(x, y): x^{2}+y^{2} \leqslant 1\right\}$. Then polar coordinates are appropriate. Here are the formulas that are useful. (They are easy but tedious to derive.)

$$
\begin{aligned}
x & =r \cos \theta & y=r \sin \theta & r
\end{aligned}=\sqrt{x^{2}+y^{2}} \quad \theta=\tan ^{-1}(y / x)
$$

The integral to be minimized is now

$$
I \equiv \int_{0}^{2 \pi} \int_{0}^{1}\left(u_{r}^{2}+r^{-2} u_{\theta}^{2}\right) r d r d \theta
$$

The boundary points of the domain are characterized by their value of $\theta$. Let the prescribed boundary values of $u$ be given by $f(\theta)$. Let $f^{\prime \prime}$ be continuous. Then (by classical theorems) $f$ is represented by its Fourier series:

$$
f(\theta)=\sum_{n=0}^{\prime}\left(a_{n} \cos n \theta+b_{n} \sin n \theta\right) \quad(' \text { means that the first term is halved) }
$$

These are the values that $u(r, \theta)$ must assume when $r=1$. We therefore postulate that $u(r, \theta)$ have the form

$$
u(r, \theta)=\sum_{n=0}^{\infty}\left[f_{n}(r) \cos n \theta+g_{n}(r) \sin n \theta\right] \quad g_{0}=0
$$

The integral $I$ consists of two parts, of which the first is $I_{1}=\int_{0}^{1} r \int_{0}^{2 \pi} u_{r}^{2} d \theta d r$. Now

$$
u_{r}=\sum^{\prime}\left[f_{n}^{\prime}(r) \cos n \theta+g_{n}^{\prime}(r) \sin n \theta\right]
$$

and consequently,

$$
\int_{0}^{2 \pi} u_{r}^{2} d \theta=\left\|u_{r}\right\|^{2}=\pi \sum_{n=0}^{\infty}\left[f_{n}^{\prime}(r)^{2}+g_{n}^{\prime}(r)^{2}\right]
$$

Thus $I_{1}=\pi \sum \int_{0}^{1} r\left[f_{n}^{\prime}(r)^{2}+g_{n}^{\prime}(r)^{2}\right] d r$. Similarly, the other part of $I$ is $I_{2}=\int_{0}^{1} r^{-1} \int_{0}^{2 \pi} u_{\theta}^{2} d \theta$. We have

$$
u_{\theta}=\sum_{n=0}^{\infty}\left[-n f_{n}(r) \sin n \theta+n g_{n}(r) \cos n \theta\right]
$$

and consequently,

$$
\int_{0}^{2 \pi} u_{\theta}^{2} d \theta=\pi \sum_{n=1}^{\infty}\left[n^{2} f_{n}(r)^{2}+n^{2} g_{n}(r)^{2}\right]
$$

Thus $I_{2}=\pi \sum_{n=1}^{\infty} n^{2} \int_{0}^{1} r^{-1}\left[f_{n}(r)^{2}+g_{n}(r)^{2}\right] d r$. Hence

$$
I=\pi \sum_{n=0}^{\infty} \int_{0}^{1}\left[r f_{n}^{\prime}(r)^{2}+r g_{n}^{\prime}(r)^{2}+n^{2} r^{-1} f_{n}(r)^{2}+n^{2} r^{-1} g_{n}(r)^{2}\right] d r
$$

We therefore must solve these minimization problems individually:

$$
\begin{array}{ll}
\operatorname{minimize} & \int_{0}^{1}\left[r f_{n}^{\prime}(r)^{2}+n^{2} r^{-1} f_{n}(r)^{2}\right] d r \text { subject to } f_{n}(1)=a_{n} \\
\text { minimize } & \int_{0}^{1}\left[f g_{n}^{\prime}(r)^{2}+n^{2} r^{-1} g_{n}(r)^{2}\right] d r \text { subject to } g_{n}(1)=b_{n}
\end{array}
$$

Fixing $n$ and concentrating on the function $f_{n}$, we suppose it is a polynomial of high degree, $m \geqslant n$. Thus $f_{n}(r)=c_{0}+c_{1} r+c_{2} r^{2}+\cdots+c_{m} r^{m}$. The integral to be minimized becomes a function of $\left(c_{0}, c_{1}, c_{2}, \ldots, c_{m}\right)$, and the constraint is $c_{0}+c_{1}+c_{2}+\cdots+c_{m}=a_{n}$. The solution of this minimization problem is
$c_{n}=a_{n}$, all other $c_{j}$ being $=0$. Hence $f_{n}(r)=a_{n} r^{n}$. Similarly, $g_{n}(r)=b_{n} r^{n}$. Thus the $u$-function is

$$
u(r, \theta)=\frac{a_{0}}{2}+\sum_{n=1}^{\infty} r^{n}\left(a_{n} \cos n \theta+b_{n} \sin n \theta\right)
$$

## Problems 3.6

1. Among all the functions $x$ in $C^{1}[a, b]$ that satisfy $x(a)=\alpha, x(b)=\beta$, find the one for which $\int_{a}^{b} u(t)^{2} x^{\prime}(t)^{2} d t$ is a minimum. Here $u$ is given as an element of $C[a, b]$.
2. Prove Theorem 3, assuming that $F$ has continuous second derivatives.
3. Find a function $y \in C^{2}[0,1]$ that minimizes the integral $\int_{0}^{1}\left[\frac{1}{2} y^{\prime}(x)^{2}+y(x) y^{\prime}(x)+y^{\prime}(x)+\right.$ $y(x)] d x$. Note that $y(0)$ and $y(1)$ are not specified.
4. Prove this theorem: If $\left\{u_{n}\right\}$ is an orthonormal system in $L^{2}(\mathcal{S}, \mu)$ and $\left\{v_{n}\right\}$ is an orthonormal system in $L^{2}(T, \nu)$, then $\left\{u_{n} \otimes v_{m}: 1 \leqslant n<\infty, 1 \leqslant m<\infty\right\}$ is orthonormal in $L^{2}(S \times T)$. Here $u_{n} \otimes v_{m}$ is the function whose value at $(s, t)$ is $u_{n}(s) v_{m}(t)$. Explain how this theorem is pertinent to Example 10.
5. Determine the path of a light beam in the $x y$-plane if the velocity of light is $1 / y$.
6. Find a function $u$ in $C^{1}[0,1]$ that minimizes the integral $\int_{0}^{1}\left[u^{\prime}(t)^{2}+u^{\prime}(t)\right] d t$ subject to the constraints $u(0)=0$ and $u(1)=1$.
7. Repeat the preceding problem when the integrand is $u(t)^{2}+u^{\prime}(t)^{2}$.
8. Explain what happens in Example 6 if $\ell>\pi$. Try to solve the problem using polar coordinates: $r=r(\theta)$, where $0 \leqslant \theta \leqslant \pi$.
9. Verify that the family of catenaries in Example 2 passing through the point $(0,4)$ is given by $y=f(c, x)$, where $c$ is a parameter and

$$
f(c, x)=\frac{4}{\cosh c} \cosh \left[\frac{\cosh c}{4} x-c\right]
$$

10. Suppose that the path of a ray of light in the $x y$-plane is along the parabola described by $2 x=y^{2}$. What function describes the speed of light in the medium?
11. Find the function $u$ in $C^{2}[0,1]$ that minimizes the integral $\int_{0}^{1}\left\{[u(t)]^{2}+\left[u^{\prime}(t)\right]^{2}\right\} d t$ subject to the constraints $u(0)=u(1)=1$.
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In this chapter we will explain and illustrate some important strategies that can often be used to solve operator equations such as differential equations, integral equations, and two-point boundary value problems. The methods to be discussed are as indicated in the table above.

There is often not a clear-cut distinction between these methods, and numerical procedures may combine several different methods in the solution of a problem. Thus, for example, the Galerkin technique can be interpreted as a projection method, and iterative procedures can be combined with a discretization of a problem to effect its solution.

### 4.1 Discretization

The term "discretize" has come to mean the replacement of a continuum by a finite subset (or at least a discrete subset) of it. A discrete set is characterized by the property that each of its points has a neighborhood that contains no other points of the set. A function defined on the continuum can be restricted to that discrete set, and the restricted function is a simpler object to determine. For example, in the numerical solution of a differential equation on an interval $[a, b]$, it is usual to determine an approximate solution only on a discrete subset of that
interval, say at points $a=t_{0}<t_{1}<\cdots<t_{n+1}=b$. From values of a function $u$ at these points, one can create a function $\bar{u}$ on $[a, b]$ by some interpolation process. It is important to recognize that the problem itself is usually changed by the passage to a discrete set.

Let us consider an idealized situation, and enumerate the steps involved in a solution by "discretization."

1. At the beginning, a problem $\mathbf{P}$ is posed that has as its solution a function $u$ defined on a domain $D$. Our objective is to determine $u$, or an approximation to it.
2. The domain $D$ is replaced by a discrete subset $D_{h}$, where $h$ is a parameter that ideally will be allowed to approach zero in order to get finer discrete sets. The problem $\mathbf{P}$ is replaced by a "discrete version" $\mathbf{P}_{h}$.
3. Problem $\mathbf{P}_{h}$ is solved, yielding a function $v_{h}$ defined on $D_{h}$.
4. By means of an interpolation process, a function $\bar{v}_{h}$ is obtained whose domain is $D$ and whose values agree with $v_{h}$ on $D_{h}$.
5. The function $\bar{v}_{h}$ is regarded as an approximate solution of the original problem $\mathbf{P}$. Error estimates are made to justify this. In particular, as $h \rightarrow 0, \bar{v}_{h}$ should converge to a solution of $\mathbf{P}$.

Example 1. This strategy will now be illustrated by a two-point boundaryvalue problem:

$$
\left\{\begin{array}{l}
u^{\prime \prime}+a u^{\prime}+b u=c  \tag{1}\\
u(0)=0 \quad u(1)=0
\end{array} \quad 0<t<1\right.
$$

The coefficients $a, b$, and $c$ are allowed to be functions, assumed to be continuous in the independent variable $t$. Notice that the differential equation is linear. That is, the unknown function $u$ occurs in a linear fashion. The boundary-value problem (1) is problem $\mathbf{P}$ in the previous discussion. The domain $D$ is the interval $[0,1]$.

For a discretization, let us choose equally spaced points in the interval as follows:

$$
0=t_{0}<t_{1}<\cdots<t_{n}<t_{n+1}=1 \quad t_{i}=i h, \quad h=1 /(n+1)
$$

The parameter $h$ in the previous discussion is just the step size in the boundaryvalue problem.

Directly from Equations (1), we have

$$
u^{\prime \prime}\left(t_{i}\right)+a\left(t_{i}\right) u^{\prime}\left(t_{i}\right)+b\left(t_{i}\right) u\left(t_{i}\right)=c\left(t_{i}\right) \quad(1 \leqslant i \leqslant n)
$$

That equation is written in abbreviated form as

$$
u_{i}^{\prime \prime}+a_{i} u_{i}^{\prime}+b_{i} u_{i}=c_{i} \quad(1 \leqslant i \leqslant n)
$$

A "discrete version" of the original problem is obtained by replacing derivatives in Equation (1) by approximations. Two commonly used formulas (discussed later, in Lemma 2) are these:

$$
\begin{align*}
& f^{\prime \prime}(t)=\frac{f(t+h)-2 f(t)+f(t-h)}{h^{2}}-\frac{1}{12} \cdot h^{2} f^{(4)}(\tau)  \tag{2}\\
& f^{\prime}(t)=\frac{f(t+h)-f(t-h)}{2 h}-\frac{1}{6} h^{2} f^{\prime \prime \prime}(\tau) \tag{3}
\end{align*}
$$

We use these (without the error terms involving $\tau$ ) to approximate $u^{\prime}$ and $u^{\prime \prime}$ at the points $t_{i}$. Since we wish to use $u$ as the solution of the original problem, we use a different letter to denote the solution of the discretized problem. Thus $v$ will be a vector of $n+2$ components, and $v_{i}$ is expected to be an approximate value of $u\left(t_{i}\right)$. The problem $\mathrm{P}_{h_{t}}$ is

$$
\left\{\begin{array}{l}
\frac{v_{i+1}-2 v_{i}+v_{i-1}}{h^{2}}+a_{i} \frac{v_{i+1}}{2 h} \frac{-v_{i-1}}{2 h}+b_{i} v_{i}=c_{i} \quad(1 \leqslant i \leqslant n)  \tag{4}\\
v_{0}=v_{n+1}=0
\end{array}\right.
$$

Here we have written $a_{i}=a\left(t_{i}\right)$, and so on. Problem (4) is a system of $n$ linear equations in $n$ unknowns $v_{i}$. It is solved by standard methods of linear algebra, such as Gaussian elimination. The $i$ th equation in the system can be written in the form

$$
\begin{equation*}
v_{i-1}\left(h^{-2}-\frac{1}{2} h^{-1} a_{i}\right)+v_{i}\left(-2 h^{-2}+b_{i}\right)+v_{i+1}\left(h^{-2}+\frac{1}{2} h^{-1} a_{i}\right)=c_{i} \tag{5}
\end{equation*}
$$

It is clear that the coefficient matrix for this system is tridiagonal, because the $i$ th equation contains only the three unknowns $v_{i-1}, v_{i}$, and $v_{i+1}$. Furthermore, if $h$ is small enough and if $b(t)<0$, the matrix will be diagonally dominant. Indeed, assume that $h\left|a_{i}\right| \leqslant 2$. Then $h^{-2} \pm \frac{1}{2} h^{-1} a_{i}$ is nonnegative and $-2 h^{-2}+b_{i}$ is nonpositive. The condition for diagonal dominance in a generic $n \times n$ matrix $A=\left(A_{i j}\right)$ is

$$
\left|A_{i i}\right|-\sum_{\substack{j=1 \\ j \neq i}}^{n}\left|A_{i j}\right|>0 \quad(i=1, \ldots, n)
$$

In this particular case, the condition becomes

$$
\begin{equation*}
2 h^{-2}-b_{i}-\left(h^{-2}-\frac{1}{2} h^{-1} a_{i}\right)-\left(h^{-2}+\frac{1}{2} h^{-1} a_{i}\right) \equiv-b_{i}>0 \tag{6}
\end{equation*}
$$

We write System (5) in the form $A v=c$, where $A$ is the tridiagonal matrix and $c$ now denotes the vector having components $c_{i}$. The vectors $v$ and $c$ should be "column vectors."

Let us assume that the linear system has been solved to produce the vector $v$. The next step is to "fill in" the values of a continuous function $\bar{v}$ such that $\bar{v}\left(t_{i}\right)=v_{i}(1 \leqslant i \leqslant n)$. This can be done in many ways, such as by means of a cubic spline interpolant. Another way of interpreting this step is to say that we have extended the function $v$ to the function $\bar{v}$.

In order to investigate how close the approximate solution may be to the true solution, we begin by recording three equations that are satisfied by the true solution:

$$
\begin{gathered}
u^{\prime \prime}+a u^{\prime}+b u=c \\
u^{\prime \prime}\left(t_{i}\right)+a\left(t_{i}\right) u^{\prime}\left(t_{i}\right)+b\left(t_{i}\right) u\left(t_{i}\right)=c\left(t_{i}\right)
\end{gathered}
$$

(7) $\frac{u_{i+1}-2 u_{i}+u_{i-1}}{h^{2}}-\frac{h^{2} u^{(4)}\left(\tau_{i}\right)}{12}+a_{i}\left[\frac{u_{i+1}-u_{i-1}}{2 h}-\frac{h^{2} u^{(3)}\left(\xi_{i}\right)}{6}\right]+b_{i} u_{i}=c_{i}$

On the other hand, the solution to the discrete problem satisfies the equation

$$
\begin{equation*}
h^{-2}\left(v_{i+1}-2 v_{i}+v_{i-1}\right)+a_{i}(2 h)^{-1}\left(v_{i+1}-v_{i-1}\right)+b_{i} v_{i}=c_{i} \tag{8}
\end{equation*}
$$

By subtracting one equation from the other, we arrive at an equation for the "error" $e=u-v$ :

$$
\begin{equation*}
h^{-2}\left(e_{i+1}-2 e_{i}+e_{i-1}\right)+a_{i}(2 h)^{-1}\left(e_{i+1}-e_{i-1}\right)+b_{i} e_{i}=h^{2} d_{i} \tag{9}
\end{equation*}
$$

Here $d_{i}=\frac{1}{12} u^{(4)}\left(\tau_{i}\right)+\frac{1}{6} a_{i} u^{(3)}\left(\xi_{i}\right)$. Equation (9) has the same coefficient matrix as Equation (8). If we denote that matrix by $A_{h}$, Equation (9) has the form

$$
A_{h} e=h^{2} d
$$

Now by the lemma that follows, and by Equation (6),

$$
\left\|A_{h}^{-1}\right\|_{\infty} \leqslant \max _{i}\left\{\left|a_{i i}\right|-\sum_{\substack{j=1 \\ j \neq i}}^{n}\left|a_{i j}\right|\right\}^{-1}=\max _{i}\left(-b_{i}\right)^{-1}
$$

Since $b$ is continuous and negative on $[0,1]$, there is a positive $\delta$, independent of $i$ and $h$, such that $-b_{i} \geqslant \delta$. Thus $\left\|A_{h}^{-1}\right\|_{\infty} \leqslant 1 / \delta$, and we have

$$
\|e\|_{\infty} \leqslant h^{2}\left\|A_{h}^{-1}\right\|_{\infty}\|d\|_{\infty} \leqslant h^{2} \delta^{-1}\left(\frac{1}{12}\left\|u^{(4)}\right\|_{\infty}+\frac{1}{6}\left\|u^{(3)}\right\|_{\infty}\right)
$$

Thus as $h \rightarrow \infty$, the discrete solution converges to the true solution at the speed $\mathcal{O}\left(h^{2}\right) .(\mathcal{O}(h)$ is a generic function such that $|\mathcal{O}(h)| \leqslant c h$.

Lemma 1. If an $n \times n$ matrix $A$ is diagonally dominant, then it is nonsingular, and

$$
\left\|A^{-1}\right\|_{\infty} \leqslant \max _{i}\left\{\left|a_{i i}\right|-\sum_{\substack{j=1 \\ j \neq i}}^{n}\left|a_{i j}\right|\right\}^{-1}
$$

Proof. Let $x$ be any nonzero vector, and let $y=A x$. Select $i$ so that $\left|x_{i}\right|=$ $\|x\|_{\infty}$. Then

$$
\begin{gathered}
a_{i i} x_{i}+\sum_{\substack{j=1 \\
j \neq i}}^{n} a_{i j} x_{j}=y_{i} \\
\left|a_{i i} x_{i}\right| \leqslant\left|y_{i}\right|+\sum_{\substack{j=1 \\
j \neq i}}^{n}\left|a_{i j}\right|\left|x_{j}\right| \\
\left|a_{i i}\right|\|x\|_{\infty} \leqslant\left|y_{i}\right|+\left|x_{i}\right| \sum_{\substack{j=1 \\
j \neq i}}^{n}\left|a_{i j}\right| \leqslant\|y\|_{\infty}+\|x\|_{\infty} \sum_{\substack{j=1 \\
j \neq i}}^{n}\left|a_{i j}\right|
\end{gathered}
$$

Hence

$$
\|x\|_{\infty}\left(\left|a_{i i}\right|-\sum_{\substack{j=1 \\ j \neq i}}^{n}\left|a_{i j}\right|\right) \leqslant\|y\|_{\infty}
$$

This shows that $y \neq 0$. Thus $A$ maps no nonzero vector into 0 , and $A$ is nonsingular. If we write $x=A^{-1} y$ in the above inequality, we obtain

$$
\left\|A^{-1} y\right\|_{\infty} \leqslant\|y\|_{\infty}\left(\left|a_{i i}\right|-\sum_{\substack{j=1 \\ j \neq i}}^{n}\left|a_{i j}\right|\right)^{-1}
$$

and this implies the upper bound in the lemma.
Lemma 2. If $f^{(4)}$ is continuous on $(t-h, t+h)$, then

$$
\begin{aligned}
& f^{\prime \prime}(t)=h^{-2}[f(t+h)-2 f(t)+f(t-h)]-\frac{1}{12} h^{2} f^{(4)}(\xi) \\
& f^{\prime}(t)=(2 h)^{-1}[f(t+h)-f(t-h)]-\frac{1}{6} h^{2} f^{\prime \prime \prime}(\eta)
\end{aligned}
$$

Proof. We derive the first formula and leave the second as a problem. By Taylor's Theorem we have

$$
\begin{aligned}
& f(t+h)=f(t)+h f^{\prime}(t)+\frac{1}{2} h^{2} f^{\prime \prime}(t)+\frac{1}{6} h^{3} f^{\prime \prime \prime}(t)+\frac{1}{24} h^{4} f^{(4)}\left(\xi_{1}\right) \\
& f(t-h)=f(t)-h f^{\prime}(t)+\frac{1}{2} h^{2} f^{\prime \prime}(t)-\frac{1}{6} h^{3} f^{\prime \prime \prime}(t)+\frac{1}{24} h^{4} f^{(4)}\left(\xi_{2}\right)
\end{aligned}
$$

Upon adding these two equations, we get

$$
f(t+h)+f(t-h)=2 f(t)+h^{2} f^{\prime \prime}(t)+\frac{1}{24} h^{4}\left[f^{(4)}\left(\xi_{1}\right)+f^{(4)}\left(\xi_{2}\right)\right]
$$

Upon rearranging this, we obtain

$$
f^{\prime \prime}(t)=h^{-2}[f(t+h)-2 f(t)+f(t-h)]-\frac{1}{24} h^{2}\left[f^{(4)}\left(\xi_{1}\right)+f^{(4)}\left(\xi_{2}\right)\right]
$$

Observe that the expression $\frac{1}{2}\left[f^{(4)}\left(\xi_{1}\right)+f^{(4)}\left(\xi_{2}\right)\right]$ is the average of two values of $f^{(4)}$ on the interval $[t-h, t+h]$. Its value therefore lies between the maximum and minimum of $f^{(4)}$ on this interval. If $f^{(4)}$ is continuous, this value is assumed at some point $\xi$ in the same interval. Hence the error term can be written as $-h^{2} f^{(4)}(\xi) / 12$.
Example 2. We give another illustration of the discretization strategy. Consider a linear integral equation, such as

$$
\int_{a}^{b} k(s, t) x(s) d s=v(t) \quad(a \leqslant t \leqslant b)
$$

In this equation, the kernel $k$ and the function $v$ are prescribed. We seek the unknown function $x$.

Suppose that a quadrature formula of the type

$$
\int_{a}^{b} f(s) d s \approx \sum_{j=1}^{n} c_{j} f\left(s_{j}\right)
$$

is available. (The points $s_{j}$ need not be equally spaced.) Taking $t=s_{i}$ in the integral equation, we have

$$
\int_{a}^{b} k\left(s, s_{i}\right) x(s) d s=v\left(s_{i}\right) \quad(1 \leqslant i \leqslant n)
$$

Applying the quadrature formula leads to a discrete version of the integral equation:

$$
\sum_{j=1}^{n} c_{j} k\left(s_{j}, s_{i}\right) x\left(s_{j}\right)=v\left(s_{i}\right) \quad(1 \leqslant i \leqslant n)
$$

This is a system of $n$ linear equations in the unknowns $x\left(s_{j}\right)$; it can be solved by standard methods. Then an interpolation method can be used to reconstruct $x(t)$ on the interval $a \leqslant t \leqslant b$. Approximations have been made at two stages, and the resulting function $x$ is not the solution of the original problem. This strategy is considered later in more detail (Section 4.7).

References for this chapter are [AR], [AY], [AIG], [At], [Au], [Bak], [Bar], [Brez], [BrS], [CCC], [CMY], [Cia], [CH], [Dav], [DMo], [Det], [Dzy], [Eav], [Fic], [GG], [GZ1], [GZ2], [GZ3], [Gold], [Gre], [Gri], [Hen], [HS], [IK], [KA], [KK], [Kee], [KC], [Kras], [Kr], [LSU], [Leis], [Li], [LM], [Lo], [Lue1], [Lue2], [Mey], [Mil], [Moo], [Mor1], [Mor2], [Naz1], [Naz2], [OD], [OR], [Ped], [Pry], [Red], [Rh1], [Rh2], [Ros], [Sa], [Sm], [Tod], [Wac], [Was], [Wat], [Wilf], and [Zien].

## Problems 4.1

1. Establish the second formula in the second lemma.
2. Derive the following formula and its error term:

$$
f^{\prime \prime \prime}(x) \approx[f(x+2 h)-2 f(x+h)+2 f(x-h)-f(x-2 h)] /\left(2 h^{3}\right)
$$

3. 'To change a boundary value problem

$$
u^{\prime \prime}+a u^{\prime}+b u=c \quad u(\alpha)=0 \quad u(\beta)=0
$$

into an equivalent one on the interval $[0,1]$, we change the independent variable from $t$ to $s$ using the equation $t=\beta s+\alpha(1-s)$. What is the new boundary value problem?
4. To change a boundary value problem

$$
u^{\prime \prime}+a u^{\prime}+b u=c \quad u(0)=\alpha \quad u(1)=\beta
$$

into an equivalent one having homogeneous boundary conditions, we make a change in the dependent variable $v=u-\ell$, where $\ell(t)=\alpha+(\beta-\alpha) t$. What is the new boundary value problem?
5. A kernel of the form $K(s, t)=\sum_{i=1}^{n} u_{i}(s) v_{i}(t)$ is said to be "separable" or "degenerate." If such a kernel occurs in the integral equation

$$
x(t)=\int_{0}^{1} K(s, t) x(s) d s+w(t)
$$

then a solution can be found in the form $x=w+\sum_{i=1}^{n} \alpha_{i} v_{i}$. Carry out the solution based on this idea. Illustrate, by using the separable kernel $e^{s-t}$.

### 4.2 The Method of Iteration

The term iteration can be applied to any repetitive process, but traditionally it refers to an algorithm of the following nature:

$$
\begin{equation*}
x_{0} \text { given, } \quad x_{n+1}=F x_{n}, \quad n=0,1,2, \ldots \tag{1}
\end{equation*}
$$

We can also write $x_{n}=F^{n} x_{0}$, where $F^{0}$ is the identity map and $F^{n+1}=$ $F \circ F^{n}$. In such a procedure, the entities $x_{0}, x_{1}, \ldots$ are usually elements in some topological space $X$, and the map $F: X \rightarrow X$ should be continuous. If $\lim _{n \rightarrow \infty} x_{n}$ exists, then it is a fixed point of $F$, because

$$
\begin{equation*}
F\left(\lim x_{n}\right)=\lim F x_{n}=\lim x_{n+1}=\lim x_{n} \tag{2}
\end{equation*}
$$

The method of iteration can be considered as one technique for finding fixed points of operators.

The Contraction Mapping Theorem (due to Banach, 1922) is an elegant and powerful tool for establishing that the sequence defined in Equation (1) converges. We require the notion of a contraction, or contractive mapping.

Such a mapping is defined from a metric space $X$ into itself and satisfies an inequality

$$
\begin{equation*}
d(F x, F y) \leqslant \theta d(x, y) \quad(x, y \in X) \tag{3}
\end{equation*}
$$

in which $\theta$ is a positive constant less than 1 . Complete metric spaces were the subject of Problem 48 in Section 1.2, page 15. Every Banach space is necessarily a complete metric space, it being assumed that the distance function is $d(x, y)=\|x-y\|$. A closed set in a Banach space is also a complete metric space. Since most of our examples occur in this setting, the reader will lose very little generality by letting $X$ be a closed subset of a Banach space in the Contraction Mapping Theorem.

Theorem 1. Contraction Mapping Theorem. If $F$ is a contraction on a complete metric space $X$, then $F$ has a unique fixed point $\xi$. The point $\xi$ is the limit of every sequence generated from an arbitrary point $x$ by iteration

$$
\left[x, F x, F^{2} x, \ldots\right] \quad(x \in X)
$$

Proof. Reverting to the previous notation, we select $x_{0}$ arbitrarily in $X$ and define $x_{n+1}=F x_{n}$ for $n=0,1,2, \ldots$. We have

$$
d\left(x_{n}, x_{n-1}\right)=d\left(F x_{n-1}, F x_{n-2}\right) \leqslant \theta d\left(x_{n-1}, x_{n-2}\right)
$$

This argument can be repeated, and we conclude that

$$
\begin{equation*}
d\left(x_{n}, x_{n-1}\right) \leqslant \theta^{n-1} d\left(x_{1}, x_{0}\right) \tag{4}
\end{equation*}
$$

In order to establish the Cauchy property of the sequence $\left[x_{n}\right]$, let $n>N$ and $m>N$. There is no loss of generality in supposing that $m \geqslant n$. Then from Equation (4),

$$
\begin{aligned}
d\left(x_{m}, x_{n}\right) & \leqslant d\left(x_{m}, x_{m-1}\right)+d\left(x_{m-1}, x_{m-2}\right)+\cdots+d\left(x_{n+1}, x_{n}\right) \\
& \leqslant\left[\theta^{m-1}+\theta^{m-2}+\cdots+\theta^{n}\right] d\left(x_{1}, x_{0}\right) \\
& \leqslant\left[\theta^{N}+\theta^{N+1}+\cdots\right] d\left(x_{1}, x_{0}\right) \\
& =\theta^{N}(1-\theta)^{-1} d\left(x_{1}, x_{0}\right)
\end{aligned}
$$

Since $0 \leqslant \theta<1, \lim _{N \rightarrow \infty} \theta^{N}=0$. This proves the Cauchy property. Since the space $X$ is complete, the sequence converges to a point $\xi$. Since the contractive property implies directly that $F$ is continuous, the argument in Equation (2) shows that $\xi$ is a fixed point of $F$.

If $\eta$ is also a fixed point of $F$, then we have

$$
\begin{equation*}
d(\xi, \eta)=d(F \xi, F \eta) \leqslant \theta d(\xi, \eta) \tag{5}
\end{equation*}
$$

If $\xi \neq \eta$, then $d(\xi, \eta)>0$, and Inequality (5) leads to the contradiction $\theta \geqslant 1$. This proves the uniqueness of the fixed point.

The iterative procedure is well illustrated by a Fredholm integral equation, $x=F x$, where

$$
\begin{equation*}
(F x)(t)=\int_{0}^{1} K(s, t, x(s)) d s+w(t) \quad(0 \leqslant t \leqslant 1) \tag{6}
\end{equation*}
$$

It is assumed that $w$ is continuous and that $K(s, t, r)$ is continuous on the domain in $\mathbb{R}^{3}$ defined by the inequalities

$$
0 \leqslant s \leqslant 1 \quad 0 \leqslant t \leqslant 1 \quad-\infty<r<\infty
$$

We will seek a solution $x$ in the space $C[0,1]$. This space is complete if it is given the standard norm

$$
\|x\|_{\infty}=\sup _{t}|x(t)|
$$

In order to see whether $F$ is a contraction, we estimate $\|F u-F v\|$ :

$$
\begin{equation*}
|(F u)(t)-(F v)(t)| \leqslant \int_{0}^{1}|K(s, t, u(s))-K(s, t, v(s))| d s \tag{7}
\end{equation*}
$$

If $K$ satisfies a Lipschitz condition of the type

$$
\begin{equation*}
|K(s, t, \xi)-K(s, t, \eta)| \leqslant \theta|\xi-\eta| \quad(\theta<1) \tag{8}
\end{equation*}
$$

then from Equation (7) we get

$$
|(F u)(t)-(F v)(t)| \leqslant \theta\|u-v\|
$$

and the contraction condition

$$
\begin{equation*}
\|F u-F v\| \leqslant \theta\|u-v\| \tag{9}
\end{equation*}
$$

By Banach's theorem, the iteration $x_{n+1}=F x_{n}$ leads to a solution, starting from any function $x_{0}$ in $C[0,1]$. This proves the following result.

Theorem 2. If $K$ satisfies the hypotheses in the preceding paragraph, then the integral equation (6) has a unique solution in the space $C[0,1]$.

Example 1. Consider the nonlinear Fredholm equation

$$
\begin{equation*}
x(t)=\frac{1}{2} \int_{0}^{1} \cos (s t x(s)) d s \tag{10}
\end{equation*}
$$

By the mean value theorem,

$$
|\cos (s t \xi)-\cos (s t \eta)|=|\sin (s t \zeta)||s t \xi-s t \eta| \leqslant|\xi-\eta|
$$

Thus the preceding theory is applicable with $\theta=\frac{1}{2}$. If the iteration is begun with $x_{0}=0$, the next two steps are $x_{1}(t)=\frac{1}{2}$ and $x_{2}(t)=t^{-1} \sin (t / 2)$. The next element in the sequence is given by

$$
x_{3}(t)=\frac{1}{2} \int_{0}^{1} \cos \left(t \sin \frac{s}{2}\right) d s
$$

This integration cannot be effected in elementary functions. In fact, it is analogous to the Bessel function $J_{0}$, whose definition is

$$
J_{0}(z)=\frac{1}{\pi} \int_{0}^{\pi} \cos (z \sin \theta) d \theta
$$

If the iteration method is to be continued in this example, numerical procedures for indefinite integration will be needed.

The method of iteration can also be applied to differential equations, usually by first turning them into equivalent integral equations. The procedure is of great theoretical importance, as it is capable of yielding existence theorems with very little effort. We present some important theorems to illustrate this topic.

Theorem 3. Let $S$ be an interval of the form $S=[0, b]$. Let $f$ be a continuous map of $S \times \mathbb{R}$ to $\mathbb{R}$. Assume a Lipschitz condition in the second argument:

$$
\left|f\left(s, t_{1}\right)-f\left(s, t_{2}\right)\right| \leqslant \lambda\left|t_{1}-t_{2}\right|
$$

where $\lambda$ is a constant depending only on $f$. Then the initial-value problem

$$
x^{\prime}(s)=f(s, x(s)) \quad x(0)=\beta
$$

has a unique solution in $C(S)$.
Proof. We introduce a new norm in $C(S)$ by defining

$$
\|x\|_{w}=\sup _{s \in S}|x(s)| e^{-2 \lambda s}
$$

The space $C(S)$, accompanied by this norm, is complete. Since the initial-value problem is equivalent to the integral equation

$$
x=A x \quad(A x)(s)=\beta+\int_{0}^{s} f(t, x(t)) d t \quad x \in C(S)
$$

all we have to do is show that the mapping $A$ has a fixed point. In order for the Contraction Mapping Theorem to be used, it suffices to establish that $A$ is a contraction. Let $u, v \in C(S)$. Then we have, for $0 \leqslant s \leqslant b$,

$$
\begin{aligned}
|(A u-A v)(s)| & \leqslant \int_{0}^{s}|f(t, u(t))-f(t, v(t))| d t \\
& \leqslant \int_{0}^{s} \lambda|u(t)-v(t)| d t \\
& =\lambda \int_{0}^{s} e^{2 \lambda t} e^{-2 \lambda t}|u(t)-v(t)| d t \\
& \leqslant \lambda\|u-v\|_{w} \int_{0}^{s} e^{2 \lambda t} d t \\
& \leqslant \lambda\|u-v\|_{w}(2 \lambda)^{-1} e^{2 \lambda s}
\end{aligned}
$$

From this we conclude that

$$
e^{-2 \lambda s}|(A u-A v)(s)| \leqslant \frac{1}{2}\|u-v\|_{w}
$$

and that

$$
\|A u-A v\|_{w} \leqslant \frac{1}{2}\|u-v\|_{w}
$$

Example 2. Does the following initial value problem have a solution in the space $C[0,10]$ ?

$$
x^{\prime}=\cos \left(x e^{s}\right) \quad x(0)=0
$$

This is an illustration of the general theory in which $f(s, t)=\cos \left(t e^{s}\right)$. By the mean value theorem,

$$
\left|f\left(s, t_{1}\right)-f\left(s, t_{2}\right)\right|=\left|\frac{\partial f}{\partial t}(s, \tau)\right|\left|t_{1}-t_{2}\right|
$$

For $0 \leqslant s \leqslant 10$ and $t \in \mathbb{R}$,

$$
\left|\frac{\partial f}{\partial t}\right|=\left|-\sin \left(t e^{s}\right) e^{s}\right| \leqslant e^{10}
$$

Hence, the hypothesis of Theorem 3 is satisfied, and our problem has a unique solution in $C[0,10]$.
Example 3. If $f$ is continuous but does not satisfy the Lipschitz condition in Theorem 3, the conclusions of the theorem may fail. For example, the problem $x^{\prime}=x^{2 / 3}, x(0)=0$ has two solutions, $x(s)=0$ and $x(s)=s^{3} / 27$. There is no Lipschitz condition of the form

$$
\left|t_{1}^{2 / 3}-t_{2}^{2 / 3}\right| \leqslant \lambda\left|t_{1}-t_{2}\right|
$$

(Consider the implications of this inequality when $t_{2}=0$.)
Example 4. The problem $x^{\prime}=x^{2}, x(0)=1$ does not conform to the hypotheses of Theorem 3 because there is no Lipschitz condition. By appealing to other theorems in the theory of differential equations, one can conclude that there is a solution in some interval about the initial point $s=0$.

In order for us to handle systems of differential equations, the preceding theorem must be extended. A system of $n$ differential equations accompanied by initial values has this form:

$$
\begin{array}{rlrl}
x_{1}^{\prime}(s) & =f_{1}\left(s, x_{1}(s), x_{2}(s), \ldots, x_{n}(s)\right) & & x_{1}(0)=0 \\
x_{2}^{\prime}(s) & =f_{2}\left(s, x_{1}(s), x_{2}(s), \ldots, x_{n}(s)\right) & & x_{2}(0)=0 \\
\cdots \cdots \cdots \cdots & & \cdots \cdots \\
x_{n}^{\prime}(s) & =f_{n}\left(s, x_{1}(s), x_{2}(s), \ldots, x_{n}(s)\right) & & x_{n}(0)=0
\end{array}
$$

The right way of viewing this is as a single equation involving a function $\mathbf{x}: S \rightarrow \mathbb{R}^{n}$, where $S$ is an interval of the form $[0, b]$. Likewise, we must have
a function $\mathbf{f}: S \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$. We then adopt any convenient norm on $\mathbb{R}^{n}$, and define the norm of $\boldsymbol{x}$ to be

$$
\|\mathrm{x}\|_{w}=\sup _{s \in S} e^{-2 \lambda s}\|\mathrm{x}(s)\|
$$

The Lipschitz condition on $\mathbf{f}$ is

$$
\|\mathbf{f}(s, \mathbf{u})-\mathbf{f}(s, \mathbf{v})\| \leqslant \lambda\|\mathbf{u}-\mathbf{v}\| \quad \mathbf{u}, \mathbf{v} \in \mathbb{R}^{\boldsymbol{n}}
$$

The setting for the theorem is now $C\left(S, \mathbb{R}^{n}\right)$, which is the space of all continuous maps $\mathbf{x}: S \rightarrow \mathbb{R}^{n}$, normed with $\left\|\|_{\boldsymbol{w}}\right.$. The equation $\mathbf{x}^{\prime}(s)=\mathbf{f}(s, \mathbf{x}(s))$ now represents the system of differential equations referred to earlier. For further discussion see the book by Edwards [Edw], pp. 153-155.

The use of iteration to solve differential equations predates Banach's result by many years. Ince [4] says that it was probably known to Cauchy, but was apparently first published by Liouville in 1838. Picard described it in its general form in 1893. It is often referred to as Picard iteration. It is rarely used directly in the numerical solution of initial value problems because the step-bystep methods of numerical integration are superior. Here is an artificial example to show how it works.

## Example 5.

$$
x^{\prime}=2 t(1+x) \quad x(0)=0
$$

The formula for the Picard iteration in this example is

$$
x_{n+1}(t)=\int_{0}^{t} 2 s\left(1+x_{n}(s)\right) d s=t^{2}+\int_{0}^{t} 2 s x_{n}(s) d s
$$

If $x_{0}=0$, then successive computations yield

$$
x_{1}(t)=t^{2} \quad x_{2}(t)=t^{2}+\frac{1}{2} t^{4} \quad x_{3}(t)=t^{2}+\frac{1}{2} t^{4}+\frac{1}{6} t^{6}
$$

It appears that we are producing the partial sums in the Taylor series for $\boldsymbol{e}^{\boldsymbol{t}^{\mathbf{2}}}-1$, and one verifies readily that this is indeed the solution.

In some applications it is useful to have the following extension of Banach's Theorem:

Theorem 4. Let $F$ be a mapping of a complete metric space into itself such that for some $m, F^{m}$ is contractive. Then $F$ has a unique fixed point. It is the limit of every sequence $\left[F^{k} x\right]$, for arbitrary $x$.

Proof. Since $F^{m}$ is contractive, it has a unique fixed point $\xi$ by Theorem 1. Then

$$
F \xi=F\left(F^{m} \xi\right)=F^{m+1} \xi=F^{m}(F \xi)
$$

This shows that $F \xi$ is also a fixed point of $F^{m}$. By the uniqueness of $\xi, F \xi=\xi$. Thus $F$ has at least one fixed point (namely $\xi$ ), and $\xi$ can be obtained by iteration using the function $F^{m}$. If $x$ is any fixed point of $F$, then

$$
F x=x \quad F^{2} x=x \ldots \quad F^{m} x=x
$$

Thus $x$ is a fixed point of $F^{m}$, and $x=\xi$.
It remains to be proved that the sequence $F^{n} x$ converges to $\xi$ as $n \rightarrow \infty$. Observe that for $i \in\{1,2, \ldots, m\}$ we have

$$
F^{n m+i} x=F^{n m}\left(F^{i} x\right) \rightarrow \xi \text { as } n \rightarrow \infty
$$

by the first part of the proof. If $\varepsilon>0$, we can select an integer $N$ having the property

$$
n \geqslant N \quad \Longrightarrow \quad d\left(F^{n m+i} x, \xi\right)<\varepsilon \quad(1 \leqslant i \leqslant m)
$$

Since each integer $j$ greater than $N m$ can be written as $j=n m+i$, where $n \geqslant N$ and $1 \leqslant i \leqslant m$, we have

$$
j>N m \quad \Longrightarrow \quad d\left(F^{j} x, \xi\right)<\varepsilon
$$

This proves that $\lim F^{j} x=\xi$.
To illustrate the application of this theorem, we consider a linear Volterra integral equation, which typically would have the form

$$
\begin{equation*}
x(t)=\int_{a}^{t} K(t, s) x(s) d s+v(t) \quad x \in C[a, b] \tag{11}
\end{equation*}
$$

(The presence of an indefinite integral classifies this as a Volterra equation.) Equation (11) can be written as

$$
x=A x+v
$$

in which $A$ is a linear operator defined by writing

$$
(A x)(t)=\int_{a}^{t} K(t, s) x(s) d s
$$

It is clear that

$$
|(A x)(t)| \leqslant\|K\|_{\infty}\|x\|_{\infty}(t-a)
$$

From this it follows that

$$
\begin{aligned}
\left|\left(A^{2} x\right)(t)\right| & \leqslant \int_{a}^{t}|K(t, s)||(A x)(s)| d s \\
& \leqslant \int_{a}^{t}|K(t, s)|\|K\|_{\infty}\|x\|_{\infty}(s-a) d s \\
& \leqslant\|K\|_{\infty}^{2}\|x\|_{\infty} \frac{(t-a)^{2}}{2}
\end{aligned}
$$

Repetition of this argument leads to the estimate

$$
\left|\left(A^{n} x\right)(t)\right| \leqslant\|K\|_{\infty}^{n}\|x\|_{\infty} \frac{(t-a)^{n}}{n!} \leqslant\|K\|_{\infty}^{n}\|x\|_{\infty} \frac{(b-a)^{n}}{n!}
$$

This tells us that

$$
\left\|A^{n}\right\| \leqslant c^{n} / n!\quad c=\|K\|_{\infty}(b-a)
$$

Now select $m$ so that $\left\|A^{m}\right\|<1$. Denote the right side of Equation (11) by $(F x)(t)$, so that $F x=A x+v$. Then

$$
\begin{aligned}
& F^{2} x=A^{2} x+A v+v \\
& F^{3} x=A^{3} x+A^{2} v+A v+v
\end{aligned}
$$

and so on. Thus

$$
\left\|F^{m} x-F^{m} y\right\|=\left\|A^{m} x-A^{m} y\right\| \leqslant\left\|A^{m}\right\|\|x-y\|
$$

This shows that $F^{m}$ is a contraction. By Theorem $4, F$ has a unique fixed point, which can be obtained by iteration of the map $F$. Observe that this conclusion is reached without making strong assumptions about the kernel $K$. Our work establishes the following existence theorem.

Theorem 5. Let $v$ be continuous on $[a, b]$ and let $K$ be continuous on the square $[a, b] \times[a, b]$. Then the integral equation

$$
x(t)=\int_{a}^{t} K(s, t) x(s) d s+v(t)
$$

has a unique solution in $C[a, b]$.
The next theorem concerns the solvability of a nonlinear equation $F(x)=b$ in a Hilbert space. The result is due to Zarantonello [Za].

Theorem 6. Let $F$ be a mapping of a Hilbert space into itself such that
(a) $\langle F x-F y, x-y\rangle \geqslant \alpha\|x-y\|^{2} \quad(\alpha>0)$
(b) $\|F x-F y\| \leqslant \beta\|x-y\|$

Then $F$ is surjective and injective. Consequently, $F^{-1}$ exists.
Proof. The injectivity follows at once from (a): If $x \neq y$, then $F x \neq F y$. For the surjectivity, let $w$ be any point in the Hilbert space. It is to be proved that, for some $x, F x=w$. It is equivalent to prove, for any $\lambda>0$, that an $x$ exists satisfying $x-\lambda(F x-w)=x$. Define $G x=x-\lambda(F x-w)$, so that our task is to prove the existence of a fixed point for $G$. The Contraction Mapping

Theorem will be applied. To prove that $G$ is a contraction, we let $\lambda=\alpha / \beta^{2}$ in the following calculation:

$$
\begin{aligned}
\|G x-G y\|^{2} & =\|x-\lambda(F x-w)-y+\lambda(F y-w)\|^{2} \\
& =\|x-y-\lambda(F x-F y)\|^{2} \\
& =\|x-y\|^{2}-2 \lambda\langle F x-F y, x-y\rangle+\lambda^{2}\|F x-F y\|^{2} \\
& \leqslant\|x-y\|^{2}-2 \lambda \alpha\|x-y\|^{2}+\lambda^{2} \beta^{2}\|x-y\|^{2} \\
& =\|x-y\|^{2}\left(1-2 \lambda \alpha+\lambda^{2} \beta^{2}\right) \\
& =\|x-y\|^{2}\left(1-2 \alpha^{2} / \beta^{2}+\alpha^{2} / \beta^{2}\right) \\
& =\|x-y\|^{2}\left(1-\alpha^{2} / \beta^{2}\right)
\end{aligned}
$$

## Problems 4.2

1. From the existence theorem proved in the text deduce a similar theorem for the initial value problem

$$
x^{\prime}(s)=f(s, x(s)) \quad x(a)=c \quad a \leqslant s \leqslant b
$$

2. Let $F$ be a mapping of a Banach space $X$ into itself. Let $x_{0} \in X, r>0$, and $0 \leqslant \lambda<1$. Assume that on the closed ball $B\left(x_{0}, r\right)$ we have

$$
\|F x-F y\| \leqslant \lambda\|x-y\|
$$

Assume also that $\left\|x_{0}-F x_{0}\right\|<(1-\lambda) r$. Prove that $F^{n} x_{0} \in B\left(x_{0}, r\right)$ and that $x^{*}=$ $\lim F^{n} x_{0}$ exists. Prove that $x^{*}$ is a fixed point of $F$ and that $\left\|F^{n} x_{0}-x^{*}\right\| \leqslant \lambda^{n} r$.
3. For what values of $\lambda$ can we be sure that the integral equation

$$
x(t)=\lambda \int_{0}^{1} e^{s t} \cos x(s) d s+\tan t
$$

has a continuous solution on $[0,1]$ ?
4. Prove that there is no contraction of $X$ onto $X$ if $X$ is a compact metric space having at least two points.
5. Give an example of a Banach space $X$ and a map $F: X \rightarrow X$ having both of the following properties:
(a) $\|F x-F y\|<\|x-y\|$ whenever $x \neq y$
(b) $\quad F x \neq x$ for all $x$
6. Prove that the integral equation

$$
x(t)=\int_{0}^{t}[x(s)+s] \sin s d s
$$

has a unique solution in $C[0, \pi / 2]$, and give an iterative process whose limit is the solution.
7. Prove that if $X$ is a compact metric space and $F$ is a mapping from $X$ to $X$ such that $d(F x, F y)<d(x, y)$ when $x \neq y$, then $F$ has a unique fixed point.
8. Let $F$ be a contraction defined on a metric space that is not assumed to be complete. Prove that

$$
\inf _{x} d(x, F x)=0
$$

9. Let $F$ be a mapping on a metric space such that $d(F x, F y)<d(x, y)$ when $x \neq y$. Let $x$ be a point such that the sequence $F^{\boldsymbol{n} x}$ has a cluster point. Show that this cluster point is a fixed point of $F$ (Edelstein).
10. Carry out 4 steps of Picard iteration in the initial value problem $x^{\prime}=x+1, x(0)=0$.
11. Give an example of a discontinuous $\operatorname{map} F: \mathbb{R} \rightarrow \mathbb{R}$ such that $F \circ F$ is a contraction. Find the fixed point of $F$.
12. Extend the theorem in Problem 7 by showing that the fixed point is the limit of $F^{\boldsymbol{n}} \boldsymbol{x}$, for arbitrary $x$.
13. The diameter of a metric space $X$ is

$$
\operatorname{diam}(X)=\sup \{d(x, y): x \in X, y \in X\}
$$

This is allowed to be $+\infty$. Show that there cannot exist a surjective contraction on a metric space of finite nonzero diameter. (Cf. Problem 4.)
14. Let $X$ be a Banach space and $f$ a mapping of $X$ into $X$. Are these two properties of $f$ equivalent?
(i) $f$ has a fixed point.
(ii) There is a nonempty closed set $E$ in $X$ such that $f(E) \subset E$ and such that $\| f(x)-$ $f(y)\left\|<\frac{1}{2}\right\| x-y \|$ for all $x, y$ in $E$.
15. Let $T$ be a contraction on a metric space:

$$
d(T x, T y) \leqslant \lambda d(x, y) \quad(\lambda<1)
$$

Prove that the set $\{x: d(x, T x) \leqslant \varepsilon\}$ is nonempty, closed, and of diameter at most $\varepsilon(1-\lambda)^{-1}$.
16. The Volterra integral equation

$$
x(t)=w(t)+\int_{0}^{t}(t+s) x(s) d s
$$

is equivalent to an initial-value problem involving a second-order linear differential equation. Find it.
17. Let $F$ be a mapping of a complete metric space into itself. If $\boldsymbol{\xi}$ is a fixed point of $F^{m}$ (for some $m$ ), does it follow that $\xi$ is a fixed point of $F$ ?
18. Let $f:[0, b] \times \mathbb{R} \rightarrow \mathbb{R}$. Prove that if $f$ and $\partial f / \partial t$ are continuous ( $t$ being the second argument of $f$ ), then the initial-value problem $x^{\prime}(s)=f(s, x(s)), x(0)=\beta$ has a unique solution on $[0, b]$.
19. Prove that if $F: \mathbb{R}^{\boldsymbol{n}} \rightarrow \mathbb{R}^{\boldsymbol{n}}$ is a contraction, then $I+F$ is a homeomorphism of $\mathbb{R}^{\boldsymbol{n}}$ onto $\mathbb{R}^{n}$.
20. Prove that if $g \in C[0, b]$, then the differential equation $x^{\prime}(s)=\cos (x(s) g(s))$ with prescribed initial value $x(0)=\beta$ has a unique solution.
21. A map $F: X \rightarrow X$, where $X$ is a metric space, is said to be nonexpansive if $d(F x, F y) \leqslant$ $d(x, y)$ for all $x$ and $y$. Prove that if $F$ is nonexpansive and if the sequence $\left[F^{n} x\right]$ converges for each $x$, then the map $x \mapsto \lim _{n} F^{n} x$ is continuous.
22. Let $c_{0}$ be the Banach space of all real sequences $x=\left[x_{1}, x_{2}, \ldots\right]$ that tend to zero. The norm is defined by $\|x\|=\max _{i}\left|x_{i}\right|$. Find all the fixed points of the mapping $f: c_{0} \rightarrow c_{0}$ defined by $f(x)=\left[1, x_{1}, x_{2}, \ldots\right]$. Show that $f$ is nonexpansive, according to the definition in the preceding problem. Explain the significance of this example vis-à-vis the Contraction Mapping Theorem.
23. Let $U$ be a closed set in a complete metric space $X$. Let $f$ be a contraction defined on $U$ and taking values in $X$. Let $\lambda$ be the contraction constant. Suppose that $x_{0} \in U$,
$x_{1}=f\left(x_{0}\right), r=\lambda(1-\lambda)^{-1} d\left(x_{0}, x_{1}\right)$, and $B\left(x_{1}, r\right) \subset U$. Prove that $f$ has a fixed point in $B\left(x_{1}, r\right)$.
24. Prove that the following integral equation (in which $u$ is the unknown function) has a continuous solution if $|\lambda|<\frac{1}{4}$.

$$
u(t)-\lambda \int_{0}^{1} \sqrt{\frac{t+3}{s}} \sin [t u(s)] d s=e^{t} \quad(0 \leqslant t \leqslant 1)
$$

25. Let $F$ be a contraction defined on a Banach space. Prove that $I-F$ is invertible and that $(I-F)^{-1}=\lim _{n} H_{n}$, where $H_{0}=I$ and $H_{n+1}=I+F H_{n}$.
26. Prove that the following integral equation has a solution in the space $C[0,1]$.

$$
x(t)=e^{t}+\int_{0}^{1} \cos \left[t^{2}-s^{2}+x(s) \sin (s)\right] d s
$$

27. In the study of radiative transfer, one encounters integral equations of the form

$$
u(t)=a(t)+\int_{0}^{1} u(s) k(t-s) d s
$$

in which $u$ represents the flux density of the radiation at a specified wave length. Prove that this equation has a solution in the special case $k(t)=\sin t$.

### 4.3 Methods Based on the Neumann Series

Recall the Neumann Theorem in Section 1.5, page 28, which asserts that if a linear operator on a Banach space, $A: X \rightarrow X$, has operator norm less than 1, then $I-A$ is invertible, and

$$
\begin{equation*}
(I-A)^{-1}=\sum_{n=0}^{\infty} A^{n} \tag{1}
\end{equation*}
$$

The series in this equation is known as the Neumann series for $(I-A)^{-1}$.
This theorem is easy to remember because it is the analogue of the familiar geometric series for complex numbers:

$$
\begin{equation*}
\frac{1}{1-z}=1+z+z^{2}+z^{3}+\cdots \quad|z|<1 \tag{2}
\end{equation*}
$$

In using the Neumann series, one can generate the partial sums $x_{n}=$ $\sum_{k=0}^{n} A^{k} v$ by setting $x_{0}=v_{0}=v$ and computing inductively

$$
\begin{equation*}
v_{n}=A v_{n-1} \quad x_{n}=x_{n-1}+v_{n} \quad(n=1,2, \ldots) \tag{3}
\end{equation*}
$$

Another iteration is suggested in Problem 25.
For linear operator equations in a Banach space, one should not overlook the possibility of a solution by the Neumann series. This remark will be illustrated with some examples.

Example 1. First, consider an integral equation of the form

$$
\begin{equation*}
x(t)-\lambda \int_{0}^{1} K(s, t) x(s) d s=v(t) \quad(0 \leqslant t \leqslant 1) \tag{4}
\end{equation*}
$$

In this equation, $K$ and $v$ are prescribed, and $x$ is to be determined. For certain values of $\lambda$, solutions will exist. Write the equation in the form

$$
\begin{equation*}
(I-\lambda A) x=v \tag{5}
\end{equation*}
$$

in which $A$ is the integral operator in Equation (4). If we have chosen a suitable Banach space and if $\|\lambda A\|<1$, then the Neumann series gives a formula for the solution:

$$
\begin{equation*}
x=(I-\lambda A)^{-1} v=\sum_{n=0}^{\infty}(\lambda A)^{n} v=v+\lambda A v+\lambda^{2} A^{2} v+\cdots \tag{6}
\end{equation*}
$$

Example 2. For a concrete example of this, consider

$$
\begin{equation*}
x(t)=\lambda \int_{0}^{1} e^{t-s} x(s) d s+v(t) \tag{7}
\end{equation*}
$$

Here, we use an operator $A$ defined by

$$
(A x)(t)=\int_{0}^{1} e^{t-s} x(s) d s
$$

If we compute $A^{2} x$, the result is

$$
\begin{aligned}
\left(A^{2} x\right)(t) & =\int_{0}^{1} e^{t-s}(A x)(s) d s \\
& =\int_{0}^{1} e^{t-s} \int_{0}^{1} e^{s-\sigma} x(\sigma) d \sigma d s \\
& =\int_{0}^{1}\left[\int_{0}^{1} e^{t-s} e^{s-\sigma} d s\right] x(\sigma) d \sigma \\
& =\int_{0}^{1} e^{t-\sigma} x(\sigma) d \sigma=(A x)(t)
\end{aligned}
$$

This shows that $A^{2}=A$. Consequently, the solution by the Neumann series in Equation (6) simplifies to

$$
\begin{aligned}
x & =v+\lambda A v+\lambda^{2} A v+\lambda^{3} A v+\cdots \\
& =v+\left(\frac{1}{1-\lambda}-1\right) A v=v+\frac{\lambda}{1-\lambda} A v
\end{aligned}
$$

Example 3. Another important application of the Neumann series occurs in a process called iterative refinement. Suppose that we wish to solve an operator
equation $A x=v$. If $A$ is invertible, the solution is $x=A^{-1} v$. Suppose now that we are in possession of an approximate right inverse of $A$. We mean by that an operator $B$ such that $\|I-A B\|<1$. Can we use $B$ to solve the problem? It is amazing that the answer is "Yes." Obviously, $x_{0}=B v$ is a first approximation to $x$. By the Neumann theorem, we know that $A B$ is invertible and that

$$
(A B)^{-1}=\sum_{k=0}^{\infty}(I-A B)^{k}
$$

It is clear that the vector $x=B(A B)^{-1} v$ is a solution, because $A x=$ $A B(A B)^{-1} v=v$. Hence $x=$

$$
\begin{equation*}
B(A B)^{-1} v=B \sum_{k=0}^{\infty}(I-A B)^{k} v=B v+B(I-A B) v+B(I-A B)^{2} v+\cdots \tag{8}
\end{equation*}
$$

Theorem. The partial sums in the series of Equation (8) can be computed by the algorithm $x_{0}=B v, x_{n+1}=x_{n}+B\left(v-A x_{n}\right)$.

Proof. Let the sequence $\left[x_{n}\right]$ be defined by the algorithm, and let

$$
y_{n}=B \sum_{k=0}^{n}(I-A B)^{k} v
$$

We wish to prove that $x_{n}=y_{n}$ for all $n$. For $n=0$, we have $y_{0}=B v=x_{0}$. Now assume that for some $n, x_{n}=y_{n}$. We shall prove that $x_{n+1}=y_{n+1}$. Put $S_{n}=\sum_{k=0}^{n}(I-A B)^{k}$, so that $y_{n}=B S_{n} v$. Then

$$
\begin{aligned}
x_{n+1} & =x_{n}+B\left(v-A x_{n}\right)=y_{n}+B v-B A y_{n} \\
& =B S_{n} v+B v-B A B S_{n} v=B\left(S_{n}+I-A B S_{n}\right) v \\
& =B\left[(I-A B) S_{n}+I\right] v=B\left[\sum_{k=0}^{n}(I-A B)^{k+1}+I\right] v \\
& =B S_{n+1} v=y_{n+1}
\end{aligned}
$$

The algorithm in the preceding theorem is known as iterative refinement. The vector $v-A x_{n}$ is called the residual vector associated with $x_{n}$. If the hypothesis $\|I-A B\|<1$ is fulfilled, the Neumann series converges, the partial sums in Equation (8) converge, and by the theorem, the sequence $\left[x_{n}\right]$ converges to the solution of the problem. The residuals therefore converge to zero.

The method of iterative refinement is commonly applied in numerically solving systems of linear equations. Let such a system be written in the form $A x=v$, in which $A$ is an $N \times N$ matrix, assumed invertible. The numerical solution of such a system on a computer involves a finite sequence of linear operations being applied to $v$ to produce the numerical solution $x_{0}$. Thus (since every linear operator on $\mathbb{R}^{n}$ is effected by a matrix) we have $x_{0}=B v$, in which $B$ is a certain $N \times N$ matrix. Ideally, $B$ would equal $A^{-1}$ and $x_{0}$ would be the correct solution. Because of roundoff errors (which are inevitable), $B$ is
only an approximate inverse of $A$. If, in fact, $\|I-A B\|<1$, then the theory outlined previously applies. Thus the initial approximation $x_{0}=B v$ can be "refined" by adding $B r_{0}$ to it, where $r_{0}$ is the residual corresponding to $x_{0}$. Thus $r_{0}=v-A x_{0}$. From $x_{1}=x_{0}+B r_{0}$ further refinement is possible by adding $B r_{1}$, and so on. The numerical success of this process depends upon the residuals being computed with higher precision than is used in the remaining calculations.

## Problems 4.3

1. The problem $A x=v$ is equivalent to the fixed-point problem $F x=x$, if we define $F x=x-A x+v$. Suppose that $A$ is a linear operator and that $\|I-A\|<1$. Show that $F$ is a contraction. Let $x_{0}=v$ and $x_{n+1}=F x_{n}$. Show that $x_{n}$ is the partial sum of the Neumann series appropriate to the problem $A x=v$.
2. Prove that if $A$ is invertible and if the operator $B$ satisfies $\|A-B\|<\left\|A^{-1}\right\|^{-1}$, then $B$ is invertible. What does this imply about the set of invertible elements in $\mathcal{C}(X, X)$ ? (Here $X$ is a Banach space.)
3. Prove that if $\inf _{\lambda}\|I-\lambda A\|<1$, then $A$ is invertible.
4. If $\|A\|$ is small, then $(I-A)^{-1} \approx I+A$. Find $\varepsilon>0$ such that the condition $\|A\|<\varepsilon$ implies

$$
\left\|(I-A)^{-1}-(I+A)\right\| \leqslant 3\|A\|^{2}
$$

5. Make this statement precise: If $\|A B-I\|<1$, then $2 B-B A B$ is superior to $B$ as an approximate inverse of $A$.
6. Prove that if $X$ is a Banach space, if $A \in \mathcal{L}(X, X)$, and if $\|A\|<1$, then the iteration

$$
x_{n+1}=A x_{n}+b
$$

converges to a solution of the equation $x=A x+b$ from any starting point $x_{0}$.
7. Let $X$ and $Y$ be Banach spaces. Show that the set $\Omega$ of invertible elements in $\mathcal{L}(X, Y)$ is an open set and that the map $f: \Omega \rightarrow \boldsymbol{\mathcal { L }}(Y, X)$ defined by $f(A)=A^{-1}$ is continuously diff erentiable.
8. Give an example of an operator $A$ that has a right inverse but is not invertible. Observe that in the theory of iterative refinement, $A$ need not be invertible.
9. Prove that if the equation $A x=v$ has a solution $x_{0}$ and if $\|I-B A\|<1$, then $x_{0}=$ $(B A)^{-1} B v$, and a suitable modification of iterative refinement will work.
10. In Example 2, prove that the solution given there is correct for all $\lambda$ satisfying $\lambda \neq 1$. In particular, it is not necessary to assume that $\|\lambda A\|<1$ in this example.
11. In Example 2, compute $\|A\|$.
12. Show how to solve the equation $(I-\lambda A) x=v$ when $A$ is idempotent (i.e., $A^{2}=A$ ).
13. Let $A$ be a bounded linear operator on a normed linear space. Prove that if $A$ is nilpotent (i.e., $A^{m}=0$ for some $m \geqslant 0$ ), then $I-A$ is invertible. Give a formula for $(I-A)^{-1}$.
14. Prove this generalization of the Neumann Theorem. If $A$ is a bounded linear transformation from a Banach space $X$ into $X$ such that the sequence $S_{n}=\sum_{k=0}^{n} A^{k}$ has the Cauchy property, then $(I-A)^{-1}$ exists and equals $\lim _{n \rightarrow \infty} S_{n}$. Give an example to show that this is a generalization.
15. Prove or disprove: If $A$ is a bounded linear operator on a Banach space and if $\left\|A^{m}\right\|<1$ for some $m$, then $(I-A)^{-1}=\sum_{k=0}^{\infty} A^{k}$.
16. A Volterra integral operator is one of the form

$$
(A x)(t)=\int_{a}^{t} K(s, t) x(s) d s
$$

Assume that $A$ maps $C[a, b]$ into $C[a, b]$. Prove that $(I-A)^{-1}$ exists and is given by the usual Neumann series. Refer to Section 4.2 for further information about Volterra integral equations.
17. Define $A: C[0,1] \rightarrow C[0,1]$ by the following equation, and prove that $A$ is surjective.

$$
(A x)(t)=\int_{0}^{1} \cos (s t) x(s) d s+2 x(t)
$$

18. Prove that the set of nonsingular $n \times n$ matrices is open and dense in the set of all $n \times n$ matrices.
19. Let $\phi \in C[0,1]$ and satisfy $\phi(t)>0$ on $[0,1]$. Put $K(s, t)=\phi(s) / \phi(t)$ and

$$
(A x)(t)=\int_{0}^{1} K(s, t) x(s) d s
$$

Prove that $A^{2}=A$. What are the implications for the integral equations $\lambda A x=x+w$ ?
20. Suppose that the operator $A$ satisfies a polynomial equation $\sum_{j=0}^{n} c_{j} A^{j}=0$ in which $c_{0} \neq 0$. Prove that $A$ is invertible and give a formula for its inverse.
21. Prove that if $\|A\|<1$, then

$$
\frac{1}{1+\|A\|} \leqslant\left\|(I-A)^{-1}\right\| \leqslant \frac{1}{1-\|A\|}
$$

22. Assume that $A^{m+1}=A$ for some integer $m \geqslant 1$, and show how to solve the equation $x-\lambda A x=b$.
23. Investigate the nature of the solutions to the Fredholm integral equation $x(t)=1+$ $\int_{0}^{1} x(s t) d s$.
24. Define $F: C[0,1] \rightarrow C[0,1]$ by the equation

$$
(F x)(t)=x(t)-\int_{0}^{1} K(t, x(s)) d s
$$

Make reasonable assumptions about $K$ and compute the Fréchet derivative $F^{\prime}(x)$. Make further assumptions about $K$ and prove that $F^{\prime}(x)$ is invertible.
25. In Example 3, do we have $A^{-1}=B(A B)^{-1}$ ?
26. Find the connection between the Neumann Theorem and Lemma 1 in Section 4.1. (That lemma concerns diagonally dominant matrices.)
27. Let $a$ and $b$ be elements of a (possibly noncommutative) ring with unit 1 . Show that the partial sums of the series $\sum_{k=0}^{\infty} b(1-a b)^{k}$ can be computed by the formulas $x_{0}=b$ and $x_{n+1}=x_{n}+b\left(1-a x_{n}\right)$.
28. Define an operator $A$ from $C[0,1]$ into $C[0,1]$ by the equation

$$
(A x)(t)=x(t)-\int_{0}^{1} x(s)\left[s^{2}+\frac{t^{2}}{2}\right] d s
$$

Prove that $A$ is invertible and give a series for its inverse.
29. Consider the integral operator $(K x)(t)=\int_{0}^{t} k(t, s) x(s) d s$, where $x \in C[0,1]$ and $k \in$ $C([0,1] \times[0,1])$. Prove that $I-K$ is invertible. Prove that this assertion may be false if the upper limit in the integral is replaced by 1.

### 4.4 Projections and Projection Methods

Consider a normed linear space $X$. An element $P$ of $\mathcal{L}(X, X)$ is called a projection if $P$ is idempotent: $P^{2}=P$. Notice particularly that linearity and continuity are incorporated in the definition. Obvious examples are $P=0$ and $P=I$. In Hilbert space, if $\left\{v_{1}, v_{2}, \ldots\right\}$ is a finite or infinite orthonormal system, the equation

$$
\begin{equation*}
P x=\sum_{j}\left\langle x, v_{j}\right\rangle v_{j} \tag{1}
\end{equation*}
$$

defines a projection. To prove this, notice first that

$$
P v_{i}=\sum_{j}\left\langle v_{i}, v_{j}\right) v_{j}=\sum_{j} \delta_{i j} v_{j}=v_{i}
$$

Thus $P$ leaves undisturbed each $v_{i}$. Consequently,

$$
P^{2} x=P(P x)=\sum_{j}\left\langle x, v_{j}\right\rangle P v_{j}=\sum_{j}\left(x, v_{j}\right) v_{j}=P x
$$

Here are some elementary results about projections.
Theorem 1. The range of a projection is identical with the set of its fixed points.

Proof. Let $P: X \rightarrow X$ be a projection and $V$ its range. If $v \in V$, then $v=P x$ for some $x$, and consequently,

$$
P v=P^{2} x=P x=v
$$

Thus $v$ is a fixed point of $P$. The reverse inclusion is obvious: If $x=P x$, then $x$ is in the range of $P$.

Theorem 2. If $P$ is a projection, then so is $I-P$. The range of each is the null space of the other.

Proof.

$$
(I-P)^{2}=(I-P)(I-P)=I-2 P+P^{2}=I-P
$$

Use $\mathcal{R}$ and $\mathcal{N}$ for "range" and "null space." Then the preceding theorem shows that

$$
\begin{equation*}
\mathcal{R}(P)=\mathcal{N}(I-P) \tag{2}
\end{equation*}
$$

Applying this to $I-P$, we get

$$
\begin{equation*}
\mathcal{R}(I-P)=\mathcal{N}(P) \tag{3}
\end{equation*}
$$

It should be noted that the range of a projection $P$ is necessarily closed, because the continuity of $P$ implies that the set $\{x:(I-P) x=0\}$ is closed. This is a special property not possessed by all elements of $\mathcal{L}(X, X)$. Notice also that $P$ acts like the identity on its range. Thus, every projection can be regarded as a continuous linear extension of the identity operator defined initially on a subspace of the given space. If $P$ is a projection of $X$ onto $V$, then $V$ is closed, and we say that " $P$ is a projection of $X$ onto $V$," writing $P: X \rightarrow V$, where the double arrow signifies a sur jection.

Theorem 3. The adjoint of a projection is also a projection.
Proof. Let $P$ be a projection defined on the normed space $X$. Recall that its adjoint $P^{*}$ maps $X^{*}$ to $X^{*}$ and is defined by the equation

$$
P^{*} \phi=\phi \circ P \quad \phi \in X^{*}
$$

Thus it follows that

$$
\left(P^{*}\right)^{2} \phi=P^{*}\left(P^{*} \phi\right)=(\phi \circ P) \circ P=\phi \circ P^{2}=\phi \circ P=P^{*} \phi
$$

In the next theorem, the structure of a projection having a finitedimensional range is revealed.

Theorem 4. Let $P$ be a projection of a normed space $X$ onto a finite-dimensional subspace $V$. If $\left\{v_{1}, \ldots, v_{n}\right\}$ is any basis for $V$ then there exist functionals $\phi_{i}$ in $X^{*}$ such that

$$
\begin{align*}
& \phi_{i}\left(v_{j}\right)=\delta_{i j} \quad(1 \leqslant i, j \leqslant n)  \tag{4}\\
& P x=\sum_{i=1}^{n} \phi_{i}(x) v_{i} \quad(x \in X) \tag{5}
\end{align*}
$$

Proof. Select $\psi_{i} \in V^{*}$ such that for any $v \in V$,

$$
v=\sum_{i=1}^{n} \psi_{i}(v) v_{i}
$$

The functionals $\psi_{i}$ are linear and continuous, by Corollary 1 in Section 1.5, page 26. (See also the proof of Corollary 2 in the same section.) For each $x \in X$, $P x \in V$, and so $P x=\sum_{i=1}^{n} \psi_{i}(P x) v_{i}$. Hence we can let $\phi_{i}(x)=\psi_{i}(P x)$. Being a composition of continuous linear maps, $\phi_{i}$ is also linear and continuous. The equation $P v_{j}=v_{j}$ implies that $\phi_{i}\left(v_{j}\right)=\delta_{i j}$ by the uniqueness of the representation of $P x$ as a linear combination of the basis vectors $v_{i}$.

A set of vectors $v_{1}, v_{2}, \ldots$ and a set of functionals $\phi_{1}, \phi_{2}, \ldots$ is said to form a biorthogonal system if $\phi_{i}\left(v_{j}\right)=\delta_{i j}$ for all $i$ and $j$. The book [Brez] is devoted to this topic.

In practical problems, a projection is often used to provide approximations. Thus, if $x$ is an element of a normed space $X$ and if $V$ is a subspace of $X$, it may be desired to approximate $x$ by an element of $V$. If $v \in V$, the error or deviation of $x$ from $v$ is $\|x-v\|$, and the minimum deviation or distance from $x$ to $V$ is

$$
\operatorname{dist}(x, V)=\inf _{v \in V}\|x-v\|
$$

This quantity represents the best that can be done in approximating $x$ by an element of $V$. In most normed spaces it is quite difficult to determine a best approximation to $x$. That would be an element $v \in V$ such that

$$
\begin{equation*}
\|x-v\|=\operatorname{dist}(x, V) \tag{6}
\end{equation*}
$$

Such an element need not exist. It will exist if $V$ is finite dimensional and in certain other special cases. Usually, we find a convenient projection $P: X \rightarrow V$ and accept $P x$ as an approximation to $x$. In Hilbert space, we can use the orthogonal projection of $X$ onto $V$ and thereby obtain the best approximation. In most spaces, best approximations-even if they exist-cannot be obtained by using linear maps.

Theorem 5. If $P$ is a projection of $X$ onto a subspace $V$, then for all $x \in X$,

$$
\begin{equation*}
\|x-P x\| \leqslant\|I-P\| \operatorname{dist}(x, V) \tag{7}
\end{equation*}
$$

Proof. For any $v \in V, P v=v$. Hence

$$
\|x-P x\|=\|(x-v)-P(x-v)\|=\|(I-P)(x-v)\| \leqslant\|I-P\|\|x-v\|
$$

Now take an infimum as $v$ ranges over $V$.
As remarked above, the Hilbert space case is especially favorable, since the orthogonal projection onto a subspace does yield best approximations. If $X$ is a Hilbert space and $P: X \rightarrow V$ is a projection, we call it the orthogonal projection onto $V$ if

$$
\begin{equation*}
x-P x . \perp V \quad(x \in X) \tag{8}
\end{equation*}
$$

If this is the case, then by the Pythagorean Law,

$$
\begin{equation*}
\|x\|^{2}=\|P x\|^{2}+\|x-P x\|^{2} \tag{9}
\end{equation*}
$$

Hence $P$ and $I-P$ have operator norms at most 1. Inequality (7) now shows that $P x$ is the best approximation to $x$ in the subspace $V$. Furthermore, $x-P x$ is the best approximation of $x$ in $V^{\perp}$. (This last space is the orthogonal complement of $V$ in the Hilbert space $X$.)

Example 1. Consider the familiar space $C[a, b]$. In it we single out for special attention the subspace $I_{n-1}$ consisting of all polynomials of degree at most $n-1$. This has dimension $n$. Now select points $t_{1}<t_{2}<\cdots<t_{n}$ in $[a, b]$, and define polynomials

$$
\ell_{i}(s)=\prod_{\substack{j=1 \\ j \neq i}}^{n} \frac{s-t_{j}}{t_{i}-t_{j}} \quad(1 \leqslant i \leqslant n)
$$

These polynomials have degree $n-1$ and satisfy the equation

$$
\ell_{i}\left(t_{j}\right)=\delta_{i j} \quad(1 \leqslant i, j \leqslant n)
$$

This is a special case of Equation (4) above. The operator $L$, defined for $x \in$ $C[a, b]$ by the equation

$$
L x=\sum_{i=1}^{n} x\left(t_{i}\right) \ell_{i}
$$

is the Lagrange Interpolation Operator; it is a projection.
For any $t \in[a, b]$, we can define a functional $t^{*}$ on the space $C[a, b]$ by writing $t^{*}(x)=x(t)$, where $x$ runs over $C[a, b]$. This functional is called a point evaluation functional. Notice that in Example 1, the functions $\ell_{1}, \ell_{2}, \ldots, \ell_{n}$ and the functionals $t_{1}^{*}, t_{2}^{*}, \ldots, t_{n}^{*}$ form together a biorthogonal system, as defined just after Theorem 4.

Besides being used directly to provide approximations to elements in a normed linear space, projections are used to solve operator equations. Let us illustrate this in a Hilbert space $X$. Suppose that it is desired to solve an operator equation $A x=b$. Here, $A \in \mathcal{L}(X, X)$; it could be an integral operator, for example. Let $\left[u_{j}: j \in \mathbb{N}\right]$ be an orthonormal basis for $X$. (In such a case, $X$ must be separable.) The equation $A x=b$ is equivalent to an infinite system of equations:

$$
\begin{equation*}
\left\langle A x, u_{j}\right\rangle=\left\langle b, u_{j}\right\rangle \quad(j \in \mathbb{N}) \tag{10}
\end{equation*}
$$

In attempting to find an approximate solution to this problem, we solve the finite system

$$
\left\langle A x_{n}, u_{j}\right\rangle=\left\langle b, u_{j}\right\rangle \quad(1 \leqslant j \leqslant n)
$$

This is the same as

$$
\begin{equation*}
P_{n}\left(A x_{n}-b\right)=0 \tag{11}
\end{equation*}
$$

where $P_{n}$ is the orthogonal projection defined by

$$
\begin{equation*}
P_{n} y=\sum_{j=1}^{n}\left\langle y, u_{j}\right\rangle u_{j} \tag{12}
\end{equation*}
$$

Does this strategy have any chance of success? It depends on whether the sequence $\left[x_{n}\right]$, arising as outlined above, converges. Assume that $x_{n} \rightarrow x$. Let us verify that $x$ is a solution: $A x=b$. By the continuity of $A, A x_{n} \rightarrow A x$. Since $\left\|P_{n}\right\|=1, P_{n}\left(A x_{n}-A x\right) \rightarrow 0$. But $P_{n} A x_{n}=P_{n} b$ by our choice of $x_{n}$. Hence $P_{n} b-P_{n} A x \rightarrow 0$. In the limit, this gives us $b=A x$.

Notice that this proof uses the essential fact that $P_{n} y \rightarrow y$ for all $y$. For our general theorem (in any Banach space) this assumption is needed.

Theorem 6. Let $\left[P_{n}\right]$ be a sequence of projections on a Banach space $X$, and assume that $P_{n} y \rightarrow y$ for each $y$ in $X$. Let $b \in X$ and $A \in \mathcal{L}(X, X)$. For each $n$ let $x_{n}$ be a point such that $P_{n}\left(A x_{n}-b\right)=0$. If $x_{n} \rightarrow x$, then $A x=b$.

Proof. Since $P_{n} y \rightarrow y$, we also have $\left\|P_{n} y\right\| \rightarrow\|y\|$, and therefore $\sup _{n}\left\|P_{n} y\right\|<$ $\infty$ for each $y$. Since $X$ is complete, we may apply the Uniform Boundedness Principle (Section 1.7, page 42) and conclude that $\sup _{n}\left\|P_{n}\right\|<\infty$. By the continuity of $A, A x_{n} \rightarrow A x$. By the boundedness of $\left\|P_{n}\right\|$, we have $P_{n}\left(A X_{n}-A x\right) \rightarrow 0$. By the choice of $x_{n}, P_{n} A x_{n}=P_{n} b$. Hence $P_{n} b-P_{n} A x \rightarrow 0$. In the limit, this yields $b=A x$.

A projection method for solving an equation of the form $A x=b$, where $A \in \mathcal{L}(X, X)$, begins by selecting a sequence of subspaces

$$
\begin{equation*}
V_{1} \subset V_{2} \subset V_{3} \subset \cdots \subset X \tag{13}
\end{equation*}
$$

and associated projections $P_{n}: X \rightarrow V_{n}$. For each $n$, we find an $x_{n}$ that satisfies

$$
\begin{equation*}
P_{n}\left(A x_{n}-b\right)=0 \tag{14}
\end{equation*}
$$

Often we insist that $x_{n} \in V_{n}$, but this is not essential. One hopes that the sequence $\left[x_{n}\right]$ will converge to a solution of the original problem. We shall give some positive results in this direction. These apply to a problem of the form

$$
\begin{equation*}
x-A x=b \tag{15}
\end{equation*}
$$

Theorem 7. Let $P$ be a projection of the normed space $X$ onto a subspace $V$. Suppose that $x \in X, x-A x-b=0, \tilde{x} \in V$, and $P(\widetilde{x}-A \widetilde{x}-b)=0$. If $I-P A$ is invertible, then

$$
\begin{equation*}
\|x-\tilde{x}\| \leqslant\left\|(I-P A)^{-1}\right\|\|x-P x\| \tag{16}
\end{equation*}
$$

Proof. From Equation (15), $P A x=P x-P b$. Hence

$$
\begin{equation*}
x-P A x=x-P x+P b \tag{17}
\end{equation*}
$$

Since $\tilde{x} \in V$, it follows that $P \widetilde{x}=\tilde{x}$. Consequently,

$$
\begin{equation*}
\tilde{x}-P A \tilde{x}=P b \tag{18}
\end{equation*}
$$

Subtraction between Equations (17) and (18) gives

$$
x-\tilde{x}-P A(x-\tilde{x})=x-P x
$$

or

$$
(I-P A)(x-\tilde{x})=x-P x
$$

Thus we have

$$
x-\tilde{x}=(I-P A)^{-1}(x-P x)
$$

This leads to Inequality (16).
Let us see how this theorem can be applied in the case where $X$ is a Hilbert space. Let $\left[v_{1}, v_{2}, \ldots\right]$ be an orthonormal basis for $X$, and suppose that we wish to solve

$$
\begin{equation*}
x-A x=b \tag{19}
\end{equation*}
$$

in which $A \in \mathcal{L}(X, X)$ and $\|A\|<1$. Let $V_{n}$ be the linear subspace of dimension $n$ generated by $\left\{v_{1}, \ldots, v_{n}\right\}$, and let $P_{n}$ be the orthogonal projection of $X$ onto $V_{n}$. The familiar formula for $P_{n}$ is

$$
\begin{equation*}
P_{n} x=\sum_{j=1}^{n}\left(x, v_{j}\right) v_{j} \tag{20}
\end{equation*}
$$

In applying the projection method to Equation (19), let us select elements $x_{n}$ in $V_{n}$ for which

$$
\begin{equation*}
P_{n}(I-A) x_{n}=P_{n} b \tag{21}
\end{equation*}
$$

By the preceding theorem, the actual solution $x$ is related to the approximate solution $x_{n}$ by the inequality

$$
\begin{equation*}
\left\|x-x_{n}\right\| \leqslant\left\|\left(I-P_{n} A\right)^{-1}\right\|\left\|x-P_{n} x\right\| \tag{2}
\end{equation*}
$$

Now $\left\|P_{n}\right\|=1$, and so $\left\|P_{n} A\right\| \leqslant\|A\|<1$. Hence

$$
\left\|\left(I-P_{n} A\right)^{-1}\right\| \leqslant(1-\|A\|)^{-1}
$$

(This estirnate comes from the proof of the Neumann Theorem.) Also, we know that

$$
\left\|x-P_{n} x\right\|^{2}=\left\|\sum_{i=n+1}^{\infty}\left\langle x, v_{i}\right\rangle v_{i}\right\|^{2}=\sum_{i=n+1}^{\infty}\left|\left\langle x, v_{i}\right)\right|^{2} \rightarrow 0
$$

We conclude therefore from Inequality (22) that the approximate solutions $x_{n}$ converge to $x$ as $n \rightarrow \infty$. We summarize this discussion in the next theorem.

Theorem 8. Let $\left[v_{1}, v_{2}, \ldots\right]$ be an orthonormal basis in a Hilbert space $X$. Let $A \in \mathcal{L}(X, X)$ and $\|A\|<1$. For each $n$, let $x_{n}$ be a linear combination of $v_{1}, \ldots, v_{n}$ chosen so that

$$
\begin{equation*}
\left\langle x_{n}-A x_{n}, v_{i}\right)=\left\langle b, v_{i}\right\rangle \quad(1 \leqslant i \leqslant n) \tag{23}
\end{equation*}
$$

Then $\left[x_{n}\right]$ converges to the solution of the equation $x-A x=b$.
Of course, the Neumann Theorem can be used to solve the equation $(I-A) x=b$. It gives $x=(I-A)^{-1} b=\sum_{n=0}^{\infty} A^{n} b$. There seems to be no obvious connection between this solution and the one provided by Theorem 8.

In the general projection method, in solving the equation

$$
\begin{equation*}
P_{n}(A x-b)=0 \tag{24}
\end{equation*}
$$

we need not confine ourselves to the case where $x$ is chosen in the range of $P_{n}$. Instead, we can let $x$ be a linear combination of other prescribed elements, say $x=\sum_{i=1}^{n} c_{i} u_{i}$. In this case, we attempt to choose $c_{i}$ so that

$$
\begin{equation*}
P_{n}\left(\sum_{j=1}^{n} c_{j} A u_{j}-b\right)=0 \tag{25}
\end{equation*}
$$

Suppose that $P_{n}$ is a projection of rank $n$ having the explicit formula

$$
\begin{equation*}
P_{n} x=\sum_{i=1}^{n} \phi_{i}(x) v_{i} \tag{26}
\end{equation*}
$$

Then Equation (25) gives us

$$
\begin{equation*}
\phi_{i}\left(\sum_{j=1}^{n} c_{j} A u_{j}-b\right)=0 \quad(1 \leqslant i \leqslant n) \tag{27}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{j=1}^{n} c_{j} \phi_{i}\left(A u_{j}\right)=\phi_{i}(b) \quad(1 \leqslant i \leqslant n) \tag{28}
\end{equation*}
$$

This is a system of linear equations having coefficient matrix $\left(\phi_{i}\left(A u_{j}\right)\right.$ ). In the next two sections we shall see examples of this procedure.

## Problems 4.4

1. Let $\left\{u_{1}, \ldots, u_{n}\right\}$ be a linearly independent set in a inner-product space. Prove that the Gram matrix, whose elements are $\left\langle u_{i}, u_{j}\right\rangle$, is nonsingular.
2. Let $P$ be a projection of a normed space $X$ onto a subspace $V$. Prove that $P x=0$ if and only if $\phi(x)=0$ for each $\phi$ in the range of $P^{*}$.
3. Let $P_{1}, P_{2}, \ldots$ be a sequence of projections on a normed space $X$. Suppose that $P_{n+1} P_{n}=P_{n}$ for all $n$ and that the union of the ranges of these projections is dense in $X$. Suppose further that $\sup _{n}\left\|P_{n}\right\|<\infty$. Prove that $P_{n} x \rightarrow x$ for all $x \in X$.
4. Let $P_{1}, P_{2}, \ldots$ be a sequence of projections on a Banach space $X$. Prove that if $P_{n} x \rightarrow x$ for all $x \in X$, then $\sup _{n}\left\|P_{n}\right\|<\infty$ and the union of the ranges of the projections is dense in $X$. Hint: The Uniform Boundedness Theorem is useful.
5. Let $X$ be a Banach space and $P_{1}, P_{2}, \ldots$ projections on $X$ such that $P_{n} x \rightarrow x$ for every $x$. Suppose that $A$ is an invertible element of $\mathcal{L}(X, X)$. For each $n$, let $x_{n}$ be a point such that $P_{n} x_{n}=x_{n}$ and $P_{n}\left(A x_{n}-b\right)=0$. Prove or disprove that the sequence $\left[x_{n}\right]$ necessarily converges to the solution of the equation $A x=b$.
6. Let $\left\{\phi_{1}, \ldots, \phi_{n}\right\}$ be a linearly independent set in $X^{*}$. Is there a projection $P: X \rightarrow X$ having rank $n$ of the form $P x=\sum_{i=1}^{n} \phi_{i}(x) v_{i}$ ? (The rank of a linear operator is the dimension of its range.)
7. Adopt the notation of Theorem 4 , and prove that $\phi_{i}(P x)=\phi_{i}(x)$ for all $i$ in $\{1,2, \ldots, n\}$ and for all $x$ in $X$.
8. Prove that the operator $L$ in Example 1 is a projection. Prove that $\|L\|=\left\|\sum\left|\ell_{i}\right|\right\|_{\infty}$.
9. Let $A$ and $P$ be elements of $\mathcal{L}(X, X)$, where $P^{2}=P$. Let $V$ denote the range of $P$. Show that $P A \mid V \in \mathcal{L}(V, V)$. Is $P A \mid V$ invertible?
10. Prove a variant of Theorem 6 in which $P$ is an arbitrary linear operator and $\tilde{x}$ satisfies $P \tilde{x}=\widetilde{x}$.
11. In the setting of Theorem 8, prove that the solution to the problem is given by $x=$ $\sum_{n=0}^{\infty} A^{n} b$. How is this solution related to the one given in the theorem, namely, $x=$ $\sum_{\lim x_{n}}$ ?
12. Consider the familiar sequence space $c_{0}$. (It was described in Problem 1.2.16, page 12.) We define a projection $P: c_{0} \rightarrow c_{0}$ by selecting any set of integers $J$ and setting

$$
(P x)(n)= \begin{cases}x(n) & (n \in \mathbb{N} \backslash J) \\ 0 & (n \in J)\end{cases}
$$

Prove that $P$ is a projection. Identify the null space and range of $P$. Give the formula for $I-P$. Compute $\|P\|$ and $\|I-P\|$. How many projections of this type are there? What is the distance between any two diff erent such projections?
13. Let $\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ and $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ be sets in a Hilbert space, the second set being assumed to be linearly independent. Define $A x=\sum_{i=1}^{n}\left\langle x, u_{i}\right\rangle v_{i}$. Determine the necessary and sufficient conditions on $\left\{u_{i}\right\}$ in order that $A$ be a projection, i.e., $A^{2}=A$.
14. (Variation on Problem 5.) Let $X$ be a Banach space, and let $P_{1}, P_{2}, \ldots$ be projections on $X$ such that $P_{n} x \rightarrow x$ for each $x$ in $X$. Assume that $\left\|P_{n}\right\|=1$ for all $n$. Let $A$ be a linear operator such that $\|I-A\|<1$. If the points $x_{n}$ satisfy $P_{n} x_{n}=x_{n}$ and $P_{n}\left(A x_{n}-b\right)=0$, then the sequence $\left[x_{n}\right]$ converges to a solution of the equation $A x=b$.
15. In $\mathbb{R}^{2}$, let $u=(1,1), v=(1,0)$, and $P x=\langle x, u\rangle v$. Prove that $P$ is a projection. Using the Euclidean norm in $\mathbb{R}^{2}$, compute $\|P\|$. This problem illustrates the fact that projections on Hilbert spaces need not have norm 1.
16. Is a norm-1 projection defined on a Hilbert space necessarily an orthogonal projection?
17. Explain why point-evaluation functionals, as defined on the space $C[a, b]$, cannot be defined on any of the spaces $L^{p}[a, b]$.

### 4.5 The Galerkin Method

The procedure that goes by the name of the mathematician Galerkin is one of the projection methods, in fact, the one described at length in the preceding section. We review the method briefly, and then discuss concrete examples of its use.

We wish to solve an equation of the form

$$
\begin{equation*}
A u=b \tag{1}
\end{equation*}
$$

in which $A$ is an operator acting on a Hilbert space $U$. A finite-dimensional subspace $V$ is chosen in $U$, and we let $P$ denote the orthogonal projection of $U$ onto $V$. Then we find $\widetilde{u} \in V$ such that

$$
\begin{equation*}
P(A \tilde{u}-b)=0 \tag{2}
\end{equation*}
$$

If $v_{1}, v_{2}, \ldots, v_{n}$ is a basis for $V$, and if we set $\widetilde{u}=\sum_{j=1}^{n} c_{j} v_{j}$, then Equation (2) leads to

$$
\begin{equation*}
\sum_{j=1}^{n} c_{j}\left\langle A v_{j}, v_{i}\right\rangle=\left\langle b, v_{i}\right\rangle \quad(1 \leqslant i \leqslant n) \tag{3}
\end{equation*}
$$

These are the "Galerkin Equations" for $\tilde{u}$.
Here is an example of the Galerkin method in the subject of partial differential equations. We recall the definition of the Laplacian operator $\nabla^{2}$ (also denoted by $\Delta$ ):

$$
\nabla^{2} u=\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}
$$

An important problem, known as the Dirichlet problem, is to find a function $u=u(x, y)$ that obeys Laplace's equation $\nabla^{2} u=0$ in a bounded open set ("region") $\Omega$ in the plane and takes prescribed values on the boundary of the region (denoted by $\partial \Omega$ ). Thus there are two conditions on the unknown function $u$ :

$$
\left\{\begin{array}{l}
\nabla^{2} u=0 \text { in } \Omega  \tag{4}\\
u(x, y)=g(x, y) \text { on } \partial \Omega
\end{array}\right.
$$

A function $u$ that has continuous second-order partial derivatives and satisfies $\nabla^{2} u=0$ in a region $\Omega$ is said to be harmonic in $\Omega$. In the Dirichlet problem, the function $g$ is defined only on $\partial \Omega$ and should be continuous. Thus the Dirichlet problem has the goal of reconstructing a harmonic function in a region $\Omega$ from a knowledge of its values on the boundary of $\Omega$. It furnishes a nice example of the recovery of a function from incomplete information. (The general topic of optimal recovery of functions has many other specific examples, such as in computed tomography, where the density function of a solid object is to be recovered from information produced by $X$-ray scanning.)

In applying Galerkin's method to the Dirichlet problem, it is advantageous to select base functions $u_{1}, \ldots, u_{n}$ that are harmonic in $\Omega$. Then an arbitrary linear combination $\sum_{j=1}^{n} c_{j} u_{j}$ will also be harmonic, and we need only to adjust the coefficients so that the boundary conditions are approximately satisfied. That could mean that $\left\|\sum_{j=1}^{n} c_{j} u_{j}-g\right\|$ is to be minimized, where the norm is one that involves only function values on $\partial \Omega$. In Galerkin's method, however, we select $c_{j}$ so that

$$
\begin{equation*}
\left\langle\sum_{j=1}^{n} c_{j} u_{j}-g, u_{i}\right\rangle=0 \quad i=1, \ldots, n \tag{5}
\end{equation*}
$$

where the inner product could be a line integral around the boundary of $\Omega$.
A plenitude of harmonic functions can be obtained from the fact that the real and imaginary parts of a holomorphic function of a complex variable are harmonic. To prove this, let $w$ be holomorphic, and let $w=u+i v$, where $u$ and $v$ are the real and imaginary parts of $w$. By the Cauchy-Riemann Equations, we have

$$
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=\frac{\partial}{\partial x} \frac{\partial u}{\partial x}+\frac{\partial}{\partial y} \frac{\partial u}{\partial y}=\frac{\partial}{\partial x} \frac{\partial v}{\partial y}+\frac{\partial}{\partial y}\left(-\frac{\partial v}{\partial x}\right)=0
$$

The proof for $v$ comes from observing that it is the real part of $-i w$.
To illustrate this, consider the function $z \mapsto z^{2}$. We have

$$
w=z^{2}=(x+i y)^{2}=x^{2}-y^{2}+2 i x y=u+i v
$$

Thus the functions $u=x^{2}-y^{2}$ and $v=2 x y$ are harmonic. (See Problem 10.)
The Dirichlet problem is frequently encountered with Poisson's Equation:

$$
\left\{\begin{array}{l}
\nabla^{2} u=f \text { in } \Omega  \tag{6}\\
u=g \text { on } \partial \Omega
\end{array}\right.
$$

One way of solving (6) is to solve two related but easier problems:

$$
\left\{\begin{array} { l } 
{ \nabla ^ { 2 } v = f \text { on } \Omega }  \tag{7}\\
{ v = 0 \text { on } \partial \Omega }
\end{array} \quad \left\{\begin{array}{l}
\nabla^{2} w=0 \text { on } \Omega \\
w=g \text { on } \partial \Omega
\end{array}\right.\right.
$$

Clearly, the function $u=v+w$ will then solve (6). The problem involving $w$ was discussed previously. The Galerkin procedure for approximating $v$ begins with the selection of base functions $v_{1}, v_{2}, \ldots$ that vanish on $\partial \Omega$. Then an
approximate solution $v$ is sought having the form $v=\sum_{j=1}^{n} c_{j} v_{j}$. The usual Galerkin criterion is applied, so we have to solve the linear equations

$$
\begin{equation*}
\sum_{j=1}^{n} c_{j}\left\langle\nabla^{2} v_{j}, v_{i}\right\rangle=\left\langle f, v_{i}\right\rangle \quad i=1, \ldots, n \tag{8}
\end{equation*}
$$

The inner product here should be defined by the equation

$$
\begin{equation*}
\langle u, v\rangle=\int_{\Omega} u(x, y) v(x, y) d x d y \tag{9}
\end{equation*}
$$

Theorem 1. If $\Omega$ is a region to which Green's Theorem applies, then the Laplacian is self-adjoint with respect to the inner product (9) when applied to functions vanishing on $\partial \Omega$.

Proof. Using subscripts to denote partial derivatives, we write Green's Theorem in the form

$$
\int_{\Omega}\left(Q_{x}-P_{y}\right)=\int_{\partial \Omega}(P d x+Q d y)
$$

Applying this to the functions $Q=u v_{x}-v u_{x}$ and $P=v u_{y}-u v_{y}$, we obtain

$$
\int_{\Omega}\left(u \nabla^{2} v-v \nabla^{2} u\right)=\int_{\partial \Omega}\left[\left(v u_{y}-u v_{y}\right) d x+\left(u v_{x}-v u_{x}\right) d y\right]
$$

Since $v$ and $u$ vanish on $\partial \Omega$, we conclude that $\left\langle u, \nabla^{2} v\right\rangle=\left\langle\nabla^{2} u, v\right\rangle$.
A remark about Equation (8) is in order. Some authors argue that the coefficients $c_{j}$ should be chosen to minimize the expression

$$
\left\|\nabla^{2}\left(\sum_{j=1}^{n} c_{j} v_{j}\right)-f\right\|
$$

where the Hilbert space norm is being used, corresponding to the inner product in Equation (9). This is a problem of approximating $f$ as well as possible by a linear combination of the functions $\nabla^{2} v_{i}(1 \leqslant i \leqslant n)$. The solution is obtained via the normal equations

$$
\sum_{j=1}^{n} c_{j} \nabla^{2} v_{j}-f \perp \nabla^{2} v_{i} \quad(1 \leqslant i \leqslant n)
$$

This leads to the system

$$
\begin{equation*}
\sum_{j=1}^{n} c_{j}\left\langle\nabla^{2} v_{j}, \nabla^{2} v_{i}\right\rangle=\left\langle f, \nabla^{2} v_{i}\right\rangle \quad(1 \leqslant i \leqslant n) \tag{10}
\end{equation*}
$$

This is not the classical Galerkin method, although it is an example of the general theory presented in Section 6.4.

An existence theorem for solutions of the Dirichlet problem is quoted here, from [Gar], page 288. It concerns domains with smooth boundary. Other such theorems can be found in [Kello].

Theorem 2. Let $\Omega$ be a bounded open set in $\mathbb{R}^{2}$ whose boundary $\partial \Omega$ consists of a finite number of simple closed curves. Assume the existence of a number $r>0$ such that at each point of $\partial \Omega$ there are two circles of radius $r$ tangent to $\partial \Omega$ at that point, one circle in $\bar{\Omega}$ and the other in $\mathbb{R}^{2} \backslash \Omega$. Let $g$ be a twice continuously differentiable function on $\Omega$. Then the Dirichlet problem (4) has a unique solution.

For boundary-value problems involving differential equations, the Galerkin strategy can be applied after first turning the boundary-value problem into a "variational form." This typically leads to particular cases of a general problem that we now describe.

Two Hilbert spaces $U$ and $V$ are prescribed, and there is given a bilinear functional on $U \times V$. ("Bilinear" means linear in each variable.) Calling this functional $B$, let us make further assumptions as follows:
(a) $|B(u, v)| \leqslant \alpha\|u\|\|v\|$
(b) $\inf _{\|u\|=1} \sup _{\|v\|=1}|B(u, v)|=\beta>0$
(c) If $v \neq 0$, then $\sup _{u} B(u, v)>0$

With this setting established, there is a standard problem to be solved, namely, given a specific point $z$ in $V$, to find $w$ in $U$ such that, for all $v$ in $V, B(w, v)=$ $\langle z, v\rangle$. The following theorem concerning this problem is Babuška's generalization of a theorem proved first by Lax and Milgram. The proof given is adapted from [OdR].

Theorem 3. Babus̄ka-Lax-Milgram Under the hypotheses listed above we have the following: For each $z$ in $V$ there is a unique $w$ in $U$ such that

$$
B(w, v)=\langle z, v\rangle \quad \text { for all } v \text { in } V
$$

Furthermore, $w$ depends linearly and continuously on $z$.
Proof. As usual, we define the $u$-sections of $B$ by $B_{u}(v)=B(u, v)$. Then each $B_{u}$ is a continuous linear functional on $V$. Indeed,

$$
\left\|B_{u}\right\|=\sup \{|B(u, v)|: v \in V,\|v\|=1\} \leqslant \alpha\|u\|
$$

By the Riesz Representation Theorem (Section 2.3, Theorem 1, page 81), there corresponds to each $u$ in $U$ a unique point $A u$ in $V$ such that $B_{u}(v)=\langle A u, v\rangle$. Elementary arguments show that $A$ is a linear map of $U$ into $V$. Thus,

$$
\langle A u, v\rangle=B_{u}(v)=B(u, v)
$$

The continuity of $A$ follows from the inequality $\|A u\|=\left\|B_{u}\right\| \leqslant \alpha\|u\|$. The operator $A$ is also bounded from below:

$$
\|A u\|=\sup _{\|v\|=1}\langle A u, v\rangle=\sup _{\|v\|=1}|B(u, v)| \geqslant \beta\|u\|
$$

In order to prove that the range of $A$ is closed, let $\left[v_{n}\right]$ be a convergent sequence in the range of $A$. Write $v_{n}=A u_{n}$, and note that by the Cauchy property

$$
0=\lim _{n, m \rightarrow \infty}\left\|v_{n}-v_{m}\right\|=\lim _{n, m}\left\|A u_{n}-A u_{m}\right\| \geqslant \beta \lim _{n, m}\left\|u_{n}-u_{m}\right\|
$$

Consequently, $\left[u_{n}\right]$ is a Cauchy sequence. Let $u=\lim _{n} u_{n}$. By the continuity of $A, v_{n}=A u_{n} \rightarrow A u$, showing that $\lim _{n} v_{n}$ is in the range of $A$. Next, we wish to establish that the range of $A$ is dense in $V$. If it is not, then the closure of the range is a proper subspace of $V$. Select a nonzero vector $p$ orthogonal to the range of $A$. Then $\langle A u, p\rangle=0$ for all $u$. Equivalently, $B(u, p)=0$, contrary to the hypothesis (3) on $B$. At this juncture, we know that $A^{-1}$ exists as a linear map. Its continuity follows from the fact that $A$ is bounded below: If $u=A^{-1} v$, then the inequality $\|A u\| \geqslant \beta\|u\|$ implies $\|v\| \geqslant \beta\left\|A^{-1} v\right\|$. The equation we seek to solve is $B(w, v)=\langle z, v\rangle$ for all $v$. Equivalently, $\langle A w, v\rangle=\langle z, v\rangle$. Hence $A w=z$ and $w=A^{-1} z$. Since there is no other choice for $w$, we conclude that it is unique and depends continuously and linearly on $z$.

If a problem has been recast into the form of finding a vector $w$ for which $B(w, v)=\langle z, v\rangle$, as described above, then the Galerkin procedure can be used to solve this problem on a succession of finite-dimensional subspaces $U_{n} \subset U$ and $V_{n} \subset V$.

Reviewing the details of this strategy, we start by assuming that $\operatorname{dim}\left(U_{n}\right)=$ $\operatorname{dim}\left(V_{n}\right)=n$. Select bases $\left\{u_{i}\right\}$ for $U_{n}$ and $\left\{v_{i}\right\}$ for $V_{n}$. A solution $w_{n}$ to the "partial problem" is sought:

$$
B\left(w_{n}, v_{i}\right)=\left\langle z, v_{i}\right) \quad(1 \leqslant i \leqslant n)
$$

A "trial solution" is hypothesized: $w_{n}=\sum_{1}^{n} c_{j} u_{j}$. We must now solve the following system of $n$ linear equations in the $n$ unknown quantities $c_{j}$ :

$$
\sum_{j=1}^{n} c_{j} B\left(u_{j}, v_{i}\right)=\left\langle z, v_{i}\right\rangle \quad(1 \leqslant i \leqslant n)
$$

In order to have at this stage a nonsingular $n \times n$ matrix $B\left(u_{j}, v_{i}\right)$, we would have to make an assumption like hypothesis (b) for the two spaces $U_{n}$ and $V_{n}$. For example, we could assume
( $\mathrm{b}^{*}$ ) There is a positive $\beta_{n}$ such that

$$
\sup _{v \in V_{n},\|v\|=1}|B(u, v)| \geqslant \beta_{n}\|u\| \quad\left(u \in U_{n}\right)
$$

Problem 14 asks for a proof that this hypothesis will guarantee the nonsingularity of the matrix described above.

Example 1. Consider the two-point boundary-value problem

$$
\left(p u^{\prime}\right)^{\prime}-q u=f \quad u(a)=0 \quad u(b)=0
$$

This is a Sturm-Liouville problem, the subject of Theorem 1 in the next section (page 206) as well as Section 2.5, pages 105ff. In order to apply Theorem 3, one requires the bilinear form and linear functional appropriate to the problem. They are revealed by a standard procedure: Multiply the differential equation by a function $v$ that vanishes at the endpoints $a$ and $b$, and then use integration by parts:

$$
\begin{gathered}
\int_{a}^{b}\left[v\left(p u^{\prime}\right)^{\prime}-v q u\right]=\int_{a}^{b} v f \\
\left.v p u^{\prime}\right|_{a} ^{b}-\int_{a}^{b} v^{\prime} p u^{\prime}-\int_{a}^{b} v q u=\int_{a}^{b} v f \\
\\
\int_{a}^{b}\left[p u^{\prime} v^{\prime}+q u v\right]=\int_{a}^{b}-f v \\
B(u, v)=\int_{a}^{b}\left(p u^{\prime} v^{\prime}+q u v\right) \quad\langle f, v\rangle=-\int_{a}^{b} f v
\end{gathered}
$$

There is much more to be said about this problem, but here we wish to emphasize only the formal construction of the maps that enter into Theorem 3.

Example 2. The steady-state distribution of heat in a two-dimensional domain $\Omega$ is governed by Poisson's Equation:

$$
\nabla^{2} u=f \quad \text { in } \Omega
$$

Here, $u(x, y)$ is the temperature at the location $(x, y)$ in $\mathbb{R}^{2}$, and $f$ is the heatsource function. If the temperature on the boundary $\partial \Omega$ is held constant, then, with suitable units for the measurement of temperature, we may take $u(x, y)=$ 0 on $\partial \Omega$. This simple case leads to the problem of discovering $u$ such that $B(u, v)=\langle f, v\rangle$ for all $v$, where

$$
B(u, v)=-\int_{\Omega}\left(u_{x} v_{x}+u_{y} v_{y}\right)
$$

To arrive at this form of the problem, first write the equivalent equation

$$
\left\langle\nabla^{2} u, v\right\rangle=\langle f, v\rangle \quad \text { for all } v
$$

The integral form of this is

$$
\int_{\Omega} v \nabla^{2} u=\int_{\Omega} v f \quad \text { for all } v
$$

The integral on the left is treated by using Green's Theorem (also known as Gauss's Theorem). (This theorem plays the role of integration by parts for multivariate functions.) It states that

$$
\int_{\Omega}\left(P_{x}+Q_{y}\right)=\int_{\partial \Omega}(P d y-Q d x)
$$

This equation holds true under mild assumptions on $P, Q, \Omega$, and $\partial \Omega$. (See [Wid].) Exploiting the hypothesis of zero boundary values, we have

$$
\begin{aligned}
\int_{\Omega} v \nabla^{2} u & =\int_{\Omega}\left(u_{x x}+u_{y y}\right) v \\
& =\int_{\Omega}\left[\left(u_{x} v\right)_{x}+\left(u_{y} v\right)_{y}-u_{x} v_{x}-u_{y} v_{y}\right] \\
& =\int_{\partial \Omega}\left(u_{x} v-u_{y} v\right)-\int_{\Omega}\left(u_{x} v_{x}+u_{y} v_{y}\right) \\
& =-\int_{\Omega}\left(u_{x} v_{x}+u_{y} v_{y}\right)=B(u, v)
\end{aligned}
$$

References. For the classical theory of harmonic functions consult [Kello]. For the existence theory for solutions to the Dirichlet Problem, see [Gar]; in particular, Theorem 2 above can be found in that reference. For the Galerkin method, consult [KK], [KA], [OdR], [Kee], and [Gre], [Gri].

## Problems 4.5

1. ([Mil], page 115) Find an approximate solution of the two-point boundary-value problem

$$
x^{\prime \prime}+t x^{\prime}+x=2 t \quad x(0)=1 \quad x(1)=0
$$

by using Galerkin's method with trial functions

$$
x(t)=(1-t)\left(1+c_{1} t+c_{2} t^{2}+c_{3} t^{3}\right)
$$

2. Find an approximate solution of the problem

$$
\left(t x^{\prime}\right)^{\prime}+x=t \quad x(0)=0 \quad x(1)=1
$$

by using Galerkin's method and the trial solution

$$
x(t)=t+t(1-t)\left(c_{1}+c_{2} t\right)
$$

3. Invent an efficient algorithm for generating the sequences of harmonic functions [ $\left.u_{n}\right],\left[v_{n}\right]$, where $z^{n}=u_{n}+i v_{n}$ and $n=0,1,2, \ldots$
4. Prove that a differentiable function $f: \mathbb{R} \rightarrow \mathbb{R}$ such that $\inf _{x} f^{\prime}(x)>0$ is necessarily surjective. Show by an example that the simpler condition $f^{\prime}(x)>0$ is not adequate.
5. A sequence $v_{1}, v_{2}, \ldots$ in a Banach space $U$ is called a basls (or more exactly a Schauder basis) if each $x \in U$ has a unique representation as a convergent series in $U$ of the form $x=\sum_{n=1}^{\infty} a_{n}(x) v_{n}$. The $a_{n}$ depend on $x$ in a continuous and linear manner, i.e., $a_{n} \in U^{*}$. If $U$ has a Schauder basis, then $U$ is separable. Prove that $a_{n}\left(v_{m}\right)=\delta_{n m}$. Prove that no loss of generality occurs in assuming that $\left\|v_{n}\right\|=1$ for all $n$. See problems 24-26 in Section 1.6, pages 38 and 39.
6. (Continuation) Prove that for each $n$, the map $P_{n}$ defined by the equation $P_{n} x=$ $\sum_{k=1}^{n} a_{k}(x) v_{k}$ is a (bounded, linear) projection.
7. (Continuation) Prove that $\sup _{n}\left\|P_{n}\right\|<\infty$.
8. (Continuation) What are the Galerkin equations for the problem $A x=b$ when the projections in the preceding problems are employed?
9. (Continuation) Use Galerkin's method to solve $A x=b$ when $A$ is defined by $A v_{n}=$ $\sum_{j=n}^{\infty} j^{-2} v_{j}$ and $b=\sum_{n=1}^{\infty} 2^{-n} v_{n}$.
10. Use the computer system Mathematica to find the real and imaginary parts of $z^{n}$ for $n=1$ to $n=10$. Version 2 (or later) of Mathematica will be necessary. The input to do this all at once is
```
n=1; While[(n-n+1)<11, Print[ComplexExpand[(x+1 y)^n]]]
```

11. Use Green's Theorem to show that the operator $A$ defined by

$$
A u=a u_{x x}+b u_{x y}+c u_{y v}
$$

is Hermitian on the space of functions having continuous partial derivatives of orders $\mathbf{0}$, 1,2 in $\Omega$ and vanishing on $\partial \Omega$. In the definition of $A$, the coefficients are constants.
12. Give an elementary proof of Green's Theorem for any rectangle in $\mathbb{R}^{\mathbf{2}}$ whose sides are parallel to the coordinate axes.
13. Solve the Dirichlet problem on the unit disk in $\mathbb{R}^{\mathbf{2}}$ when the boundary values are given by the expression $8 x^{4}-8 y^{4}+1$.
14. Prove that the matrix $\left(B\left(u_{j}, v_{i}\right)\right)$ described following Theorem 3 of this section is nonsingular if the hypothesis $\left(b^{*}\right)$ is fulfilled by the spaces $U_{n}$ and $V_{n}$.

### 4.6 The Rayleigh-Ritz Method

The basic strategy of this method is to recast a problem such as

$$
\begin{equation*}
F(x)=0 \quad(x \in X) \tag{1}
\end{equation*}
$$

into an extremal problem, i.e., a problem of finding the maximum or minimum of some functional $\boldsymbol{\Phi}$. This extremum problem is then solved on an increasing family of subspaces in the normed space $X$ :

$$
U_{1} \subset U_{2} \subset U_{3} \subset \cdots \subset X
$$

It is obvious that there are many ways to create an extremum problem equivalent to the problem in (1). For example, we can put

$$
\begin{equation*}
\Phi(x)=\|F(x)\| \tag{2}
\end{equation*}
$$

If this choice is made with a linear problem in a Hilbert space, we are led to a procedure very much like Galerkin's Method. Suppose that $F(x)=A x-v$, where $A$ is a linear operator on a Hilbert space. The minimization of $\|A x-v\|$, where $x \in U_{n}$, reduces to a standard least-squares calculation. Suppose that $U_{n}$ has a basis $\left[u_{1}, u_{2}, \ldots, u_{n}\right]$. Then let $x=\sum_{j=1}^{n} c_{j} u_{j}$. The minimum of

$$
\left\|\sum_{j=1}^{n} c_{j} A u_{j}-v\right\|
$$

is obtained when the coefficient vector $\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ satisfies the "normal" equations

$$
\begin{equation*}
\sum_{j=1}^{n} c_{j} A u_{j}-v \perp A\left(U_{n}\right) \tag{3}
\end{equation*}
$$

This means that

$$
\begin{equation*}
\sum_{j=1}^{n} c_{j}\left\langle A u_{j}, A u_{i}\right\rangle=\left\langle v, A u_{i}\right\rangle \quad(1 \leqslant i \leqslant n) \tag{4}
\end{equation*}
$$

These are not the Galerkin equations (Equation (3) in Section 4.5, page 198).
The Rayleigh-Ritz method (in its classical formulation) applies to differential equations, and the functional $\Phi$ is directly related to the differential equation. We illustrate with a two-point boundary-value problem, in which all the functions are assumed to be sufficiently smooth. (They are functions of $t$.)

$$
\begin{cases}\left(p x^{\prime}\right)^{\prime}-q x=f & a \leqslant t \leqslant b  \tag{5}\\ x(a)=\alpha \quad x(b)=\beta & \end{cases}
$$

In correspondence with this problem, a functional $\Phi$ is defined by

$$
\begin{equation*}
\Phi(x)=\int_{a}^{b}\left[\left(x^{\prime}\right)^{2} p+x^{2} q+2 x f\right] d t \tag{6}
\end{equation*}
$$

Theorem 1. If $x$ is a function in $C^{2}[a, b]$ that minimizes $\Phi(x)$ locally subject to the constraints $x(a)=\alpha$ and $x(b)=\beta$, then $x$ solves the problem in (5).

Proof. Assume the hypotheses, and let $y$ be any element of $C^{2}[a, b]$ such that $y(a)=y(b)=0$. We use what is known as a variational argument. For each real number $\lambda, x+\lambda y$ is a competitor of $x$ in the minimization of $\Phi$. Hence the function $\lambda \mapsto \Phi(x+\lambda y)$ has a local minimum at $\lambda=0$. We compute

$$
\begin{aligned}
\frac{d}{d \lambda} \Phi(x+\lambda y) & =\frac{d}{d \lambda} \int_{a}^{b}\left[\left(x^{\prime}+\lambda y^{\prime}\right)^{2} p+(x+\lambda y)^{2} q+2(x+\lambda y) f\right] d t \\
& =2 \int_{a}^{b}\left[\left(x^{\prime}+\lambda y^{\prime}\right) y^{\prime} p+(x+\lambda y) y q+y f\right] d t
\end{aligned}
$$

Evaluating this derivative at $\lambda=0$ and setting the result equal to 0 yields the necessary condition

$$
\begin{equation*}
\int_{a}^{b}\left(p x^{\prime} y^{\prime}+q x y+f y\right) d t=0 \tag{7}
\end{equation*}
$$

We use in. ?gration by parts on the first term, like this:

$$
\int_{a}^{b} p x^{\prime} y^{\prime}=\left.p x^{\prime} y\right|_{a} ^{b}-\int_{a}^{b}\left(p x^{\prime}\right)^{\prime} y=-\int_{a}^{b}\left(p x^{\prime}\right)^{\prime} y
$$

Here the fact that $y(a)=y(b)=0$ has been exploited. Equation (7) now reads

$$
\begin{equation*}
\int_{a}^{b}\left[-\left(p x^{\prime}\right)^{\prime}+q x+f\right] y d t=0 \tag{8}
\end{equation*}
$$

(The steps just described are the same as those in Example 1, page 203.) Since $y$ is an arbitrary element of $C^{2}[a, b]$ vanishing at $a$ and $b$, we conclude from Equation (8) that

$$
-\left(p x^{\prime}\right)^{\prime}+q x+f=0
$$

The details of this last argument are as follows. Let $z=-\left(p x^{\prime}\right)^{\prime}+q x+f$. Then $\int_{a}^{b} z(t) y(t) d t=0$ for all functions $y$ of the type described above. Suppose that $z \neq 0$. Then for some $\tau, z(\tau) \neq 0$. For definiteness, let us assume that $z(\tau) \equiv \varepsilon>0$. Then there is a closed interval $J \subset(a, b)$ in which $z(t) \geqslant \varepsilon / 2$. There is an open interval $I$ containing $J$ in which $z(t)>0$. Let $y$ be a $C^{2}$ function that is constantly equal to 1 on $J$ and constantly equal to 0 on the complement of $I$. Then $\int_{a}^{b} z(t) y(t) d t>0$.

Theorem 2. Assume that $p(t)>0$ and $q(t) \geqslant 0$ on $[a, b]$. If $x$ is a function in $C^{2}[a, b]$ that solves the boundary-value problem (5) then $x$ is the unique local minimizer of $\Phi$ subject to the boundary conditions as constraints.

Proof. Let $z \in C^{2}[a, b], z \neq x, z(a)=\alpha$, and $z(b)=\beta$. Then the function $y=z-x$ satisfies 0 -boundary conditions but is not 0 . By calculations like those in the preceding proof,

$$
\begin{equation*}
\Phi(x+y)=\Phi(x)+2 \int_{a}^{b}\left(x^{\prime} y^{\prime} p+x y q+y f\right)+\int_{a}^{b}\left[\left(y^{\prime}\right)^{2} p+y^{2} q\right] \tag{9}
\end{equation*}
$$

Using integration by parts on the middle term, we find that it is zero. Then Equation (9) shows that $\Phi(z)>\Phi(x)$.

Returning now to the two-point boundary-value problem in Equations (5), we make the simplifying assumption that the boundary conditions are $x(0)=$ $x(1)=0$. (In Problems 4.1.3-4, page 176, it was noted that simple changes of variable can be employed to arrange this state of affairs.) The subspaces $U_{n}$ should now be composed of functions that satisfy $x(0)=x(1)=0$. For example, we could use linear combinations of terms $t^{i}(1-t)^{j}$ where $i, j \geqslant 1$. If $x=\sum_{j=1}^{n} c_{j} u_{j}$ is substituted in the functional $\Phi$ of Equation (6), the result is a real-valued function of $\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ to be minimized. The minimum occurs when

$$
\frac{\partial}{\partial c_{i}} \Phi\left(\sum_{j=1}^{n} c_{j} u_{j}\right)=0 \quad(i=1,2, \ldots, n)
$$

When the calculations indicated here are carried out, the system of equations to be solved emerges as

$$
\sum_{j=1}^{n} a_{i j} c_{j}=b_{i} \quad(1 \leqslant i \leqslant n)
$$

where

$$
\begin{aligned}
a_{i j} & =\int_{0}^{1}\left[p(t) u_{i}^{\prime}(t) u_{j}^{\prime}(t)+q(t) u_{i}(t) u_{j}(t)\right] d t \\
b_{i} & =-\int_{0}^{1} f(t) u_{i}(t) d t
\end{aligned}
$$

This completes the description of the Rayleigh-Ritz method for this problem.
In order to prove theorems about the convergence of the method, some preliminaries must be dealt with. The following lemma is formulated for an arbitrary topological space. Refer to Chapter 7, Section 6, pages 361ff, for basic topology.

Lemma. Let $\Psi$ be an upper semicontinuous nonlinear functional defined on a topological space $X$. Let $X_{1} \subset X_{2} \subset \cdots$ be subsets of $X$ such that $\bigcup_{n=1}^{\infty} X_{n}$ is dense in $X$. Then as $n \uparrow \infty$, we have

$$
\begin{equation*}
\inf _{x \in X_{n}} \Psi(x) \downarrow \inf _{x \in X} \Psi(x) \tag{10}
\end{equation*}
$$

Proof. Let $\rho=\inf _{x \in X} \Psi(x)$. (We permit $\rho=-\infty$.) For any $r>\rho$, the set

$$
\mathcal{O}=\{x \in X: \Psi(x)<r\}
$$

is nonempty. It is open, because $\Psi$ is upper semicontinuous. Since $\bigcup X_{n}$ is dense, it intersects $\mathcal{O}$. Select $m$ such that $X_{m} \cap \mathcal{O}$ contains a point, say $\xi$. Then for $n \geqslant m$

$$
\rho \leqslant \inf _{x \in X_{n}} \Psi(x) \leqslant \inf _{x \in X_{m}} \Psi(x) \leqslant \Psi(\xi)<r
$$

In applying the Rayleigh-Ritz method to the two-point boundary-value problem

$$
\begin{align*}
& \left(p x^{\prime}\right)^{\prime}-q x=f  \tag{11}\\
& x(0)=x(1)=0 \tag{12}
\end{align*}
$$

we take $X$ to be the space $\left\{x \in C^{2}[0,1]: x(0)=x(1)=0\right\}$, normed by defining $\|x\|=\|x\|_{\infty}+\left\|x^{\prime}\right\|_{\infty}$. Next, we assume that the finite-dimensional subspaces $U_{n}$ in $X$ are nested ( $U_{n} \subset U_{n+1}$ ) and that $\bigcup_{n=1}^{\infty} U_{n}$ is dense in $X$. Thus, the elements of $U_{n}$ satisfy (12). Notice that $X$ has codimension 2 in $C^{2}[0,1]$. In fact, $X \oplus \Pi_{1}=C^{2}[0,1]$, where $I_{1}$ denotes the subspace of all first-degree polynomials. The functional $\Phi$ is

$$
\Phi(x)=\int_{0}^{1}\left[p\left(x^{\prime}\right)^{2}+q x^{2}+2 f x\right] d t
$$

The functional $\Phi$ attains its infimum on each finite-dimensional subspace of $X$. A proof of this is outlined in Problems 6, 7, and 8.

Theorem 3. Let $x$ denote the solution of the boundary-value problem $(11,12)$, and let $x_{n}$ be a point in $U_{n}$ that minimizes $\Phi$ on $U_{n}$. Assume $q \geqslant 0$ and $p>0$ on $[0,1]$. Then $x_{n}(t) \rightarrow x(t)$ uniformly.

Proof. Since we have assumed that $\bigcup_{n=1}^{\infty} U_{n}$ is dense in $X$, the preceding lemma and Theorem 2 imply that $\Phi\left(x_{n}\right) \downarrow \Phi(x)$. Notice that our choice of norm on $X$ guarantees the continuity of $\Phi$. In the following, we use the standard inner-product notation

$$
\langle u, v\rangle=\int_{0}^{1} u(t) v(t) d t
$$

and $\left\|\|_{2}\right.$ is the accompanying quadratic norm. From Equation (9) in the proof of Theorem 2, we have

$$
\begin{aligned}
\Phi\left(x_{n}\right)-\Phi(x) & =\int_{0}^{1}\left[p \cdot\left(x_{n}^{\prime}-x^{\prime}\right)^{2}+q \cdot\left(x_{n}-x\right)^{2}\right] d t \\
& \geqslant \int_{0}^{1} p \cdot\left(x_{n}^{\prime}-x^{\prime}\right)^{2} d t \geqslant \min _{0 \leqslant t \leqslant 1} p(t)\left\|x_{n}^{\prime}-x^{\prime}\right\|_{2}^{2}
\end{aligned}
$$

This shows that $\left\|x_{n}^{\prime}-x^{\prime}\right\|_{2} \rightarrow 0$. By obvious manipulations, including the Cauchy-Schwarz inequality, we have now

$$
\begin{aligned}
\left|x_{n}(s)-x(s)\right| & =\left|\int_{0}^{s}\left[x_{n}^{\prime}(t)-x^{\prime}(t)\right] d t\right| \leqslant \int_{0}^{s}\left|x_{n}^{\prime}(t)-x^{\prime}(t)\right| d t \\
& \leqslant \int_{0}^{1}\left|x_{n}^{\prime}(t)-x^{\prime}(t)\right| d t=\langle | x_{n}^{\prime}-x^{\prime}|, 1\rangle \leqslant\left\|x_{n}^{\prime}-x^{\prime}\right\|_{2} \cdot\|1\|_{2}
\end{aligned}
$$

This shows that

$$
\left\|x_{n}-x\right\|_{\infty} \leqslant\left\|x_{n}^{\prime}-x^{\prime}\right\|_{2} \rightarrow 0
$$

As an illustration of the preceding theorem, consider the subspaces

$$
U_{n}=\left\{w v: v \in \Pi_{n}\right\} \quad w(t)=t(1-t)
$$

The union of these subspaces is the space of all functions having the form

$$
t \longmapsto t(1-t) \sum_{k=0}^{n} a_{k} t^{k}
$$

Is this subspace dense in the space

$$
X=\left\{x \in C^{2}[0,1]: x(0)=x(1)=0\right\} ?
$$

The norm on $X$ is defined to be $\|x\|=\|x\|_{\infty}+\left\|x^{\prime}\right\|_{\infty}$. To prove density, let $x$ be any element of $X$, and let $\varepsilon>0$. By the Weierstrass Approximation Theorem, there is a polynomial $p$ such that $\left\|p-x^{\prime}\right\|_{\infty}<\infty$. Define $u(s)=$
$\int_{0}^{s} p(t) d t$, so that $u^{\prime}=p, u(0)=0$, and $\left\|u^{\prime}-x^{\prime}\right\|_{\infty}<\varepsilon$. Then $|u(s)-x(s)|=$ $\left|\int_{0}^{s}\left[u^{\prime}(t)-x^{\prime}(t)\right] d t\right|<\varepsilon$. Since $x(1)=0,|u(1)|<\varepsilon$. Put $v(t)=t u(1)$. Then $\left|v^{\prime}(t)\right|=|u(1)|<\varepsilon$ and $|v(t)| \leqslant|u(1)|<\varepsilon$. Notice that $u-v$ is a polynomial that takes the value 0 at 0 and 1 . Hence $u-v$ contains $w(t)=t(1-t)$ as a factor, and belongs to one of the spaces $U_{n}$. Also,

$$
\begin{gathered}
\|u-v-x\|_{\infty}<\|u-x\|_{\infty}+\|v\|_{\infty}<2 \varepsilon \\
\left\|u^{\prime}-v^{\prime}-x^{\prime}\right\|_{\infty}<\left\|u^{\prime}-x^{\prime}\right\|_{\infty}+\left\|v^{\prime}\right\|_{\infty}<2 \varepsilon
\end{gathered}
$$

Thus $x$ can be approximated with arbitrary precision by elements of $\bigcup_{n=1}^{\infty} U_{n}$. To summarize, we state the following theorem.

Theorem 4. In the two-point boundary-value problem described in Equations ( 11,12 ), assume that $p^{\prime}, q$, and $f$ are continuous. Assume further that $p>0$ and $q \geqslant 0$. If, for each $n, x_{n}$ is the polynomial of degree $n$ that minimizes $\Phi$ subject to the constraint $x_{n}(0)=x_{n}(1)=0$, then $\left[x_{n}\right]$ converges uniformly to a solution of Equations $(11,12)$.

Another illustration of the Rayleigh-Ritz method is provided by a boundaryvalue problem involving Poisson's equation in two variables:

$$
\left\{\begin{array}{l}
\nabla^{2} u=f \text { in } \Omega  \tag{13}\\
u=g \text { on } \partial \Omega
\end{array}\right.
$$

In correspondence with this problem, we set up the functional

$$
\Phi(u)=\int_{\Omega}\left(u_{x}^{2}+u_{y}^{2}+2 u f\right) d x d y
$$

We shall now show that any function $u$ that minimizes $\Phi(u)$ under the constraint that $u=g$ on $\partial \Omega$ must solve the boundary-value problem (13).

Proceeding as before, take a function $w$ that vanishes on $\partial \Omega$, and consider $\Phi(u+\lambda w)$. Since $u$ is a minimum point of $\Phi$,

$$
\left.\frac{d}{d \lambda} \Phi(u+\lambda w)\right|_{\lambda=0}=0
$$

This leads, by straightforward calculation, to the equation

$$
\begin{equation*}
\int_{\Omega}\left(u_{x} w_{x}+u_{y} w_{y}+f w\right) d x d y=0 \tag{14}
\end{equation*}
$$

In order to proceed, we require Green's Theorem, which asserts (under reasonable hypotheses concerning $\Omega$ ) that

$$
\int_{\Omega}\left(P_{x}+Q_{y}\right) d x d y=\int_{\partial \Omega}(P d y-Q d x)
$$

Using this, we have

$$
\begin{aligned}
\int_{\Omega}\left(u_{x} w_{x}+u_{y} w_{y}\right) & =\int_{\Omega}\left[\left(w u_{x}\right)_{x}+\left(w u_{y}\right)_{y}-w \nabla^{2} u\right] \\
& =\int_{\partial \Omega}\left(-w u_{y} d x+w u_{x} d y\right)-\int_{\Omega} w \nabla^{2} u
\end{aligned}
$$

Since $w$ vanishes on $\partial \Omega$, we can now write (14) in the form

$$
\iint_{\Omega}\left(-w \nabla^{2} u+f w\right) d x d y=0
$$

Since $w$ is almost arbitrary, this equation implies that

$$
\nabla^{2} u=f
$$

There are many problems in applied mathematics that arise naturally as minimization problems. This occurs, for example when a configuration involving minimum energy is sought in a mechanical system. One inclusive setting for such problems is described here, and an elegant, easy, theorem is proved concerning it.

Let $X$ be a Banach space, and suppose that a continuous, symmetric bilinear functional $B$ is given. Let $\phi$ be a continuous linear functional on $X$, and let a closed convex set $K$ be prescribed. We seek the minimum of $B(x, x)+\phi(x)$ on $K$.

Theorem 5. In addition to the hypotheses in the preceding paragraph, assume that $B$ is "elliptic," in the sense that $B(x, x) \geqslant \beta\|x\|^{2}$ for some $\beta>0$. Then the minimum of $B(x, x)+\phi(x)$ on $K$ is attained at a unique point of $K$.

Proof. The bilinear form $B$ defines an inner product on $X$. The norm arising from the inner product is written $\|x\|_{B}=\sqrt{B(x, x)}$. Since $B$ is continuous, there is a positive constant $\alpha$ such that $|B(x, y)| \leqslant \alpha\|x\|\|y\|$. Consequently, $\|x\|_{B} \leqslant \alpha\|x\|$. On the other hand, from the condition of ellipticity, we have $\|x\|_{B} \geqslant \sqrt{\beta}\|x\|$. Thus the two norms on $X$ are equivalent. Hence, $\left(X,\|\cdot\|_{B}\right)$ is complete and therefore a Hilbert space. Also, $K$ is a closed convex set in this Hilbert space. By the Riesz Representation Theorem, $\phi(x)=-2 B(v, x)$ for some $v$ in $X$. Write

$$
B(x, x)+\phi(x)=B(x-v, x-v)-B(v, v)
$$

This shows that our minimization problem is the standard one of finding a point of $K$ closest to $v$, in the Hilbert space setting. Theorem 2 in Section 2.1 (page 64) applies and establishes the existence of a unique point $x$ in $K$ solving the problem.
Historical note. A biographical article about George Green is [Cann1], and a book by the same author is [Cann2]. When you are next in England, you would
enjoy visiting Nottingham and seeing the well-restored mill, of which George Green was the proprietor. His collected works have been published in [Green].

## Problems 4.6

1. Let $u$ be an element of $C[0,1]$ such that

$$
\int_{0}^{1} u(t) x(t) d t=0
$$

whenever $x$ is an element of $C[0,1]$ satisfying the equation $\sum_{n=1}^{\infty}[x(1 / n)]^{2}=0$. Prove or disprove that $u$ is necessarily 0 .
2. Let $t_{1}, t_{2}, \ldots, t_{m}$ be specified points in $[0,1]$, and let $x$ be an element of $C[0,1]$ that vanishes at the points $t_{1}, \ldots, t_{m}$. Can we approximate $x$ with arbitrary precision by a polynomial that also vanishes at these points?
3. Solve the two-point boundary-value problem

$$
x^{\prime \prime}=x^{2} \quad x(0)=6 \quad x(1)=\frac{3}{2}
$$

Suggestion: Multiply by $x^{\prime}$ and integrate, or try some likely functions containing parameters.
4. Let $x$ be an element of $C^{2}[a, b]$ that minimizes the functional

$$
\Phi(x)=\int_{a}^{b}\left[p\left(x^{\prime}\right)^{2}+q x^{2}+2 f x\right] d t
$$

subject to the constraints $x(a)=\alpha$ and $x^{\prime}(b)=0$. Find the two-point boundary-value problem that $x$ solves.
5. Use an elementary change of variable in the problem

$$
\left\{\begin{array}{l}
\left(p x^{\prime}\right)^{\prime}-q x=f \\
x(a)=\alpha \quad x(b)=\beta
\end{array}\right.
$$

to find an equivalent problem having homogeneous boundary conditions. Thus, $y(a)=$ $y(b)=0$ in the new variable. Is the new problem also of Sturm-Liouville form?
6. Define $X=\left\{x \in C^{2}[a, b]: x(a)=x(b)=0\right\}$. Prove that if $x \in X$ then $\left\|x^{\prime}\right\|_{\infty} \geqslant$ $\|x\|_{\infty}(b-a)^{-1}$. Try to improve the bound.
7. (Continuation) In the Sturm-Liouville problem described by Equations (11) and (12), assume that $p(t) \geqslant \delta>0$ and that $q \geqslant 0$. Prove that for $x \in X$,

$$
\Phi(x) \geqslant \delta\left\|x^{\prime}\right\|_{2}^{2}-\|f\|_{2}\|x\|_{2}
$$

8. (Continuation) Use the two preceding problems to show that on any finite-dimensional subspace in $X$, the infimum of $\Phi$ is attained.
9. Solve the two-point boundary-value problem

$$
x^{\prime \prime}=x^{2} \quad x(0)=0 \quad x(1)=1
$$

This is deceptively similar to Problem 3, but harder. Look for a solution of the form $x(t)=\sum_{n=0}^{\infty} a_{n} t^{n}$. You should find a "general" solution of the differential equation containing two arbitrary constants $a_{0}$ and $a_{1}$. All remaining coefficients can then be
obtained by a recurrence relation. After imposing the condition $x(0)=0$, your solution will contain only the powers $t, t^{4}, t^{7}, t^{10}, \ldots$ The parameter $a_{1}$ will be available to secure the remaining boundary condition, $x(1)=1$. Reference: [Dav].
10. Let $[a, b]$ be a compact interval in $\mathbb{R}$, and define

$$
\|x\|_{\infty}=\sup _{a \leqslant t \leqslant b}|x(t)| \quad\|x\|_{2}=\left\{\int_{a}^{b}|x(t)|^{2} d t\right\}^{1 / 2}
$$

Prove that if $\left\|x_{n}^{\prime}\right\|_{2} \rightarrow 0$ and if $\inf _{a \leqslant t \leqslant b}\left|x_{n}(t)\right| \rightarrow 0$, then $\left\|x_{n}\right\|_{\infty} \rightarrow 0$. Is the result true when the interval is replaced by $[a, \infty)$ ? Assume $x_{n}^{\prime}$ continuous.
11. In $C^{1}[a, b]$ consider the two norms in the preceding problem. Prove that

$$
\|x\|_{\infty} \leqslant|x(a)|+k\left\|x^{\prime}\right\|_{2} \quad \text { where } k=(b-a)^{1 / 2}
$$

12. Consider the two-point boundary-value problem

$$
x^{\prime \prime}=f(t, x) \quad x(0)=\alpha \quad x(1)=\beta
$$

and the functional

$$
\Phi(x)=\int_{0}^{1}\left[\left(x^{\prime}\right)^{2}+2 g(t, x)\right] d t
$$

Assume that $f=\partial g / \partial x$. Prove that any $C^{2}$-function that minimizes $\Phi(x)$ subject to the constraints $x(0)=\alpha$ and $x(1)=\beta$ is a solution of the boundary-value problem. Show by example that the converse is not necessarily true.
13. Prove that there exists a polynomial of degree 5 such that $p(0)=p^{\prime}(0)=p^{\prime \prime}(0)=p^{\prime}(1)=$ $p^{\prime \prime}(1)=0$ and $p(1)=1$.
14. (Continuation) Let $a<b$. Using the polynomial in the preceding problem, show that there exists a polynomial $q$ of degree 5 such that $q(a)=q^{\prime}(a)=q^{\prime \prime}(a)=q^{\prime}(b)=q^{\prime \prime}(b)=0$ and $q(b)=1$. With the help of $q$ construct a nondecreasing $C^{2}$-function $f$ such that $f(t)=0$ on $(-\infty, a)$ and $f(t)=1$ on $(b, \infty)$.
15. Solve the integral equation

$$
x(t)=\sin t+\int_{0}^{\pi}\left(t^{2}+s^{2}\right) x(s) d s
$$

16. This two-point boundary value problem is easily solved:

$$
x^{\prime \prime}(t)=\cos t \quad x(0)=x(\pi)=0 \quad(0 \leqslant t \leqslant \pi)
$$

Use the Ritz method to solve it, employing trial functions of the form $x(t)=\sum a_{n} \sin n t$. Orthogonality relations among the trigonometric functions will be useful in minimizing the Ritz functional.

### 4.7 Collocation Methods

The collocation method for solving a linear operator equation

$$
\begin{equation*}
A x=b \tag{1}
\end{equation*}
$$

is one of the projection methods, as described in Section 4.4. It begins by selecting base functions $u_{1}, \ldots, u_{n}$ and linear functionals $\phi_{1}, \ldots, \phi_{n}$. We try to satisfy Equation (1) with an $x$ of form $x=\sum_{j=1}^{n} c_{j} u_{j}$. This leads to the equation

$$
\begin{equation*}
\sum_{j=1}^{n} c_{j} A u_{j}=b \tag{2}
\end{equation*}
$$

In general, this system is inconsistent, because $b$ is usually not in the linear space generated by $A u_{1}, A u_{2}, \ldots, A u_{n}$. We apply the functionals $\phi_{i}$ to Equation (2), however, and arrive at a set of $n$ linear equations for the $n$ unknowns $c_{1}, c_{2}, \ldots, c_{r}$ :

$$
\sum_{j=1}^{n} c_{j} \phi_{\mathfrak{l}}\left(A u_{j}\right)=\phi_{i}(b) \quad 1 \leqslant i \leqslant n
$$

Of course, care must be taken to ensure that the $n \times n$ matrix whose elements are $\phi_{i}\left(A u_{j}\right)$ is nonsingular. In the classical collocation method, the problem (1) involves a function space; i.e., the unknown $x$ is a function. Then the functionals are chosen to be point-evaluation functionals:

$$
\phi_{i}(x)=x\left(t_{i}\right)
$$

Here, the points $t_{i}$ have been specified in the domain of $x$.
Let us see how a two-point boundary-value problem can be solved approximately by the method of collocation. We take a linear problem with zero boundary conditions:

$$
\left\{\begin{array}{l}
x^{\prime \prime}+p x^{\prime}+q x=f  \tag{3}\\
x(0)=x(1)=0
\end{array}\right.
$$

As usual, it makes matters easier to select base functions that satisfy the homogeneous part of the problem. Suppose that we let $u_{j}(t)=(1-t) t^{j}$ for $j=1,2, \ldots, n$. As the functionals, we use $\phi_{i}(x)=x\left(t_{i}\right)$, where the points $t_{1}, \ldots, t_{n}$ can be chosen in the interval $[0,1]$. For example, we can let $t_{i}=(i-1) h$, where $h=1 /(n-1)$. The operator $A$ is defined by

$$
A x=x^{\prime \prime}+p x^{\prime}+q x
$$

and by computing we find that
$\left(A u_{j}\right)(t)=j(j-1) t^{j-2}-j(j+1) t^{j-1}+p(t)\left[j t^{j-1}-(j+1) t^{j}\right]+q(t)\left[t^{j}-t^{j+1}\right]$
The matrix whose elements are $\left(A u_{j}\right)\left(t_{i}\right)$ is easily written down, but it is not instructive to do so. It will probably be an ill-conditioned matrix, because the base functions we have chosen are not suited to numerical work. Better choices for the base functions $u_{i}$ would be the Chebyshev polynomials (suitable to the interval in question) or a set of $B$-splines.

More examples of collocation techniques will be given later in this section, but first we shall discuss the important technique of turning a two-point
boundary-value problem into an equivalent integral equation. This continues a theme introduced in Section 2.5. The integral equation can then be shown to have a solution by applying a fixed-point theorem, and in this way we obtain an existence theorem for the original two-point boundary-value problem.

We consider a two-point problem of the form

$$
\left\{\begin{array}{l}
x^{\prime \prime}=f(t, x)  \tag{4}\\
x(0)=0 \quad x(1)=0
\end{array}\right.
$$

There is no loss of generality in assuming that the interval of interest is $[0,1]$ and that the boundary conditions are homogeneous, because if these hypotheses are not fulfilled at the beginning, they can be brought about by suitable changes in the variables. (In this connection, refer to Problems 3 and 4 in Section 4.1, page 176.) Observe that Equation (1) is, in general, nonlinear. We assume that $f$ is continuous on $[0,1] \times \mathbb{R}$.

The Green's function for the boundary value problem (4) is defined to be the function

$$
G(t, s)= \begin{cases}t(1-s) & 0 \leqslant t \leqslant s \leqslant 1  \tag{5}\\ s(1-t) & 0 \leqslant s \leqslant t \leqslant 1\end{cases}
$$

Notice that $G$ is defined on the unit square in the st-plane, and vanishes on the boundary of the square. Although $G$ is continuous, its partial derivatives have jump discontinuities along the line $s=t$. Using the Green's function as kernel, we define an integral equation

$$
\begin{equation*}
x(t)=-\int_{0}^{1} G(t, s) f(s, x(s)) d s \tag{6}
\end{equation*}
$$

Theorem 1. Each solution of the boundary-value problem (4) solves the integral equation (6) and conversely.

Proof. Let $x$ be any function in $C[0,1]$, and define $y$ by writing

$$
\begin{aligned}
y(t) & =-\int_{0}^{1} G(t, s) f(s, x(s)) d s \\
& =-\int_{0}^{t} G(t, s) f(s, x(s)) d s+\int_{1}^{t} G(t, s) f(s, x(s)) d s
\end{aligned}
$$

We intend to differentiate in this equation, and the reader should recall the general rule:

$$
\frac{d}{d t} \int_{a}^{t} h(s) d s=h(t)
$$

Then the chain rule gives us

$$
\frac{d}{d t} \int_{a}^{k(t)} h(s) d s=h(k(t)) k^{\prime}(t)
$$

Now, for $y^{\prime}(t)$ we have

$$
\begin{aligned}
y^{\prime}(t)= & -G(t, t) f(t, x(t))-\int_{0}^{t} G_{t}(t, s) f(s, x(s)) d s \\
& +G(t, t) f(t, x(t))+\int_{1}^{t} G_{t}(t, s) f(s, x(s)) d s \\
= & \int_{0}^{t} s f(s, x(s)) d s+\int_{1}^{t}(1-s) f(s, x(s)) d s
\end{aligned}
$$

A second differentiation yields

$$
\begin{equation*}
y^{\prime \prime}(t)=t f(t, x(t))+(1-t) f(t, x(t))=f(t, x(t)) \tag{7}
\end{equation*}
$$

If $x$ is a solution of the integral equation, then $y=x$, and our calculation (7) shows that $x^{\prime \prime}=y^{\prime \prime}=f(t, x)$. Since $G(t, s)=0$ on the boundary of the square, $y(0)=y(1)=0$. Hence $x(0)=x(1)=0$. This proves half of the theorem.

Now suppose that $x$ is a solution of the boundary-value problem. The above calculation (7) shows that

$$
y^{\prime \prime}(t)=f(t, x(t))=x^{\prime \prime}(t)
$$

It follows that the two functions $x$ and $y$ can differ only by a linear function of $t$ (because $x^{\prime \prime}-y^{\prime \prime}=0$ ). Since $x(t)$ and $y(t)$ take the same values at $t=0$ and $t=1$, we conclude that $x=y$. Thus $x$ solves the integral equation.

Theorem 2. Let $f(s, t)$ be continuous in the domain defined by the inequalities $0 \leqslant s \leqslant 1,-\infty<t<\infty$. Assume also that $f$ satisfies a Lipschitz condition in this domain:

$$
\begin{equation*}
\left|f\left(s, t_{1}\right)-f\left(s, t_{2}\right)\right| \leqslant k\left|t_{1}-t_{2}\right| \quad(k<8) \tag{8}
\end{equation*}
$$

Then the integral equation (6) has a unique solution in $C[0,1]$.
Proof. Consider the nonlinear mapping $F: C[0,1] \rightarrow C[0,1]$ defined by

$$
(F x)(t)=-\int_{0}^{1} G(t, s) f(s, x(s)) d s \quad x \in C[0,1]
$$

We shall prove that $F$ is a contraction. We have

$$
\begin{aligned}
|(F u)(t)-(F v)(t)| & \leqslant \int_{0}^{1} G(t, s)|f(s, u(s))-f(s, v(s))| d s \\
& \leqslant k \int_{0}^{1} G(t, s)|u(s)-v(s)| d s \\
& \leqslant k\|u-v\|_{\infty} \int_{0}^{1} G(t, s) d s \\
& =(k / 8)\|u-v\|_{\infty}
\end{aligned}
$$

It follows that

$$
\|F u-F v\|_{\infty} \leqslant(k / 8)\|u-v\|_{\infty}
$$

and that $F$ is a contraction. Now apply Banach's Theorem, page 177, taking note of the fact that $C[0,1]$, with the supremum norm, is complete.

Corollary. If the function $f$ satisfies the hypotheses of Theorem 2, then the boundary-value problem (1) has a unique solution in $C[0,1]$.

Example 1. Consider the two-point boundary-value problem

$$
\left\{\begin{array}{l}
x^{\prime \prime}(t)=\frac{1}{2} \exp \left\{\frac{1}{2}(t+1) \cos [x(t)+7-3 t]\right\} \quad-1 \leqslant t \leqslant 1  \tag{9}\\
x(-1)=-10 \quad x(1)=-4
\end{array}\right.
$$

Our existence theorem does not apply to this directly, and some changes of variables are called for. We set

$$
z(t)=x(t)-3 t+7
$$

and find that $z$ should solve this problem:

$$
\left\{\begin{array}{l}
z^{\prime \prime}(t)=\frac{1}{2} \exp \left\{\frac{1}{2}(t+1) \cos z(t)\right\}  \tag{10}\\
z(-1)=z(+1)=0
\end{array}\right.
$$

Next we set

$$
t=-1+2 s \quad y(s)=z(t)
$$

and find that $y$ should solve this problem:

$$
\left\{\begin{array}{l}
y^{\prime \prime}(s)=2 \exp \{s \cos y(s)\}  \tag{1}\\
y(0)=y(1)=0
\end{array}\right.
$$

To this problem we can apply the preceding corollary. The function $f(s, r)=$ $2 e^{s \cos r}$ satisfies a Lipschitz condition, as we see by applying the mean value theorem:

$$
\left.\left|f\left(s, r_{1}\right)-f\left(s, r_{2}\right)=\left|\frac{\partial f}{\partial r}\left(s, r_{3}\right)\right|\right| r_{1}-r_{2} \right\rvert\,
$$

The derivative here is bounded as follows

$$
\left|2 e^{s \cos r}(-s \sin r)\right| \leqslant 2 e \approx 5.436
$$

Since the Lipschitz constant $2 e$ is less than 8 , the boundary-value problem (11) has a solution $y$. Hence (9) has a solution $x$, and it is given by

$$
x(t)=y((t+1) / 2)+3 t-7
$$

For the practical solution of boundary-value problems, one usually relies on numerical methods (some of which have already been discussed) such as discretization, Galerkin's method, and collocation. For the problem considered above, namely

$$
\left\{\begin{array}{l}
x^{\prime \prime}=f(t, x) \quad 0 \leqslant t \leqslant 1  \tag{12}\\
x(0)=x(1)=0
\end{array}\right.
$$

there is now an additional method of proceeding. One can set up an equivalent integral equation,

$$
\begin{equation*}
x(t)=\int_{0}^{1}-G(t, s) f(s, x(s)) d s \tag{13}
\end{equation*}
$$

and solve it instead. If we discretize both problems (12) and (13) in a certain uniform way, the two new problems will be equivalent, a result to which we now turn our attention.

The standard discretization of the boundary value problem (12) is done by introducing a formula for numerical differentiation, as in Section 4.1. For the integral equation, we require a formula for numerical integration, and choose for this purpose a simple Riemann sum. Thus the discretized problems are

$$
\begin{align*}
& \left\{\begin{array}{l}
y_{i-1}-2 y_{i}+y_{i+1}=h^{2} f\left(t_{i}, y_{i}\right) \quad 1 \leqslant i \leqslant n \\
y_{0}=y_{n+1}=0
\end{array}\right.  \tag{14}\\
& y_{i}=-h \sum_{j=1}^{n} G\left(t_{i}, t_{j}\right) f\left(t_{j}, y_{j}\right) \quad 0 \leqslant i \leqslant n+1 \tag{15}
\end{align*}
$$

In both of these we have set $h=1 /(n+1)$ and $t_{i}=i h$. Of course, $y \in \mathbb{R}^{n+2}$. Notice that we have used the fact that $G$ vanishes on the boundary of the square.

Theorem 3. Problems (14) and (15) are equivalent.
Proof. We proceed as in the proof of Theorem 1, which concerns the "undiscretized" problems. The rôle of the second derivative is now played by a set of linear functionals $L_{i}$ defined on $\mathbb{R}^{n+2}$ by the equation

$$
\begin{equation*}
L_{i}(z)=h^{-2}\left[z_{i-1}-2 z_{i}+z_{i+1}\right] \quad 1 \leqslant i \leqslant n \tag{16}
\end{equation*}
$$

Here $z$ is an arbitrary element of $\mathbb{R}^{n+2}$ written in the form $z=\left(z_{0}, z_{1}, \ldots, z_{n+1}\right)$. Now let $\left(y_{0}, \ldots, y_{n+1}\right)$ be arbitrary, and let $z$ be defined by

$$
\begin{equation*}
z_{i}=-h \sum_{j=1}^{n} G\left(t_{i}, t_{j}\right) f\left(t_{j}, y_{j}\right) \quad 0 \leqslant i \leqslant n+1 \tag{17}
\end{equation*}
$$

We assert that $L_{i} z=f\left(t_{i}, y_{i}\right)$ for $i=1,2, \ldots, n$. In order to prove this, apply $L_{i}$ to $z$, using the linearity of $L_{i}$. The result is

$$
\begin{equation*}
L_{i} z=-h \sum_{j=1}^{n} f\left(t_{j}, y_{j}\right) L_{i} G\left(\cdot, t_{j}\right) \tag{18}
\end{equation*}
$$

Now $G(t, s)$ is a linear function of $t$ in each of the two intervals $0 \leqslant t \leqslant s$ and $s \leqslant t \leqslant 1$. Thus $L_{i} G\left(\cdot, t_{j}\right)=0$ unless $i=j$. In the case $i=j$ we have

$$
\begin{aligned}
L_{i} G\left(\cdot, t_{i}\right) & =h^{-2}\left[G\left(t_{i-1}, t_{i}\right)-2 G\left(t_{i}, t_{i}\right)+G\left(t_{i+1}, t_{i}\right)\right] \\
& =h^{-2}\left[t_{i-1}\left(1-t_{i}\right)-2 t_{i}\left(1-t_{i}\right)+t_{i}\left(1-t_{i+1}\right)\right] \\
& =h^{-2}\left[\left(1-t_{i}\right)\left(t_{i-1}-t_{i}\right)+t_{i}\left(1-t_{i+1}-1+t_{i}\right)\right] \\
& =h^{-2}\left[-h\left(1-t_{i}\right)-h t_{i}\right]=-h^{-1}
\end{aligned}
$$

Thus from Equation (18) we have, as asserted,

$$
L_{i} z=-h f\left(t_{i}, y_{i}\right)\left(-h^{-1}\right)=f\left(t_{i}, y_{i}\right)
$$

Now suppose that $\left(y_{0}, \ldots, y_{n+1}\right)$ solves the equations in (15). Then $z_{i}=y_{i}$ for $0 \leqslant i \leqslant n+1$. Consequently, $L_{i} y=L_{i} z=f\left(t_{i}, y_{i}\right)$. Since $z_{0}=z_{n+1}=0$, from (17), we have also $y_{0}=y_{n+1}=0$. Thus $y$ solves the equations in (14).

Conversely, if $y$ solves the equations in (14), then $L_{i} y=f\left(t_{i}, y_{i}\right)=L_{i} z$. Since the second divided differences of $y$ and $z$ are equal, these two vectors can differ only by an arithmetic progression. But $y_{n+1}=z_{n+1}$ and $y_{0}=z_{0}$, so the vectors are in fact identical. Thus $y$ satisfies the equations in (15).

Now reconsider the integral equation (13), which is equivalent to the boundary-value problem (12). One advantage of the integral equation is that many different numerical quadrature formulas can be applied to it. The most accurate of these formulas do not employ equally spaced nodes. The idea of using unequally spaced points in the discretized problem of (14) would not normally be entertained, as that would only complicate matters without producing any obvious advantage in precision. The quadrature formulas of maximal accuracy are well known, however, and are certainly to be recommended in the numerical solution of integral equations, in spite of their involving unequally spaced nodes.

A quadrature formula of the type needed here will have the form

$$
\begin{equation*}
\int_{0}^{1} g(s) d s \approx \sum_{j=1}^{n} A_{j} g\left(s_{j}\right) \tag{19}
\end{equation*}
$$

in which $g \in C[0,1], 0 \leqslant s_{j} \leqslant 1$, and the $A_{j}$ are coefficients, often called weights. The Riemann sums employed in Equation (15) are obviously obtained by a formula of the type in (19). However, there are other formulas that are markedly superior. The result of using formula (19) to discretize the integral equation (13) is

$$
y(t)=-\sum A_{j} G\left(t, s_{j}\right) f\left(s_{j}, y\left(s_{j}\right)\right)
$$

Notice that this equation can be used used in a practical way in functional iteration. We can start with any $y_{0}$ in $C[0,1]$ and define inductively

$$
y_{m+1}(t)=-\sum_{j=1}^{n} A_{j} G\left(t, s_{j}\right) f\left(s_{j}, y_{m}\left(s_{j}\right)\right)
$$

The right-hand side of this equation is certainly computable. It is a linear combination of sections $G^{s j}$. One can also use collocation at the points $s_{i}$ to proceed. This will lead to

$$
\begin{equation*}
y_{i}=-\sum_{j=1}^{n} A_{j} G\left(s_{i}, s_{j}\right) f\left(s_{j}, y_{j}\right) \quad(1 \leqslant i \leqslant n) \tag{20}
\end{equation*}
$$

In this equation, $y_{i}$ is an approximation to $x\left(s_{i}\right)$. In general, Equation (20) will represent a system of $n$ nonlinear equations in the $n$ unknowns $\left(y_{1}, \ldots, y_{n}\right)$. The
solution of such a system may be a difficult matter, but for the moment we shall suppose that a solution $y=\left(y_{1}, \ldots, y_{n}\right)$ has been obtained. Let us use $x$ to denote the solution function for the integral equation (13). It is to be hoped that $\left|y_{i}-x\left(s_{i}\right)\right|$ will be small. Here the nodes of the quadrature formula are $s_{1}, \ldots, s_{n}$. Two functions that enter the theorem are

$$
\begin{equation*}
u(t)=\int_{0}^{1} G(t, s) f(s, x(s)) d s-\sum_{j=1}^{n} A_{j} G\left(t, s_{j}\right) f\left(s_{j}, x\left(s_{j}\right)\right) \tag{21}
\end{equation*}
$$

$$
\begin{equation*}
v(t)=\int_{0}^{1} G(t, s) d s-\sum_{j=1}^{n} A_{j} G\left(t, s_{j}\right) \tag{22}
\end{equation*}
$$

If the quadrature formula is a good one, these functions will be small in norm. We continue to assume the Lipschitz inequality (8) on $f$.

Theorem 4. If $k\left(1+8\|v\|_{\infty}\right)<8$, and if the weights $A_{j}$ in Equation (19) are all positive, then for $i=1,2, \ldots, n$,

$$
\left|x\left(s_{i}\right)-y_{i}\right| \leqslant \lambda\|u\|_{\infty} \quad \text { where } \lambda=\left[1-k\left(\frac{1}{8}+\|v\|_{\infty}\right)\right]^{-1}
$$

Proof. Let $\varepsilon_{i}=\left|x\left(s_{i}\right)-y_{i}\right|$ and $\varepsilon=\max \varepsilon_{i}$. Then for each $i$ we have

$$
\begin{aligned}
\varepsilon_{i} & =\left|\int_{0}^{1} G\left(s_{i}, s\right) f(s, x(s)) d s-\sum_{j=1}^{n} A_{j} G\left(s_{i}, s_{j}\right) f\left(s_{j}, y_{j}\right)\right| \\
& =\left|u\left(s_{i}\right)+\sum_{j=1}^{n} A_{j} G\left(s_{i}, s_{j}\right) f\left(s_{j}, x\left(s_{j}\right)\right)-\sum_{j=1}^{n} A_{j} G\left(s_{i}, s_{j}\right) f\left(s_{j}, y_{j}\right)\right| \\
& \leqslant\|u\|_{\infty}+\sum_{j=1}^{n} A_{j} G\left(s_{i}, s_{j}\right)\left|f\left(s_{j}, x\left(s_{j}\right)\right)-f\left(s_{j}, y_{j}\right)\right| \\
& \leqslant\|u\|_{\infty}+k \varepsilon \sum_{j=1}^{n} A_{j} G\left(s_{i}, s_{j}\right)=\|u\|_{\infty}+k \varepsilon\left[\int_{0}^{1} G\left(s_{i}, s\right) d s-v\left(s_{i}\right)\right] \\
& \leqslant\|u\|_{\infty}+k \varepsilon\left(\frac{1}{8}+\|v\|_{\infty}\right)
\end{aligned}
$$

It follows that $\varepsilon \leqslant\|u\|_{\infty}+k \varepsilon\left(\frac{1}{8}+\|v\|_{\infty}\right)$. When this inequality is solved for $\varepsilon$, the result is the one stated in the theorem.

Theorem 5. The "discretized" integral equation (20) can be solved by the method of iteration if $k\left(\frac{1}{8}+\|v\|_{\infty}\right)<1$ and $A_{j}>0$. Note that $k, v$, and $A_{j}$ are as in Equations (8), (22), and (19).

Proof. Interpret Equation (20) as posing a fixed-point problem for a inapping $U: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ whose definition is

$$
(U y)_{i}=-\sum_{j=1}^{n} A_{j} G\left(s_{i}, s_{j}\right) f\left(s_{j}, y_{j}\right) \quad(1 \leqslant i \leqslant n)
$$

A short calculation will show that this is a contraction:

$$
\begin{aligned}
\left|(U y-U z)_{i}\right| & \leqslant \sum_{j=1}^{n} A_{j} G\left(s_{i}, s_{j}\right)\left|f\left(s_{j}, y_{j}\right)-f\left(s_{j}, z_{j}\right)\right| \\
& \leqslant k \max _{j}\left|y_{j}-z_{j}\right| \sum_{\nu=1}^{n} A_{\nu} G\left(s_{i}, s_{\nu}\right)
\end{aligned}
$$

As in the preceding proof, the sum in this last inequality has the upper bound $\frac{1}{8}+\|v\|_{\infty}$. Hence we have

$$
\|U y-U z\|_{\infty} \leqslant k\left(\frac{1}{8}+\|v\|_{\infty}\right)\|y-z\|_{\infty}
$$

The Lipschitz condition in (8) is usually established by estimating the partial derivative $f_{2} \equiv \partial f(t, s) / \partial s$ and using the mean value theorem. If $\left|f_{2}\right| \leqslant k<8$ on the domain where $0 \leqslant t \leqslant 1$ and $-\infty<s<\infty$, then we can also use Newton's method to solve the discretized integral equation in (20). The equations that govern the procedure can be derived in the following way. Suppose that an approximate solution ( $y_{1}, y_{2}, \ldots, y_{n}$ ) for system (20) is available. We seek to calculate corrections $h_{i}$ so that the vector $\left(y_{1}+h_{1}, \ldots, y_{n}+h_{n}\right)$ will be an exact solution of (20). Thus we desire that

$$
\begin{equation*}
y_{i}+h_{i}=-\sum_{j=1}^{n} A_{j} G\left(s_{i}, s_{j}\right) f\left(s_{j}, y_{j}+h_{j}\right) \tag{23}
\end{equation*}
$$

Of course, we take just the linear terms in the Taylor expansion of the nonlinear expression $f\left(s_{j}, y_{j}+h_{j}\right)$ and use the resulting linear equations to solve for the $h_{i}$. These linear equations are

$$
\begin{equation*}
y_{i}+h_{i}=-\sum_{j=1}^{n} A_{j} G\left(s_{i}, s_{j}\right)\left[f\left(s_{j}, y_{j}\right)+h_{j} f_{2}\left(s_{j}, y_{j}\right)\right] \tag{24}
\end{equation*}
$$

(Having made this approximation, we can no longer expect the corrections to produce the exact solution; hence the need for iteration.) When Equation (24) is rearranged we have

$$
\begin{equation*}
h_{i}+\sum_{j=1}^{n} E_{i j} h_{j}=d_{i} \quad(1 \leqslant i \leqslant n) \tag{25}
\end{equation*}
$$

in which

$$
E_{i j}=A_{j} G\left(s_{i}, s_{j}\right) f_{2}\left(s_{j}, y_{j}\right)
$$

and

$$
d_{i}=-y_{i}-\sum_{j=1}^{n} A_{j} G\left(s_{i}, s_{j}\right) f\left(s_{j}, y_{j}\right)
$$

Equation (25) has the form $(I+E) h=d$. We can see that $I+E$ is invertible (nonsingular) by verifying that $\|E\|_{\infty}<1$ :

$$
\begin{aligned}
\|E\|_{\infty} & =\max _{i} \sum_{j=1}^{n}\left|E_{i j}\right|=\max _{i} \sum_{j=1}^{n} A_{j} G\left(s_{i}, s_{j}\right)\left|f_{2}\left(s_{j}, y_{j}\right)\right| \\
& \leqslant k \max _{i} \sum_{j=1}^{n} A_{j} G\left(s_{i}, s_{j}\right) \leqslant k\left(\frac{1}{8}+\|v\|_{\infty}\right)
\end{aligned}
$$

If our numerical integration formula is sufficiently accurate, then $\|v\|_{\infty}$ will be small enough to yield $\|E\|_{\infty}<1$, since $k<8$.

This section is concluded with a few remarks about the quadrature formulas mentioned above. Such a formula is of the type

$$
\begin{equation*}
\int_{a}^{b} x(t) w(t) d t \approx \sum_{i=1}^{n} A_{i} x\left(t_{i}\right) \quad x \in C[a, b] \tag{26}
\end{equation*}
$$

The function $w$ is assumed to be positive on $[a, b]$ and remains fixed in the discussion. The points $t_{i}$ are called "nodes." They are fixed in $[a, b]$. The coefficients $A_{i}$ are termed "weights." The formula is expected to be used on arbitrary functions $x$ in $C[a, b]$.

Theorem 6. If the nodes and the function $w$ are prescribed, then there exists a formula of the type displayed in Equation (26) that is exact for all polynomials of degree at most $n-1$.

Proof. Recall the Lagrange interpolation operator described in Example 1 of Section 4.4, page 193. Its formula is

$$
\begin{equation*}
L x=\sum_{i=1}^{n} x\left(t_{i}\right) \ell_{i} \tag{27}
\end{equation*}
$$

Since $L$ is a projection of $C[a, b]$ onto $\prod_{n-1}$, we have $L x=x$ for all $x \in \prod_{n-1}$, and consequently, for such an $x$,

$$
\begin{equation*}
\int_{a}^{b} x(t) w(t) d t=\int_{a}^{b} \sum_{i=1}^{n} x\left(t_{i}\right) \ell_{i}(t) w(t) d t=\sum_{i=1}^{n} x\left(t_{i}\right) \int_{a}^{b} \ell_{i}(t) w(t) d t \tag{28}
\end{equation*}
$$

Example 2. If $\left(t_{1}, t_{2}, t_{3}\right)=(-1,0,+1)$ and $[a, b]=[-1,1]$, what is the quadrature formula produced by the preceding method when $w(t)=1$ ? We follow the prescription and begin with the functions $\ell_{i}$ :

$$
\begin{aligned}
& \ell_{1}(t)=\left(t-t_{2}\right)\left(t-t_{3}\right)\left(t_{1}-t_{2}\right)^{-1}\left(t_{1}-t_{3}\right)^{-1}=t(t-1) / 2 \\
& \ell_{2}(t)=\left(t-t_{1}\right)\left(t-t_{3}\right)\left(t_{2}-t_{1}\right)^{-1}\left(t_{2}-t_{3}\right)^{-1}=1-t^{2} \\
& \ell_{3}(t)=t(t+1) / 2 \quad(\text { by symmetry })
\end{aligned}
$$

The integrals $\int_{-1}^{1} \ell_{i}(t) d t$ are $\frac{1}{3}, \frac{4}{3}$, and $\frac{1}{3}$, and the quadrature formula is therefore

$$
\begin{equation*}
\int_{-1}^{1} x(t) d t \approx \frac{1}{3} x(-1)+\frac{4}{3} x(0)+\frac{1}{3} x(1) \tag{29}
\end{equation*}
$$

The formula gives correct values for each $x \in \prod_{2}$, by the analysis in the proof of Theorem 6. As a matter of fact, the formula is correct on $\prod_{3}$ because of symmetries in Equation (29). This formula is Simpson's Rule.

Theorem 7. Gaussian Quadrature. For appropriate nodes and weights, the quadrature formula (26) is exact on $\prod_{2 n-1}$.

Proof. Define an inner product on $C[a, b]$ by putting

$$
\begin{equation*}
\langle x, y\rangle=\int_{a}^{b} x(t) y\langle t) w(t) d t \tag{30}
\end{equation*}
$$

Let $p$ be the unique monic polynomial in $\prod_{n}$ that is orthogonal to $\prod_{n-1}$, orthogonality being defined by the inner product (30). Let the nodes $t_{1}, \ldots, t_{n}$ be the zeros of $p$. These are known to be simple zeros and lie in $(a, b)$, although we do not stop to prove this. (See [Ch], page 111.) By Theorem 6, there is a set of weights $A_{i}$ for which the quadrature formula (26) is exact on $\prod_{n-1}$. We now show that it is exact on $\prod_{2 n-1}$. Let $x \in \prod_{2 n-1}$. By the division algorithm, we can write $x=q p+r$, where $q$ (the quotient) and $r$ (the remainder) belong to $\prod_{n-1}$. Now write

$$
\int_{a}^{b} x w=\int_{a}^{b} q p w+\int_{a}^{b} r w
$$

Since $p \perp \prod_{n-1}$ and $q \in \prod_{n-1}$ the integral $\int q p w$ is zero. Since $p\left(t_{i}\right)=0$, we have $x\left(t_{i}\right)=r\left(t_{i}\right)$. Finally, since $r \in \prod_{n-1}$, the quadrature formula (26) is exact for $r$. Putting these facts together yields

$$
\int_{a}^{b} x(t) w(t) d t=\int_{a}^{b} r(t) w(t) d t=\sum_{i=1}^{n} A_{i} r\left(t_{i}\right)=\sum_{i=1}^{n} A_{i} x\left(t_{i}\right)
$$

Formulas that conform to Theorem 7 are known as Gaussian quadrature formulas.

Theorem 8. The weights in a Gaussian quadrature formula are positive.

Proof. Suppose that Formula (26) is exact on $\Pi_{2 n-1}$. Then it will integrate $\ell_{j}^{2}$ exactly:

$$
0<\int_{a}^{b} \ell_{j}^{2}(t) w(t) d t=\sum_{i=1}^{n} A_{i} \ell_{j}^{2}\left(t_{i}\right)=A_{j}
$$

## Problems 4.7

1. Refer to the proof of Theorem 3 and show that if $z$ is a vector in $\mathbb{R}^{n+2}$ for which $L_{i} z=0$ $(1 \leqslant i \leqslant n)$, then $z$ is an arithmetic progression.
2. Prove that if, in Equation (28), $a=-b, w$ is even, and the nodes are symmetrically placed about the origin, then the formula will give correct results on $\prod_{n}$ when $n$ is odd.
3. Prove that if the formula (26) is exact on $\prod_{2 n-1}$, then the nodes must be the zeros of a polynomial orthogonal to $\prod_{n-1}$.
4. Let $\langle x, y\rangle=\int_{-1}^{1} x(t) y(t) d t$. Verify that the polynomial $p(t)=t^{3}-\frac{3}{5} t$ is orthogonal to $\prod_{2}$. Find the Gaussian quadrature formula for this case, i.e., $n=3, w(t) \equiv 1, a=-1$, $b=+1$.
5. Define

$$
\langle x, y\rangle=\int_{-1}^{1} x(t) y(t)\left(1-t^{2}\right)^{-1 / 2} d t
$$

Verify that this improper integral converges whenever $x$ and $y$ are continuous functions on the interval $[-1,1]$. Accepting the fact that the Chebyshev polynomial $T_{3}(t)=4 t^{3}-3 t$ is orthogonal to $\prod_{2}$, find the Gaussian quadrature formula in this case. Hint: $T_{3}(\cos \theta)=$ $\cos 3 \theta$. Use the change of variable $t=\cos \theta$ to facilitate the work.
6. Consider this 2-point boundary value problem:

$$
x^{\prime \prime}=\left(x^{2}+1\right)^{-1 / 2} \quad x(0)=0 \quad x(1)=1
$$

By using Theorem 2, show that the problem has a unique solution in the space in $C[0,1]$.
7. Prove that the general second-order linear differential equation

$$
u x^{\prime \prime}+v x^{\prime}+w x=f
$$

can be put into Sturm-Liouville form, assuming that $u>0$, by applying an integrating factor $\exp \int\left(v-u^{\prime}\right) / u$.
8. Prove that $\int_{0}^{1}|G(t, s)| d s=\frac{1}{8}$.
9. Find the Green's function for the problem

$$
\left\{\begin{array}{l}
x^{\prime}=f(t, x) \quad 0 \leqslant t \leqslant 1 \\
x(0)=0
\end{array}\right.
$$

Prove that it is correct.
10. Prove that if $x \in C[0,1]$ and if $x$ satisfies the integral relation (6), in which $f$ is continuous, then $x \in C^{2}[0,1]$.
11. Prove that this two-point boundary value problem has no solution:

$$
x^{\prime \prime}+x=0 \quad x(0)=3 \quad x(\pi)=7
$$

12. Convert the two-point boundary value problem in Problem 11 to an equivalent homogeneous problem on the interval $[0,1]$, and explain why Theorem 2 and its corollary do not apply.
13. An integral equation of the form

$$
x(t)+\int_{a}^{b} K(t, s) f(s, x(s)) d s=v(t)
$$

is called a Hammerstein equation. Show that it can be written in the form $x+A F x=v$, where $A$ and $F$ are respectively a linear and a nonlinear operator defined by

$$
(A x)(t)=\int_{a}^{b} K(t, s) x(s) d s \quad(F(x))(t)=f(t, x(t))
$$

14. (Continuation) Show that the boundary-value problem

$$
x^{\prime \prime}(t)+g(x(t))=v(t) \quad x(0)=x(1)=0
$$

is equivalent to a Hammerstein integral equation.
15. Consider the initial-value problem

$$
x^{\prime \prime}+u x^{\prime}+v x=f \quad x(0)=a, \quad x^{\prime}(0)=\beta \quad(t \geqslant 0)
$$

Show that this is equivalent to the Volterra integral equation

$$
x(t)+\int_{0}^{t} K(t, s) x(s) d s=f(t)-\beta u(t)-\alpha v(t)-\beta t v(t)
$$

in which $K(t, s)=u(t)+v(t)(t-s)$.
16. For what two-point boundary-value problem is this the Green's Function?

$$
g(s, t)=\min \{s, t\}-\frac{1}{2} s t \quad 0 \leqslant s, t \leqslant 1
$$

17. Prove that if $u_{0}=0$ and $L_{i} u=0$ for $i=1,2, \ldots$, then $u_{i}=i a$ for a suitable constant $a$. (Refer to the proof of Theorem 3, page 218, for definitions.)
18. Write down the fixed-point problem that is equivalent to the boundary-value problem in Equation (11), page 217. Take one step in the iteration, starting with $y_{0}(t)=0$. Check your answer against ours: $y_{1}(t)=2\left[e^{t}+(1-e) t-1\right]$.
19. Consider a numerical integration formula

$$
\int_{a}^{b} x(t) w(t) d t \approx \sum_{i=1}^{n} A_{i} x\left(t_{i}\right)
$$

Assume that $w$ is positive and continuous on $\left[a, b \mid\right.$. Assume also that $t_{i}$ are $n$ distinct points in $[a, b]$. Prove that the formula gives correct results for "most" functions in $C[a, b]$. Interpret the word "most" in terms of dimension of certain subspaces.
20. Prove that the following two-point boundary-value problem has a continuous solution and that the solution satisfies $x(t)=x(1-t)$ :

$$
x^{\prime \prime}(t)=\sin (x-t) \sin (x+t-1) \quad x(0)=x(1)=0 \quad(0<t<1)
$$

### 4.8 Descent Methods

Here, as in the Rayleigh-Ritz method, we assume that a problem confronting us has been somehow recast as a minimization problem. Assume therefore that a
functional $\Phi: K \rightarrow \mathbb{R}$ is given, where $K$ (the domain of $\Phi$ ) is a subset of some Banach space $X$. Usually $\Phi$ is nonlinear. Let

$$
\begin{equation*}
\rho=\inf _{x \in K} \Phi(x) \tag{1}
\end{equation*}
$$

We admit the possibility that $\rho=-\infty$. The objective is to find a point $x_{0}$ in $K$ that yields

$$
\Phi\left(x_{0}\right)=\rho
$$

It is obvious that many problems of best approximation are of this nature; in such problems $\Phi(x)$ would be the distance between $x$ and some element $z$ that was to be approximated. The domain of $\Phi$ would typically be a linear subspace consisting of all the approximants.

Another familiar problem that can be recast as a minimization problem is the two-point boundary value problem for a Sturm-Liouville equation. When the Rayleigh-Ritz method is applied, we seek a minimum of the functional

$$
\Phi(x)=\int_{a}^{b}\left[p \cdot\left(x^{\prime}\right)^{2}+q \cdot x^{2}+2 f \cdot x\right]
$$

In the calculus of variations, similar functionals are encountered. For example, in the "brachistochrone" problem (page 153),

$$
\Phi(x)=\int_{0}^{a}\left[1+\left(x^{\prime}\right)^{2}\right]^{1 / 2}(2 g x)^{-1 / 2}
$$

A goal somewhat more modest than finding the minimum point is to generate a minimizing sequence for $\Phi$. That means a sequence $x_{1}, x_{2}, \ldots$ in $K$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \Phi\left(x_{k}\right)=\rho \tag{2}
\end{equation*}
$$

The sequence itself may or may not converge.
Theorem 1. A lower semicontinuous functional on a compact set attains its infimum.

Proof. Recall that lower semicontinuity of $\Phi$ means that each set of the form

$$
K_{\lambda}=\{x \in K: \Phi(x) \leqslant \lambda\}
$$

is closed. If $\lambda>\rho$, then $K_{\boldsymbol{\lambda}}$ is nonempty. The family of closed sets $\left\{K_{\boldsymbol{\lambda}}\right.$ : $\lambda>\rho\}$ has the finite-intersection property (i.e., the intersection of any finite subcollection is nonempty). Since the space is compact,

$$
\bigcap\left\{K_{\lambda}: \lambda>\rho\right\} \neq \varnothing
$$

(see [Kel]). Any point in this intersection satisfies the inequality $\Phi(x) \leqslant \rho$.

The preceding theorem can be proved also for a space that is only countably compact. This term signifies that any countable open cover of the space has a finite subcover. ([Kel] page 162). A consequence is that each sequence in the space has a cluster point. Let $x_{n}$ be chosen so that $\Phi\left(x_{n}\right)<\rho+1 / n$. Let $x^{*}$ be a cluster point of the sequence $\left[x_{n}\right]$. Then $\Phi\left(x^{*}\right) \leqslant \rho$. Indeed, if this inequality is false, then for some $m, \Phi\left(x^{*}\right)>\rho+1 / m$. Since $\Phi$ is lower semicontinuous, the set

$$
\mathcal{O}=\{x: \Phi(x)>\rho+1 / m\}
$$

is a neighborhood of $x^{*}$. Since $x^{*}$ is a cluster point, the sequence $\left[x_{n}\right]$ is frequently in $\mathcal{O}$. But this is absurd, since $x_{m}, x_{m+1}, \ldots$ lie outside of $\mathcal{C}$.

A standard strategy for proving existence theorems consists of the following three steps:
I. Formulate the existence question in terms of minimizing a functional $\boldsymbol{\Phi}$ on a set $K$.
II. Find a topology $\tau$ for $K$ such that $K$ is $\tau$-compact and $\Phi$ is $\tau$-lowersemicontinuous.
III. Apply the preceding theorem.
(The two requirements on the topology are in opposition to each other. The bigger the topology, the more difficult it is for $K$ to be compact, but the easier it is for $\Phi$ to be lower semicontinuous.) Examples of this strategy can be given in spectral theory, approximation theory, and other fields. Here we wish to concentrate on methods for constructing a minimizing sequence for a functional $\boldsymbol{\Phi}$.

If $\Phi$ is a functional on a normed space $X$, and $x \in X$, then the Fréchet derivative of $\Phi$ at $x$ may or may not exist. If it exists, it is an element $\Phi^{\prime}(x)$ of $X^{*}$ and has the property

$$
\begin{equation*}
\Phi(x+h)-\Phi(x)-\Phi^{\prime}(x) h=o(h) \quad(h \in X) \tag{3}
\end{equation*}
$$

These matters are discussed fully in Chapter 3. The linear functional $\Phi^{\prime}(x)$ is usually called the gradient of $\Phi$ at $x$. In the special case when $X=\mathbb{R}^{n}$, and $x=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right), h=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{n}\right)$, it has the form

$$
\begin{equation*}
\Phi^{\prime}(x) h=\sum_{i=1}^{n} \frac{\partial \Phi}{\partial \xi_{i}}(x) \eta_{i} \quad h \in \mathbb{R}^{n} \tag{4}
\end{equation*}
$$

If $\Phi^{\prime}(x)$ exists at a specific point $x$, then for any $h \in X$, we have

$$
\begin{equation*}
\left.\frac{d}{d t} \Phi(x+t h)\right|_{t=0}=\Phi^{\prime}(x) h \tag{5}
\end{equation*}
$$

Indeed, by the chain rule (Section 3.2, page 121),

$$
\frac{d}{d t} \Phi(x+t h)=\Phi^{\prime}(x+t h) h
$$

The left-hand side of Equation (5) is called the directional derivative of $\Phi$ at $x$ in the direction $h$. The existence of the Fréchet derivative is sufficient for the
existence of the directional derivative, but not necessary. (An example occurs in Problem 2.) The mapping

$$
\left.h \longmapsto \frac{d}{d t} \Phi(x+t h)\right|_{t=0}
$$

is called the Gâteaux derivative. (The mathematician R. Gâteaux was killed while serving as a soldier in the First World War, September 1914.)

If, among all $h$ of norm 1 in $X$, there is a vector for which $\Phi^{\prime}(x) h$ is a maximum, this vector is said to point in the direction of steepest ascent. Its negative gives the direction of steepest descent. These matters are most easily understood when $X$ is a Hilbert space. Suppose, then, that $\Phi$ is a functional on a Hilbert space $X$ and that $\Phi^{\prime}(x)$ exists for some point $x$. By the Riesz representation theorem for functionals on a Hilbert space, the functional $\Phi^{\prime}(x)$ is represented by a vector $v$ in $X$, so that $\Phi^{\prime}(x) h=\langle h, v)$ : If $\|h\|=1$, then by the Cauchy-Schwarz inequality,

$$
\langle h, v) \leqslant|\langle h, v)| \leqslant\|h\|\|v\|=\|v\|
$$

We have equality here if and only if $h$ is taken to be $v /\|v\|$. Thus the (unnormalized) direction of steepest ascent is $v$.

An iterative procedure called the method of steepest descent can now be described. If any point $x$ is given, the direction of steepest descent at $x$ is computed. Let this be $v$. The functional $\Phi$ is now minimized along the "ray" consisting of points $x+t v, t \in \mathbb{R}$. This is done by a familiar technique from elementary calculus; namely, we solve for $t$ in the equation

$$
\frac{d}{d t} \Phi(x+t v)=0
$$

If the appropriate $t$ is denoted by $\tilde{t}$, then the process is repeated with $x$ replaced by $x+\tilde{t} v$.

These matters will now be illustrated by a special but important problem, namely, the problem of solving the equation

$$
\begin{equation*}
A x=b \tag{6}
\end{equation*}
$$

in which $A$ is a positive definite self-adjoint operator on a real Hilbert space $X$, and $b \in X$. In symbols, the hypotheses on $A$ are that

$$
\begin{align*}
& \langle A x, y\rangle=\langle x, A y)  \tag{7}\\
& \langle A x, x)>0 \text { if } x \neq 0 \tag{8}
\end{align*}
$$

For this problem, we define the functional

$$
\begin{equation*}
\Phi(x)=\langle A x-2 b, x) \tag{9}
\end{equation*}
$$

Theorem 2. Under the hypotheses above, a point $y$ satisfies the equation $A y=b$ if and only if $y$ is a global minimum point of $\Phi$.

Proof. Let $x$ be an arbitrary point and $v$ any nonzero vector. Then

$$
\begin{align*}
\Phi(x+t v) & =\langle A x+t A v-2 b, x+t v) \\
& =\langle A x-2 b, x)+t\langle A x-2 b, v)+t\langle A v, x\rangle+t^{2}\langle A v, v)  \tag{10}\\
& =\Phi(x)+2 t\langle A x-b, v)+t^{2}\langle A v, v)
\end{align*}
$$

The derivative of this expression, as a function of $t$, is

$$
\begin{equation*}
\frac{d}{d t} \Phi(x+t v)=2\langle A x-b, v\rangle+2 t\langle A v, v\rangle \tag{11}
\end{equation*}
$$

The minimum of $\Phi(x+t v)$ occurs when this derivative is zero. The value of $t$ for which this happens is

$$
\begin{equation*}
\tilde{t}=\langle b-A x, v\rangle\langle A v, v\rangle^{-1} \tag{12}
\end{equation*}
$$

When this value is substituted in Equation (10) the result is

$$
\begin{equation*}
\Phi(x+\tilde{t} v)=\Phi(x)-\langle b-A x, v\rangle^{2}\langle A v, v\rangle^{-1} \tag{13}
\end{equation*}
$$

This shows that we can cause $\Phi(x)$ to decrease by passing to the point $x+\tilde{t} v$, except when $b-A x \perp v$. If $b-A x \neq 0$, then many directions $v$ can be chosen for our purpose, but if $A x=b$, we cannot decrease $\Phi(x)$.

In the problem under consideration, the directional derivative of $\Phi$ is obtained by putting $t=0$ in Equation (11):

$$
\begin{equation*}
\left.\frac{d}{d t} \Phi(x+t v)\right|_{t=0}=2\langle A x-b, v\rangle \tag{14}
\end{equation*}
$$

It follows that the direction of steepest descent is the residual vector $r=b-A x$. (Positive scalar factors can be ignored in specifying a direction vector.) The algorithm for steepest descent in this problem is therefore described by these formulas:

$$
\begin{equation*}
r_{n}=b-A x_{n} \quad t_{n}=\left\langle r_{n}, r_{n}\right\rangle /\left\langle A r_{n}, r_{n}\right\rangle \quad x_{n+1}=x_{n}+t_{n} r_{n} \tag{15}
\end{equation*}
$$

Since the method of steepest descent is not competitive with the conjugate direction methods on this problem, we will not go into further detail, but simply state without proof the following theorem. See [KA], pages 606-608.

Theorem 3. If $A$ is self-adjoint and satisfies

$$
\inf _{\|x\|=1}\langle A x, x\rangle>0
$$

then the steepest-descent sequence in Equation (15) converges to the solution of the equation $A x=b$.

There is more to this theorem than meets the eye, because the hypotheses on $A$ imply its invertibility, and consequently the equation $A x=b$ has a unique solution for each $b$ in the Hilbert space. See the lemma in Section 4.9, page 234, for the appropriate formal result.

Example. We consider the problem $A x=b$ when

$$
A=\left[\begin{array}{ll}
1 & 2 \\
2 & 5
\end{array}\right] \quad b=\left[\begin{array}{l}
3 \\
1
\end{array}\right]
$$

How does the method of steepest descent perform on this example? We prefer to let Mathematica do the work, and give it these inputs:

$$
\begin{aligned}
& A=\{\{1,2,\},\{2,5 .\}\} \\
& \mathrm{b}=\{3 ., 1 .\} \\
& \text { Inverse[A] } \\
& \% . \mathrm{b}
\end{aligned}
$$

The output is $A^{-1}=\left[\begin{array}{cc}5 & -2 \\ -2 & 2\end{array}\right]$ and the solution, $x=(13,-5)^{T}$. Next, we program Mathematica to compute 10 steps of steepest descent, starting at $x=$ $(0,0)$. The following input accomplishes this.

$$
\begin{aligned}
& x=\{0.0 .\} \\
& \text { Do[r=b-A.x;Print[r];phi=-x.(r+b);Print[phi]; } \\
& \quad t=(r \cdot r) /(r . A . r) ; y \approx x+t \quad r ; x=y ; \operatorname{Print}[x],\{10\}]
\end{aligned}
$$

After 10 steps, the output is $x=\langle 5.7,-1.7)$ and $\Phi=-22.4587$. Since the solution is $x^{*}=(13,-5)$ and $\Phi=-34$, the algorithm works very slowly. Of course, with some starting points, the solution will be obtained in one step. Such starting points are $x^{*}+s v$, for any eigenvector $v$. Here are Mathematica commands to compute eigenvectors of $A$ :

$$
\begin{aligned}
& A=\{\{1 ., 2 .\},\{2 ., 5 .\}\} \\
& \text { Eigenvectors }[\mathrm{N}[\mathrm{~A}]]
\end{aligned}
$$

If we start the steepest descent process at a remote point such as $x^{*}+100 v$, the first step (carried out numerically) gives a point very ciose to $x^{*}$. The contours (ievel sets) of $\Phi$ for this example are shown in Figure 4.1.


Figure 4.1

## Problems 4.8

1. Refer to Equation (13) and discuss the problem of determining $v$ so as to maximize

$$
(b-A x, v)^{2}(A v, v)^{-1}
$$

The solution should be, of course, $v=x_{0}-x$ (or a multiple of it), where $x_{0}=A^{-1} b$.
2. Define $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ by putting $f(x, y)=0$ if $x=0$ and $f(x, y)=x y^{2}\left(x^{2}+y^{4}\right)^{-1}$ otherwise. Prove that $f$ has a Gâteaux derivative at 0 in every direction, but that $f^{\prime}(0)$ does not exist. Show, in fact, that $f$ is discontinuous at 0 .
3. Denote by $C_{2}$ the linear space of all continuous real-valued functions on $[0,1]$ with $L_{2}$-norm. Prove that point-evaluation functionals are discontinuous on $C_{2}$. A pointevaluation functional is of the form $t^{*}$ for some $t \in[0,1]$, where $t^{*}(x)=x(t)$ for all $x \in C_{2}$. Does $t^{*}$ have a directional derivative?
4. What is the direction of steepest descent for the function

$$
\Phi(x)=\xi_{1}^{2}+\sin \left(\xi_{1} \xi_{2}\right)+\exp \xi_{3} \quad x=\left(\xi_{1}, \xi_{2}, \xi_{3}\right)
$$

at the point $(1,2,3)$ ? Does this function attain its minimum on $\mathbb{R}^{\mathbf{3}}$ ?
5. Let $A$ be a bounded linear operator on a real Hilbert space $X$. How does the functional

$$
\Phi(x)=\|A x-b\|^{2}
$$

behave on a ray $x+t v$ ? Where is the minimum point on this ray, and what is the minimum value of $\Phi$ on this ray? What is the direction of steepest descent? What are the answers if $A$ is self-adjoint?
6. A functional $\boldsymbol{\Phi}$ is said to be convex if the condition $0<\boldsymbol{\lambda}<1$ implies

$$
\Phi(\lambda x+(1-\lambda) y) \leqslant \lambda \Phi(x)+(1-\lambda) \Phi(y)
$$

for any two points $x$ and $y$. Is the functional $x \mapsto(A x-2 b, x)$ convex when $A$ is Hermitian and positive definite?
7. Let $A$ be any bounded linear operator on a Hilbert space, and let $H$ be a positive definite Hermitian operator. Put

$$
\Phi(x)=\langle b-A x, H(b-A x))
$$

Discuss methods for solving $A x=b$ based upon the minimization of $\Phi$. Investigate the equivalence of the two problems, give the Gâteaux derivative of $\Phi$, and derive the formula for steepest descent. In the latter, the method of Lagrange multipliers would be helpful. Determine the amount by which $\Phi(x)$ decreases in each step.
8. What happens to the theory if the coefficient 2 is replaced by 1 in Equation (9)?
9. Prove that when the method of steepest descent is applied to the problem $A x=b$ the minimum value of $\Phi$ is $-(x, b)$, where $x$ is the solution of the problem.
10. Let the method of steepest descent be applied to solve the equation $A x=b$, as described in the text. Show that

$$
\begin{aligned}
x_{n+2} & =x_{n}+\left(t_{n}+t_{n+1}\right) r_{n}-t_{n} t_{n+1} A r_{n} \\
r_{n+1} & =\left(I-t_{n} A\right) r_{n}
\end{aligned}
$$

11. Prove that if $v$ is an eigenvector of $A$ and if $A x_{0}=b$, then the method of steepest descent will produce the solution in one step if started at $x_{0}+s v$.
12. Let $A$ be a bounded linear operator on a complex Hilbert space. We assume that $A$ is self-adjoint and positive definite. Prove that if $A x_{0}=b$, then $x_{0}$ minimizes the functional

$$
\Phi(x)=(A x, x)-(x, b)-\langle b, x)
$$

13. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be continuous. Let $g(t)=f(t)$ everywhere except at $t=0$, where we define $g(0)=f(0)-1$. Is $g$ lower semicontinuous? Generalize.
14. Prove that the method of steepest descent, as given in Equation (15), has this property:

$$
\Phi\left(x_{n}\right)-\Phi\left(x_{n+1} \geqslant\left\|r_{n}\right\|^{2} /\|A\|\right.
$$

Show that if $b$ is not in the closure of the range of $A$, then $\Phi\left(x_{n}\right) \rightarrow-\infty$.
15. Prove that if $\inf _{\|x\|=1}(A x, x)=m>0$, then the method of steepest descent (described in Equation (15)) has this property:

$$
\Phi\left(x_{n}\right)-\Phi\left(x_{n+1}\right) \leqslant\left\|r_{n}\right\|^{2} / m
$$

16. In the method of steepest descent, we expect successive direction vectors to be orthogonal to each other. Why? Prove that this actually occurs in the example described by Equation (15).
17. In the method of steepest descent applied to the equation $A x=b$, explain how it is possible for $\Phi$ to be bounded below on each line yet not bounded below on the whole Hilbert space.
18. Use the definition of Gâteaux derivative given on page 228 or in Problem 3.1 .21 (page 120 ) to verify that Equation (5) gives the Gâteaux derivative of $\Phi$.

### 4.9 Conjugate Direction Methods

In this section we continue our study of algorithms for solving the equation

$$
\begin{equation*}
A x=b \tag{1}
\end{equation*}
$$

assuming throughout that $A$ is an operator on a real Hilbert space $X$. Later, the application of these methods to general optimization problems will be considered.

Recall (from Theorem 2 in the preceding section, page 228) that when $A$ is self-adjoint and positive definite, solving Equation (1) is equivalent to minimizing the functional

$$
\begin{equation*}
\Phi(x)=\langle A x-2 b, x\rangle \tag{2}
\end{equation*}
$$

A general descent algorithm goes as follows. At the $n$th step, a vector $x_{n}$ is available from prior computations. By means of some strategy, a "search direction" is determined. This is a vector $v_{n}$. Then we let

$$
\begin{equation*}
x_{n+1}=x_{n}+\alpha_{n} v_{n} \quad \alpha_{n}=\left\langle b-A x_{n}, v_{n}\right\rangle /\left\langle A v_{n}, v_{n}\right\rangle \tag{3}
\end{equation*}
$$

Formula (3) ensures that $\Phi\left(x_{n+1}\right)$ will be as small as possible when $x_{n+1}$ is restricted to the ray $x_{n}+t v_{n}$.

In this algorithm, considerable freedom is present in choosing the search direction $v_{n}$. For example, in the method of steepest descent, $v_{n}=b-A x_{n}$. We shall discuss an alternative that has many advantages over steepest descent. One advantage is that the idea of searching for a minimum value of a functional
is abandoned, and we retain only the algorithm in Equations (3). The operator (or matrix in the finite-dimensional case) need not be self-adjoint or positive definite. Finally, the direction vectors $v_{n}$ are subject to weaker hypotheses.

First some definitions are needed. For an operator $A$, a sequence of vectors $v_{1}, v_{2}, \ldots$ in $X$ is said to be $A$-orthogonal if

$$
\begin{equation*}
\left\langle v_{i}, A v_{j}\right\rangle=0 \text { when } i \neq j \tag{4}
\end{equation*}
$$

This new concept reduces to the familiar type of orthogonality if $A$ is the identity operator. The descent algorithm (3) is called a conjugate direction method if the search directions $v_{1}, v_{2}, \ldots$ are nonzero and form an $A$-orthogonal set.

A slightly stronger hypothesis is that our set of vectors $v_{i}$ is $A$-orthonormal, meaning that the condition $\left\langle v_{i}, A v_{j}\right\rangle=\delta_{i j}$ is fulfilled. The formula for $\alpha_{n}$ in Equation (3) is then simpler.

Theorem 1. In the conjugate direction algorithm (3), using an $A$-orthonormal set of direction vectors, each residual $r_{n}=b-A x_{n}$ is orthogonal to all the previous search directions $v_{1}, \ldots, v_{n-1}$.

Proof. Let $r_{n}=b-A x_{n}$. We wish to prove that

$$
\begin{equation*}
r_{n} \perp v_{1}, v_{2}, \ldots, v_{n-1} \quad(n=2,3, \ldots) \tag{5}
\end{equation*}
$$

First we observe that

$$
\begin{equation*}
r_{n+1}=b-A x_{n+1}=b-A\left(x_{n}+\alpha_{n} v_{n}\right)=r_{n}-\alpha_{n} A v_{n} \tag{6}
\end{equation*}
$$

Consequently, by the definition of $\alpha_{1}$, we have

$$
\begin{equation*}
\left\langle r_{2}, v_{1}\right\rangle=\left\langle r_{1}, v_{1}\right\rangle-\alpha_{1}\left(A v_{1}, v_{1}\right\rangle=\left\langle r_{1}, v_{1}\right\rangle-\left\langle r_{1}, v_{1}\right\rangle=0 \tag{7}
\end{equation*}
$$

Now assume that Equation (5) is true for a certain index $n$. In order to prove Equation (5) for $n+1$, let $1 \leqslant i \leqslant n$ and use Equation (6) to write

$$
\begin{equation*}
\left\langle r_{n+1}, v_{i}\right\rangle=\left\langle r_{n}, v_{i}\right\rangle-\alpha_{n}\left\langle A v_{n}, v_{i}\right\rangle \tag{8}
\end{equation*}
$$

For $i<n$, both terms on the right side of Equation (8) are zero. For $i=n$ the definition of $\alpha_{n}$ shows that the right side is zero, as in Equation (7).

Corollary. Let $A$ be an $m \times m$ matrix. Let $\left\{v_{1}, \ldots, v_{m}\right\}$ be an $A$ orthonormal set of vectors. Then the conjugate direction algorithm (3) produces a solution to the problem in (1) no later than the $(m+1)$ st step. Thus $A x_{m+1}=b$.

Proof. By the preceding theorem, $r_{m+1} \perp\left\{v_{1}, \ldots, v_{m}\right\}$. But this set of $m$ vectors is linearly independent, because

$$
\left\langle\sum_{j=1}^{m} c_{j} v_{j}, A v_{i}\right\rangle=c_{i}\left(v_{i}, A v_{i}\right)=c_{i}
$$

Hence $r_{m+1}=0$. Thus $b-A x_{m+1}=0$.

Lemma. If $A$ is an Hermitian operator on a Hilbert space and satisfies the inequality

$$
\begin{equation*}
\|A x\| \geqslant m\|x\| \quad(m>0) \tag{9}
\end{equation*}
$$

then $A$ is invertible, and $\left\|A^{-1}\right\| \leqslant 1 / m$.
Proof. (The techniques of this proof were used previously, in Theorem 3 of Section 4.5, page 201.) Recall from Theorem 3 of Section 2.3 (page 84) that the Hermitian property implies continuity and self-adjointness. In order to prove that the range of $A, \mathcal{R}(A)$, is closed, let [ $y_{n}$ ] be a convergent sequence in $\mathcal{R}(A)$. Write $y_{n}=A x_{n}$ and $y_{n} \rightarrow y$. Then $\left[y_{n}\right]$ has the Cauchy property. By using (9) we get

$$
m\left\|x_{n}-x_{m}\right\| \leqslant \| A\left(x_{n}-x_{m}\|=\| y_{n}-y_{m} \|\right.
$$

This shows that $\left[x_{n}\right]$ is a Cauchy sequence. Hence $x_{n} \rightarrow x$ for some $x$. By the continuity of $A, y_{n}=A x_{n} \rightarrow A x$, and $y=A x \in \mathcal{R}(A)$.

Next we observe that $\mathcal{R}(A)^{\perp}=0$. Indeed, if $y \in \mathcal{R}(A)^{\perp}$ then for every $x$,

$$
\langle A y, x\rangle=\langle y, A x)=0
$$

This implies that $A y=0$, and then $y=0$ by Inequality (9). Since $\mathcal{R}(A)$ is closed and $\mathcal{R}(A)^{\perp}=0$, we infer that $\mathcal{R}(A)=X$. Since the null space of $A$ is 0 , $A^{-1}$ exists as a (possibly unbounded) operator: But if $y=A x$, then

$$
\|y\|=\|A x\| \geqslant m\|x\|=m\left\|A^{-1} y\right\|
$$

whence $\left\|A^{-1} y\right\| \leqslant \frac{1}{m}\|y\|$.
Theorem 2. Let $A$ be a self-adjoint operator on a Hilbert space $X$. Assume that

$$
\begin{equation*}
m\|x\|^{2} \leqslant\langle x, A x\rangle \leqslant M\|x\|^{2} \quad(m>0) \tag{10}
\end{equation*}
$$

Let $v_{1}, v_{2}, \ldots$ be an $A$-orthonormal sequence whose linear span is dense in $X$. Then the conjugate direction algorithm

$$
\begin{equation*}
x_{n+1}=x_{n}+\left\langle v_{n}, b-A x_{n}\right\rangle v_{n} \tag{11}
\end{equation*}
$$

produces a sequence that converges to $A^{-1} b$ from any starting point $x_{1}$.

Proof. (After [Lue2]) Putting $\alpha_{n}=\left\langle v_{n}, b-A x_{n}\right)$, we have, from Equation (11),

$$
\begin{aligned}
& x_{2}=x_{1}+\alpha_{1} v_{1} \\
& x_{3}=x_{2}+\alpha_{2} v_{2}=x_{1}+\alpha_{1} v_{1}+\alpha_{2} v_{2}
\end{aligned}
$$

and so on. Thus, in general,

$$
\begin{equation*}
x_{n}-x_{1}=\alpha_{1} v_{1}+\alpha_{o} 2 v_{2}+\cdots+\alpha_{n-1} v_{n-1} \tag{12}
\end{equation*}
$$

From Equation (12) and the $A$-orthogonal property,

$$
\begin{equation*}
\left\langle x_{n}-x_{1}, A v_{n}\right\rangle=0=\left\langle A x_{n}-A x_{1}, v_{n}\right\rangle \tag{13}
\end{equation*}
$$

From the definition of $\alpha_{n}$ and Equation (13), we get

$$
\begin{aligned}
\alpha_{n} & =\left\langle v_{n}, b-A x_{n}\right\rangle=\left\langle v_{n}, b-A x_{1}-A x_{n}+A x_{1}\right\rangle \\
& =\left\langle v_{n}, b-A x_{1}\right\rangle=\left\langle v_{n}, A\left(A^{-1} b-x_{1}\right)\right\rangle
\end{aligned}
$$

This shows that the right side of Equation (12) represents the partial sum of the Fourier series of $A^{-1} b-x_{1}$, if we use for this expansion the inner product

$$
[x, y]=\langle x, A y\rangle
$$

These two inner products lead to the same topology on $X$ because of Equation (10). Hence $x_{n}-x_{1} \rightarrow A^{-1} b-x_{1}$.

In the conjugate direction algorithm, there is still some freedom in the choice of the direction vectors $v_{i}$. In the conjugate gradient method, these vectors are generated in such a way that (for each $n$ ) $x_{n}$ minimizes $\Phi$ on a certain linear variety of dimension $n-1$. The conjugate gradient algorithm appears in a number of different versions. For a theoretical analysis of the method, this version seems to be the best:
I. To start, let $x_{1}$ be arbitrary, and define $v_{1}=b-A x_{1}$.
II. Given $x_{n}$ and $v_{n}$, we set

$$
\begin{array}{ll}
x_{n+1}=x_{n}+\alpha_{n} v_{n} & \alpha_{n}=\left(b-A x_{n}, v_{n}\right)\left\langle v_{n}, A v_{n}\right)^{-1} \\
v_{n+1}=b-A x_{n+1}-\beta_{n} v_{n} & \beta_{n}=\left(b-A x_{n+1}, A v_{n}\right)\left(v_{n}, A v_{n}\right)^{-1} \tag{15}
\end{array}
$$

Theorem 3. Let $A$ be a self-adjoint operator on a Hilbert space. Assume that for some positive $m$ and $M$,

$$
\begin{equation*}
m\|x\|^{2} \leqslant\langle x, A x\rangle \leqslant M\|x\|^{2} \tag{16}
\end{equation*}
$$

Then the sequence $\left[x_{n}\right]$ generated by the conjugate gradient algorithm converges to $A^{-1} b$.

Proof. Throughout the proof, the $n$th residual is defined to be

$$
\begin{equation*}
r_{n}=b-A x_{n} \quad n=1,2,3, \ldots \tag{17}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
r_{n+1}=b-A x_{n+1}=b-A\left(x_{n}+\alpha_{n} v_{n}\right)=r_{n}-\alpha_{n} A v_{n} \tag{18}
\end{equation*}
$$

First we establish two orthogonality relations:

$$
\begin{array}{ll}
\left\langle r_{n+1}, v_{n}\right\rangle=0 & n=1,2, \ldots \\
\left\langle v_{n+1}, A v_{n}\right\rangle=0 & n=1,2, \ldots \tag{20}
\end{array}
$$

These are consequences of formulas (18), (14), and (15), as follows:

$$
\begin{aligned}
\left\langle r_{n+1}, v_{n}\right\rangle & =\left\langle r_{n}-\alpha_{n} A v_{n}, v_{n}\right\rangle=\left\langle r_{n}, v_{n}\right\rangle-\alpha_{n}\left(A v_{n}, v_{n}\right\rangle \\
& =\left\langle r_{n}, v_{n}\right\rangle-\left\langle r_{n}, v_{n}\right\rangle=0 \\
\left\langle v_{n+1}, A v_{n}\right\rangle & =\left\langle r_{n+1}-\beta_{n} v_{n}, A v_{n}\right\rangle=\left\langle r_{n+1}, A v_{n}\right\rangle-\beta_{n}\left(v_{n}, A v_{n}\right\rangle \\
& =\left\langle r_{n+1}, A v_{n}\right\rangle-\left\langle r_{n+1}, A v_{n}\right\rangle=0
\end{aligned}
$$

Define a sequence $e_{n}$ by the equation

$$
e_{n}=\left\langle r_{n}, A^{-1} r_{n}\right\rangle
$$

From this we have

$$
\begin{equation*}
e_{n}=\left\langle A A^{-1} r_{n}, A^{-1} r_{n}\right\rangle \geqslant m\left\|A^{-1} r_{n}\right\|^{2} \geqslant 0 \tag{21}
\end{equation*}
$$

Using Equation (18) we can express $e_{n+1}$ as follows:

$$
\begin{aligned}
e_{n+1} & =\left\langle r_{n+1}, A^{-1} r_{n+1}\right\rangle \\
& =\left\langle r_{n}-\alpha_{n} A v_{n}, A^{-1}\left(r_{n}-\alpha_{n} A v_{n}\right)\right\rangle \\
& =\left\langle r_{n}-\alpha_{n} A v_{n}, A^{-1} r_{n}-\alpha_{n} v_{n}\right\rangle \\
& =\left\langle r_{n}, A^{-1} r_{n}\right\rangle-\alpha_{n}\left(A v_{n}, A^{-1} r_{n}\right\rangle-\alpha_{n}\left(r_{n}, v_{n}\right\rangle+\alpha_{n}^{2}\left(A v_{n}, v_{n}\right\rangle \\
& =e_{n}-\alpha_{n}\left(v_{n}, r_{n}\right\rangle-\alpha_{n}\left(v_{n}, r_{n}\right\rangle+\alpha_{n}\left(v_{n}, r_{n}\right\rangle \\
& =e_{n}-\alpha_{n}\left(v_{n}, r_{n}\right\rangle \\
& =e_{n}\left[1-\alpha_{n}\left\langle v_{n}, r_{n}\right\rangle / e_{n}\right]
\end{aligned}
$$

In order to show that $e_{n}$ converges geometrically to zero, it suffices to prove that the bracketed expression in the previous equation is less than $1-m / M$. We will prove two inequalities that accomplish this objective, namely

$$
\begin{align*}
& \alpha_{n} \geqslant 1 / M  \tag{22}\\
& \left\langle v_{n}, r_{n}\right\rangle / e_{n} \geqslant m \tag{23}
\end{align*}
$$

From Equations (15) and (19) we have

$$
\begin{equation*}
\left\langle r_{n}, v_{n}\right\rangle=\left\langle r_{n}, r_{n}-\beta_{n-1} v_{n-1}\right\rangle=\left\langle r_{n}, r_{n}\right\rangle \tag{24}
\end{equation*}
$$

Equation (21) and the Cauchy-Schwarz inequality imply that

$$
m\left\|A^{-1} r_{n}\right\|^{2} \leqslant\left\langle A^{-1} r_{n}, r_{n}\right\rangle \leqslant\left\|A^{-1} r_{n}\right\|\left\|r_{n}\right\|
$$

This leads to $m\left\|A^{-1} r_{n}\right\| \leqslant\left\|r_{n}\right\|$. Inequality (23) now follows from

$$
m e_{n}=m\left\langle r_{n}, A^{-1} r_{n}\right\rangle \leqslant m\left\|r_{n}\right\|\left\|A^{-1} r_{n}\right\| \leqslant\left\|r_{n}\right\|^{2}=\left\langle r_{n}, r_{n}\right\rangle=\left\langle v_{n}, r_{n}\right\rangle
$$

To prove Inequality (22), we start with Equation (15), written in the form

$$
r_{n}=v_{n}+\beta_{n-1} v_{n-1}
$$

From this we conclude that

$$
\left\langle r_{n}, A r_{n}\right\rangle=\left\langle v_{n}+\beta_{n-1} v_{n-1}, A\left(v_{n}+\beta_{n-1} v_{n-1}\right)\right\rangle
$$

Since $\left\langle v_{n-1}, A v_{n}\right\rangle=\left\langle A v_{n-1}, v_{n}\right\rangle=0$ by Equation (20), we obtain

$$
\left\langle r_{n}, A r_{n}\right\rangle=\left\langle v_{n}, A v_{n}\right\rangle+\beta_{n-1}^{2}\left\langle v_{n-1}, A v_{n-1}\right\rangle \geqslant\left\langle v_{n}, A v_{n}\right\rangle
$$

Thus, using (16) and (24) we have

$$
\left\langle v_{n}, A v_{n}\right\rangle \leqslant\left\langle r_{n}, A r_{n}\right\rangle \leqslant M\left\langle r_{n}, r_{n}\right\rangle=M\left\langle r_{n}, v_{n}\right\rangle
$$

Hence

$$
\alpha_{n}=\left\langle r_{n}, v_{n}\right\rangle\left\langle v_{n}, A u_{n}\right\rangle^{-1} \geqslant 1 / M
$$

At this stage, we have established that

$$
e_{n+1} \leqslant\left(1-\frac{m}{M}\right) e_{n}
$$

Consequently, $e_{n} \rightarrow 0$. From Inequality (21) we conclude that $A^{-1} r_{n} \rightarrow 0$, or $A^{-1} b-x_{n} \rightarrow 0$.

## Problems 4.9

1. Let $A$ be an $m \times m$ matrix that is symmetric and positive definite. Let $U$ be an $m \times m$ matrix whose columns form an $A$-orthonormal set. Prove that $U^{T} A U=I$.
2. Let $A$ be an $m \times m$ symmetric matrix such that $(x, A x) \neq 0$ when $x \neq 0$. Let $\left\{u_{1}, \ldots, u_{m}\right\}$ be a basis for $\mathbb{R}^{m}$. Define $v_{1}=u_{1}$ and

$$
v_{k+1}=u_{k+1}-\sum_{i=1}^{k} \frac{\left\langle u_{k+1}, A v_{i}\right\rangle}{\left\langle v_{i}, A v_{i}\right)} v_{i} \quad(k=1,2, \ldots, m-1)
$$

Prove that $\left\{v_{1}, v_{2}, \ldots, v_{m}\right\}$ is an $A$-orthogonal basis for $\mathbb{R}^{m}$.
3. Show that if $A$ is an $m \times m$ symmetric positive definite matrix and if $\left\{v_{1}, \ldots, v_{m}\right\}$ is an $A$-orthonormal set, then the solution of $A x=b$ is $x=\sum_{i=1}^{m}\left(b, v_{i}\right) v_{i}$.

### 4.10 Methods Based on Homotopy and Continuation

In this section we address the problem of finding the roots of an equation or the zeros of a mapping

$$
\begin{equation*}
f(x)=0 \tag{1}
\end{equation*}
$$

Here $f$ can be a mapping from one Banach space to another, say $f: X \rightarrow Y$. This problem is so general that it includes systems of algebraic equations, integral equations, differential equations, and so on. We will describe a tactic called the
continuation method for attacking this problem. The discussion is adapted from that in [KC].

The fundamental idea of the continuation method is to embed the given problem in a one-parameter family of problems, using a parameter $t$ that runs over the interval $[0,1]$. The original problem will correspond to $t=1$, and another problem whose solution is known will correspond to $t=0$. For example, we can define

$$
\begin{equation*}
h(t, x)=t f(x)+(1-t) g(x) \tag{2}
\end{equation*}
$$

The equation $g(x)=0$ should have a known solution. The next step is to select points $t_{0}, t_{1}, \ldots$ such that

$$
0=t_{0}<t_{1}<t_{2}<\cdots<t_{m}=1
$$

One then attempts to solve each equation $h\left(t_{i}, x\right)=0,(0 \leqslant i \leqslant m)$. Assuming that some iterative method will be used (such as Newton's method), it makes sense to use the solution at the $i$ th step as the starting point in computing a solution at the $(i+1)$ st step.

This whole procedure is designed to cure the difficulty that plagues Newton's method, viz., the need for a good starting point.

The relationship (2), which embeds the original problem (1) in a family of problems, is an example of a homotopy that connects the two functions $f$ and $g$. In general, a homotopy can be any continuous connection between $f$ and $g$. Formally, a homotopy between two functions $f, g: X \rightarrow Y$ is a continuous map

$$
\begin{equation*}
h:[0,1] \times X \rightarrow Y \tag{3}
\end{equation*}
$$

such that $h(0, x)=g(x)$ and $h(1, x)=f(x)$. If such a map exists, we say that $f$ is homotopic to $g$. This is an equivalence relation among the continuous maps from $X$ to $Y$, where $X$ and $Y$ can be any two topological spaces.

An elementary homotopy that is often used in the continuation method is

$$
\begin{align*}
h(t, x) & =t f(x)+(1-t)\left[f(x)-f\left(x_{0}\right)\right]  \tag{4}\\
& =f(x)+(t-1) f\left(x_{0}\right)
\end{align*}
$$

Here $x_{0}$ can be any point in $X$, and it is clear that $x_{0}$ will be a solution of the problem when $t=0$.

If the equation $h(t, x)=0$ has a unique root for each $t \in[0,1]$, then that root is a function of $t$, and we can write $x(t)$ as the unique member of $X$ that makes the equation $h(t, x(t))=0$ true. The set

$$
\begin{equation*}
\{x(t): 0 \leqslant t \leqslant 1\} \tag{5}
\end{equation*}
$$

can be interpreted as an arc or curve in $X$, parametrized by $t$. This arc starts at the known point $x(0)$ and proceeds to the solution of our problem, $x(1)$. The continuation method determines this curve by computing points on it, $x\left(t_{0}\right), x\left(t_{1}\right), \ldots, x\left(t_{m}\right)$.

If the function $t \mapsto x(t)$ is differentiable and if $h$ is differentiable, then the Implicit Function Theorems of Section 3.4, pages 136 ff , enable us to compute $x^{\prime}(t)$. By following this idea, we can describe the curve in Equation (5) by a differential equation. Assuming an arbitrary homotopy, we have

$$
\begin{equation*}
0=h(t, x(t)) \tag{6}
\end{equation*}
$$

Differentiating with respect to $t$, we obtain

$$
\begin{equation*}
0=h_{1}(t, x(t))+h_{2}(t, x(t)) x^{\prime}(t) \tag{7}
\end{equation*}
$$

in which subscripts denote partial derivatives. Thus

$$
\begin{equation*}
x^{\prime}(t)=-\left[h_{2}(t, x(t))\right]^{-1} h_{1}(t, x(t)) \tag{8}
\end{equation*}
$$

This is a differential equation for $x$. Its initial value is known, because $x(0)$ has been assumed to be known. Upon integrating this differential equation across the interval $0 \leqslant t \leqslant 1$ (usually by numerical procedures), one reaches the value $x(1)$, which is the solution to Equation (1).
Example 1. Let $X=Y=\mathbb{R}^{2}$, and define

$$
f(x)=\left[\begin{array}{c}
\sin \xi_{1}+e^{\xi_{2}}-3 \\
\left(\xi_{2}+3\right)^{2}-\xi_{1}-4
\end{array}\right] \quad x=\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2}
$$

A convenient homotopy is defined by Equation (4), and we select the starting point $x_{0}=(5,3)$. The derivatives on the right side of Equation (8) are computed to be

$$
\begin{aligned}
& h_{2}=f^{\prime}(x)=\left[\begin{array}{cc}
\cos \xi_{1} & e^{\xi_{2}} \\
-1 & 2 \xi_{2}+6
\end{array}\right] \\
& h_{1}=f\left(x_{0}\right)=\left[\begin{array}{l}
a \\
b
\end{array}\right]
\end{aligned}
$$

where $a=\sin 5+e^{3}-3$ and $b=27$. The inverse of $f^{\prime}(x)$ is

$$
\left[f^{\prime}(x)\right]^{-1}=\frac{1}{\Delta}\left[\begin{array}{cc}
2 \xi_{2}+6 & -e^{\xi_{2}} \\
1 & \cos \xi_{1}
\end{array}\right] \quad \Delta=2\left(\xi_{2}+3\right) \cos \xi_{1}+e^{\xi_{2}}
$$

The differential equation that controls the path leading away from the point $x_{0}$ is Equation (8). In this concrete case it is a pair of ordinary differential equations:

$$
\left[\begin{array}{l}
\xi_{1}^{\prime} \\
\xi_{2}^{\prime}
\end{array}\right]=\frac{-1}{\Delta}\left[\begin{array}{cc}
2 \xi_{2}+6 & -e^{\xi_{2}} \\
1 & \cos \xi_{1}
\end{array}\right]\left[\begin{array}{l}
a \\
b
\end{array}\right]=\frac{-1}{\Delta}\left[\begin{array}{c}
2 a\left(\xi_{2}+3\right)-b e^{\xi_{2}} \\
a+b \cos \xi_{1}
\end{array}\right]
$$

When this system was integrated numerically on the interval $0 \leqslant t \leqslant 1$, the terminal value of $x$ (at $t=1$ ) was close to (12, 1). In order to find a more
accurate solution, we can use Newton's iteration starting at the point produced by the homotopy method. The Newton iteration replaces any approximate root $x$ by $x-\delta$, the correction $\delta$ being defined by

$$
\delta=\left[f^{\prime}(x)\right]^{-1} f(x)
$$

(These matters are the subject of Section 3.3, beginning at page 125.) In the current example, the vector $\delta$ is

$$
\left[\begin{array}{l}
\delta_{1} \\
\delta_{2}
\end{array}\right]=\frac{1}{\Delta}\left[\begin{array}{cc}
2 \xi_{2}+6 & -e^{\xi_{2}} \\
1 & \cos \xi_{1}
\end{array}\right]\left[\begin{array}{c}
\sin \xi_{1}+e^{\xi_{2}-3} \\
\left(\xi_{2}+3\right)^{2}-\xi_{1}-4
\end{array}\right]
$$

Five steps of the Newton iteration produced these results:

|  | $\xi_{1}$ | $\xi_{2}$ |
| :---: | :---: | :---: |
| $k=0$ | 12.000000000000000000 | 1.0000000000000000000 |
| $k=1$ | 12.691334908752890571 | 1.0864168635941113213 |
| $k=2$ | 12.628177397290770959 | 1.0777753827891591357 |
| $k=3$ | 12.628268254380085321 | 1.0777773669468545670 |
| $k=4$ | 12.628268254564651450 | 1.0777773669690025700 |
| $k=5$ | 12.628268254564651450 | 1.0777773669690025700 |

The curve $\{x(t): 0 \leqslant t \leqslant 1\}$ is shown in Figure 4.2


Figure 4.2
In an example such as this one, the differential equation need not be solved numerically with high precision, because the objective is to end at a point near the solution-in fact, near enough so that the classical Newton method will succeed if started at that point.

A formal result that gives some conditions under which the homotopy method will succeed is as follows. This result is from [OR].

Theorem. If $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is continuously differentiable and if $\left\|f^{\prime}(x)^{-1}\right\|$ is bounded on $\mathbb{R}^{n}$, then for any $x_{0} \in \mathbb{R}^{n}$ there is a unique curve $\{x(t): 0 \leqslant t \leqslant 1\}$ in $\mathbb{R}^{n}$ such that $f(x(t))+(t-1) f\left(x_{0}\right)=0$,
$0 \leqslant t \leqslant 1$. The function $t \mapsto x(t)$ is a continuously-differentiable solution of the initial value problem $x^{\prime}=-f^{\prime}(x)^{-1} f\left(x_{0}\right), x(0)=x_{0}$.

Another way of describing the path $x(t)$ has been given by Garcia and Zangwill [GZ]. We start with the equation $h(t, x)=0$, assuming now that $x \in \mathbb{R}^{n}$ and $t \in[0,1]$. A vector $y \in \mathbb{R}^{n+1}$ is defined by

$$
y=\left(t, \xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)
$$

where $\xi_{1}, \xi_{2}, \ldots$ are the components of $x$. Thus our equation is simply $h(y)=$ 0 . Each component of $y$, including $t$, is now allowed to be a function of an independent variable $s$, and we write $h(y(s))=0$. Differentiation with respect to $s$ leads to the basic differential equation

$$
\begin{equation*}
h^{\prime}(y) y^{\prime}(s)=0 \tag{9}
\end{equation*}
$$

The variables $s$ and $t$ start at 0 . The initial value of $x$ is $x(0)=x_{0}$. Thus suitable starting values are available for the differential equation (9).

Since $f$ and $g$ are maps of $\mathbb{R}^{n}$ into $\mathbb{R}^{n}, h$ is a map of $\mathbb{R}^{n+1}$ into $\mathbb{R}^{n}$. The Fréchet derivative $h^{\prime}(y)$ is therefore represented by an $n \times(n+1)$ matrix, $A$. The vector $y^{\prime}(s)$ has $n+1$ components, which we denote by $\eta_{1}^{\prime}, \eta_{2}^{\prime}, \ldots, \eta_{n+1}^{\prime}$. By appealing to the lemma below, we can obtain another form for Equation (9), namely

$$
\begin{equation*}
\eta_{j}^{\prime}=(-1)^{j} \operatorname{det}\left(A_{j}\right) \quad(1 \leqslant j \leqslant n+1) \tag{10}
\end{equation*}
$$

where $A_{j}$ is the $n \times n$ matrix that results from $A$ by deleting its $j$ th column. Let us illustrate this formalism with a problem similar to the one in Example 1.

Example 2. Let $f$ be the mapping

$$
f(x)=\left[\begin{array}{c}
\xi_{1}^{2}-3 \xi_{2}^{2}+3 \\
\xi_{1} \xi_{2}+6
\end{array}\right] \quad x=\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2}
$$

We take the starting point $x_{0}=(1,1)$ and use the homotopy of Equation (4). Then

$$
h(t, x)=\left[\begin{array}{c}
\xi_{1}^{2}-3 \xi_{2}^{2}+2+t \\
\xi_{1} \xi_{2}-1+7 t
\end{array}\right]
$$

The differential equation (9) is given by

$$
\left[\begin{array}{ccc}
1 & 2 \xi_{1} & -6 \xi_{2}  \tag{11}\\
7 & \xi_{2} & \xi_{1}
\end{array}\right]\left[\begin{array}{c}
t^{\prime} \\
\xi_{1}^{\prime} \\
\xi_{2}^{\prime}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

It is preferable to use Equation (10), however, and to write the differential equations in the form

$$
\begin{cases}t^{\prime}=-\left(2 \xi_{1}^{2}+6 \xi_{2}^{2}\right) & t(0)=0  \tag{12}\\ \xi_{1}^{\prime}=\xi_{1}+42 \xi_{2} & \xi_{1}(0)=1 \\ \xi_{2}^{\prime}=-\left(\xi_{2}-14 \xi_{1}\right) & \xi_{2}(0)=1\end{cases}
$$

The derivatives in this system are with respect to $s$. Since we want $t$ to run from 0 to 1 , it is clear (from the equation governing $t$ ) that we must let $s$ proceed to the left. Alternatively, we can appeal to the homogeneity in the system, and simply change the signs on the right side of (12). Following the latter course, and performing a numerical integration, we arrive at these two points:

$$
\begin{array}{llll}
s=.087, & t=.969, & \xi_{1}=-2.94, & \xi_{2}=1.97 \\
s=.088, & t=1.010, & \xi_{1}=-3.02, & \xi_{2}=2.01
\end{array}
$$

Either of these can be used to start a Newton iteration, as was done in Example 1. The path generated by this homotopy is shown in Figure 4.3.


Figure 4.3
A drawback to the method used in Example 2 is that one has no a priori knowledge of the value of $s$ corresponding to $t=1$. In practice, this may necessitate several computer runs.

Lemma. Let $A$ be an $n \times(n+1)$ matrix. A solution of the equation $A x=0$ is given by $x_{j}=(-1)^{j} \operatorname{det}\left(A_{j}\right)$, where $A_{j}$ is the matrix $A$ without its column $j$.

Proof. Select any row (for example the $i$ th row) in $A$ and adjoin a copy of it as a new row at the top of $A$. This creates an $(n+1) \times(n+1)$ matrix $B$ that is obviously singular, because row $i$ of $A$ occurs twice in $B$. In expanding the determinant of $B$ by the elements in its top row we obtain

$$
0=\operatorname{det} B=\sum_{j=1}^{n+1}(-1)^{j} a_{i j} \operatorname{det}\left(A_{j}\right)=\sum_{j=1}^{n+1} a_{i j} x_{j}
$$

Since this is true for $i=1,2, \ldots, n$, we have $A x=0$.
The connection between the homotopy methods and Newton's method is deeper than may be seen at first glance. Let us start with the homotopy

$$
h(t, x)=f(x)-e^{-t} f\left(x_{0}\right)
$$

In this equation $t$ will run from 0 to $\infty$. We seek a curve or path, $x=x(t)$, on which

$$
0=h(t, x(t))=f(x(t))-e^{-t} f\left(x_{0}\right)
$$

As usual, differentiation with respect to $t$ will lead to a differential equation describing the path:

$$
\begin{gather*}
0=f^{\prime}(x(t)) x^{\prime}(t)+e^{-t} f\left(x_{0}\right)=f^{\prime}(x(t)) x^{\prime}(t)+f(x(t))  \tag{13}\\
x^{\prime}(t)=-f^{\prime}(x(t))^{-1} f(x(t)) \tag{14}
\end{gather*}
$$

If this differential equation is integrated using Euler's method and step size 1 , the result is the formula

$$
x_{n+1}=x_{n}-f^{\prime}\left(x_{n}\right)^{-1} f\left(x_{n}\right)
$$

This is, of course, the formula for Newton's method. It is clear that one can expect to obtain better results by solving the differential equation (14) with a more accurate numerical method (incorporating a variable step size). These matters have been thoroughly explored by Smale and others. See, for example, [Sm].

Application to Linear Programming. The homotopy method can be used to solve linear programming problems. This approach leads naturally to the algorithm proposed in 1984 by Karmarkar [Kar]. In explaining the homotopy method in this context, we follow closely the description in [BroS].

Consider the standard linear programming problem

$$
\left\{\begin{array}{l}
\operatorname{maximize} c^{\boldsymbol{T}} x  \tag{15}\\
\text { subject to } A x=b \text { and } x \geqslant 0
\end{array}\right.
$$

Here, $c \in \mathbb{R}^{n}, x \in \mathbb{R}^{n}, b \in \mathbb{R}^{m}$, and $A$ is an $m \times n$ matrix. We start with a feasible point, i.e., a point $x^{0}$ that satisfies the constraints. The feasible set is

$$
\mathcal{F}=\left\{x \in \mathbb{R}^{n}: A x=b \text { and } x \geqslant 0\right\}
$$

Our intention is to move from $x^{0}$ to a succession of other points, remaining always in $\mathcal{F}$, and increasing the value of the objective function, $c^{\boldsymbol{T}} x$. It is clear that if we move from $x^{0}$ to $x^{1}$, the difference $x^{1}-x^{0}$ must lie in the null space of $A$. We shall try to find a curve $t \mapsto x(t)$ in the feasible set, starting at $x^{0}$ and leading to a solution of the extremal problem. Our requirements are
(i) $x(t) \geqslant 0 \quad$ for $t \geqslant 0$
(ii) $A x(t)=b$ for $t \geqslant 0$
(iii) $c^{\boldsymbol{T}} x(t)$ is increasing for $t \geqslant 0$.

The curve will be defined by an initial-value problem:

$$
\begin{equation*}
x^{\prime}=F(x) \quad x(0)=x^{0} \tag{16}
\end{equation*}
$$

The task facing us is to determine a suitable $F$. In order to satisfy condition (i), we shall arrange that whenever a component $x_{i}$ approaches 0 , its velocity $x_{i}^{\prime}(t)$ shall also approach 0 . This can be accomplished by letting $D(x)$ be the diagonal matrix

$$
D(x)=\left[\begin{array}{llll}
x_{1} & & & 0 \\
& x_{2} & & \\
& & \ddots & \\
0 & & & x_{n}
\end{array}\right]
$$

and assuming that for some bounded function $G$,

$$
\begin{equation*}
F(x)=D(x) G(x) \tag{17}
\end{equation*}
$$

If this is the case, then from Equations (15) and (17) we shall have

$$
x_{i}^{\prime}=x_{i} G_{i}(x)
$$

and clearly $x_{i}^{\prime} \rightarrow 0$ if $x_{i} \rightarrow 0$.
In order to satisfy requirement (ii), it suffices to require $A x^{\prime}=0$. Indeed, if $A x^{\prime}=0$ then $A x(t)$ is constant as a function of $t$. Since $A x(0)=b$, we have $A x(t)=b$ for all $t$. Since $x^{\prime}=F=D G$, we must require $A D G=0$. This is most conveniently arranged by letting $G=P H$, where $H$ is any function, and $P$ is the orthogonal projection onto the null space of $A D$.

Finally, in order to secure property (iii), we should select $H$ so that $c^{T} x(t)$ is increasing. Thus, we want

$$
0<\frac{d}{d t}\left(c^{T} x(t)\right)=c^{T} x^{\prime}=c^{T} F(x)=c^{T} D G=c^{T} D P H
$$

A convenient choice for $H$ is $D c$, for then we have, (using $v=D c$ ),

$$
\begin{aligned}
c^{T} D P H & =c^{T} D P D c=v^{T} P v=\langle v, P v\rangle \\
& =\langle v-P v+P v, P v\rangle=\langle P v, P v\rangle \geqslant 0
\end{aligned}
$$

Notice that $v-P v$ is orthogonal to the range of $P$, and $(v-P v, P v\rangle=0$.
The final version of our initial-value problem is

$$
\begin{equation*}
x^{\prime}=D(x) P(x) D(x) c \quad x(0)=x^{0} \tag{18}
\end{equation*}
$$

The theoretical formula for $P$ is

$$
\begin{equation*}
P=I-\langle A D)^{T}\left[(A D)(A D)^{T}\right]^{-1} A D \tag{19}
\end{equation*}
$$

The validity of this depends upon $B \equiv A D$ having full rank, so that $B B^{T}$ will be nonsingular. This will, in turn, require $x_{i}>0$ for each component. Thus the points $x(t)$ should remain in the interior of the set

$$
\{x: x \geqslant 0\}
$$

In particular, $x^{0}$ should be so chosen. In practice, $P v$ is computed not by (19) but by solving the equation $B B^{T} z=B v$ and noting that

$$
P v=v-B^{T} z
$$

As mentioned earlier, the initial-value problem (18) need not be solved very accurately. A variation of the Euler Method can be used. Recall that the Euler Method for Equation (16) advances the solution by

$$
x(t+\delta)=x(t)+\delta x^{\prime}(t)=x(t)+\delta F(x)
$$

Using this type of formula, we generate a sequence of vectors $x^{0}, x^{1}, \ldots$ by the equation

$$
x^{k+1}=x^{k}+\delta_{k} F\left(x^{k}\right)
$$

Although it is tempting to take $\delta_{k}$ as large as possible subject to the requirement $x^{k+1} \in \mathcal{F}$, that will lead to a point $x^{k+1}$ having at least one zero component. As pointed out previously, that will introduce other difficulties. What seems to work well in practice is to take $\delta_{k}$ approximately $9 / 10$ of the maximum possible step. This maximum step is easily computed; it is the maximum $\lambda$ for which $x^{k+1} \geqslant 0$. (The constraint $A x=b$ is maintained automatically.)

## Problems 4.10

1. Solve the system of equations

$$
x-2 y+y^{2}+y^{3}-4=-x-y+2 y^{2}-1=0
$$

by the homotopy method used in Example 2, starting with the point $(0,0)$. (All the calculations can be performed without recourse to numerical methods.)
2. Consider the homotopy $h(t, x)=t f(x)+(1-t) g(x)$, in which

$$
f(x)=x^{2}-5 x+6 \quad g(x)=x^{2}-1
$$

Show that there is no path connecting a zero of $g$ to a zero of $f$.
3. Let $\boldsymbol{y}=\boldsymbol{y}(\boldsymbol{s})$ be a differentiable function from $\mathbb{R}$ to $\mathbb{R}^{\boldsymbol{n}}$ satisfying the differential equation (9). Assume that $h(y(0))=0$. Prove that $h(y(s))=0$.
4. If the homotopy method of Example 2 is to be used on the system

$$
\sin x+\cos y+e^{x y}=\tan ^{-1}(x+y)-x y=0
$$

starting at $(0,0)$, what is the system of differential equations that will govern the path?
5. Prove that homotopy is an equivalence relation among the continuous maps from one topological space to another.
6. Are the functions $f(x)=\sin x$ and $g(x)=\cos x$ homotopic?
7. Consider these maps of $[0,1]$ into $[0,1] \cup[2,3]$ :

$$
f(t)=0 \quad g(t)=2
$$

Are they homotopic?
8. To find $\sqrt{2}$ we can solve the equation $f(x)=x^{2}-2=0$. Let $x_{0}=1$ and $h(t, x)=$ $t f(x)+(1-t)\left[f(x)-f\left(x_{0}\right)\right]$. Determine the initial value problem that arises from Equation (8). Solve it in closed form and verify that $x(1)=\sqrt{2}$.
9. In Example 1 are the hypotheses of the Ortega-Rheinboldt theorem fulfilled?
10. Prove that any two continuous maps from a topological space into a normed linear space are homotopic.
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### 5.1 Definition and Examples

The theory of distributions originated in the work of Laurent Schwartz in the era 1945-1952 [Schl2]. Earlier work by Sobolev was along similar lines. The objective was to treat functions as functionals, and to notice that when so interpreted, differentiation was always possible. This opened the way to the study of partial differential equations by new methods that bypassed the classical restrictions on functions. The functionals that now become the focus of study are called "distributions"-not to be confused with distributions in probability theory! The term "generalized functions" is also used, especially by Russian authors.

Since this exposition of distribution theory is addressed to readers who are seeing these matters for the first time, we have used notation that maintains distinctions between entities that, in other literature, are often denoted by a single symbol. For example, we use $\tilde{f}$ to denote the distribution arising from a locally integrable function $f$. We use $\phi_{j} \rightarrow \phi$ to signify the special convergence defined in a space of test functions, and we use $\partial^{\alpha}$ for a distributional derivative, in contrast to $D^{\alpha}$ for a classical derivative.

In these first sections of Chapter 5 we consider all test functions to be defined on $\mathbb{R}^{n}$, not on a prescribed open set $\Omega$. This frees the exposition from some additional complication.

We begin with the notion of a multi-index. This is any $n$-tuple of nonnegative integers

$$
\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)
$$

The order of a multi-index $\alpha$ is the quantity

$$
|\alpha|=\sum_{i=1}^{n} \alpha_{i}
$$

If $\alpha$ is a multi-index, there is a partial differential operator $l^{\alpha}$ corresponding to it. Its definition is

$$
D^{\alpha}=\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}}\left(\frac{\partial}{\partial x_{2}}\right)^{\alpha_{2}} \cdots\left(\frac{\partial}{\partial x_{n}}\right)^{\alpha_{n}}=\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{n}^{\alpha_{n}}}
$$

This operates on functions of $n$ real variables $x_{1}, \ldots, x_{n}$. Thus, for example, if $n=3$ and $\alpha=(3,0,4)$, then

$$
D^{\alpha} \phi=\frac{\partial^{7} \phi}{\partial x_{1}^{3} \partial x_{3}^{4}}
$$

The space $C^{\infty}\left(\mathbb{R}^{n}\right)$ consists of all functions $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ such that $D^{\alpha} \phi \in$ $C\left(\mathbb{R}^{n}\right)$ for each multi-index $\alpha$. Thus, the partial derivatives of $\phi$ of all orders exist and are continuous.

A vector space $\mathcal{D}$, called the space of test functions, is now introduced. Its elements are all the functions in $C^{\infty}\left(\mathbb{R}^{n}\right)$ having compact support. The support of a function $\phi$ is the closure of $\{x: \phi(x) \neq 0\}$. Another notation for $\mathcal{D}$ is $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$. The value of $n$ is usually fixed in our discussion. If we want to show $n$ in the notation, we can write $\mathcal{D}\left(\mathbb{R}^{n}\right)$.

At first glance, it may seem that $\mathcal{D}$ is empty! After all, an analytic function that vanishes on an open nonempty set must be 0 everywhere. But that is a theorem about complex-valued functions of complex variables, whereas we are here considering real-valued functions of real variables.

An important example of a function in $\mathcal{D}$ is given by the formula

$$
\rho(x)= \begin{cases}c \cdot \exp \left(|x|^{2}-1\right)^{-1} & \text { if } x \in \mathbb{R}^{n} \text { and }|x|<1  \tag{1}\\ 0 & \text { if } x \in \mathbb{R}^{n} \text { and }|x| \geqslant 1\end{cases}
$$

where $c$ is chosen so that $\int \rho(x) d x=1$. Here and elsewhere we use $|x|$ for the Euclidean norm:

$$
|x|=\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{1 / 2}
$$

The graph of $\rho$ in the case $n=1$ is shown in Figure 5.1.


Figure 5.1 Graph of $\rho$
The fact that $\rho \in \mathcal{D}$ is not at all obvious, and the next two lemmas are inserted solely to establish this fact.

Lemma 1. For any polynomial $P$, the function $f: \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
f(x)= \begin{cases}P(1 / x) e^{-1 / x} & x>0 \\ 0 & x \leqslant 0\end{cases}
$$

is in $C^{\infty}(\mathbb{R})$.
Proof. First we show that $f$ is continuous. The only questionable point is $x=0$. We have

$$
\lim _{x \downarrow 0} f(x)=\lim _{x \downarrow 0} \frac{P(1 / x)}{\exp (1 / x)}=\lim _{t \uparrow \infty} \frac{P(t)}{\exp (t)}
$$

By using L'Hôpital's rule repeatedly on this last limit, we see that its value is 0 . Hence $f$ is continuous. Differentiation of $f$ gives

$$
f^{\prime}(x)= \begin{cases}Q(1 / x) e^{-1 / x} & x>0 \\ 0 & x<0\end{cases}
$$

where $Q(x)=x^{2}\left[P(x)-P^{\prime}(x)\right]$. By the first part of the proof, $\lim _{x \neq 0} f^{\prime}(x)=0$. It remains only to be proved that $f^{\prime}(0)=0$. We have, by the mean value theorem,

$$
f^{\prime}(0)=\lim _{h \rightarrow 0} \frac{f(h)-f(0)}{h}=\lim _{h \rightarrow 0} f^{\prime}(\xi(h))=0
$$

where $\xi(h)$ is strictly between 0 and $h$. (Note that $h$ can be positive or negative in this argument.) We have shown that

$$
f^{\prime}(x)= \begin{cases}Q(1 / x) e^{-1 / x} & x>0 \\ 0 & x \leqslant 0\end{cases}
$$

This has the same form as $f$, and therefore $f^{\prime}$ is continuous. The argument can be repeated indefinitely. The reader should observe that our argument requires the following version of the mean value theorem: If $g$ is continuous on $[a, b]$ and differentiable on $(a, b)$, then for some $\xi$ in $(a, b)$

$$
g^{\prime}(\xi)=[g(b)-g(a)] /(b-a)
$$

Lemma 2. The function $\rho$ defined in Equation (1) belongs to $\mathcal{D}$.
Proof. The function $f$ in the preceding lemma (with $P(x)=1$ ) has the property that $\rho(x)=c f\left(1-|x|^{2}\right)$. Thus $\rho=c f \circ g$, where $g(x)=1-|x|^{2}$ and belongs to $C^{\infty}\left(\mathbb{R}^{n}\right)$. By the chain rule, $D^{\alpha} \rho$ can be expressed as a sum of products of ordinary derivatives of $f$ with various partial derivatives of $g$. Since these are all continuous, $D^{\alpha} \rho \in C\left(\mathbb{R}^{n}\right)$ for all multi-indices $\alpha$.

The support of a function $\phi$ is denoted by $\operatorname{supp}(\phi)$. An element $\phi$ of $C^{\infty}\left(\mathbb{R}^{n}\right)$ such that

$$
\phi \geqslant 0 \quad \int \phi=1 \quad \operatorname{supp}(\phi) \subset\{x:|x| \leqslant 1\}
$$

is called a mollifier. The function $\rho$ defined above is thus a mollifier. If $\phi$ is a mollifier, then the scaled versions of $\phi$, defined by

$$
\begin{equation*}
\phi_{j}(x)=j^{n} \phi(j x) \quad\left(x \in \mathbb{R}^{n}, j \in \mathbb{N}\right) \tag{2}
\end{equation*}
$$

play a role in certain arguments, such as in Sections 5.5 and 6.8. They, too, are mollifiers.

The linear space $\mathcal{D}$ is now furnished with a notion of sequential convergence. A sequence $\left[\phi_{j}\right]$ in $\mathcal{D}$ converges to 0 if there is a single compact set $K$ containing the supports of all $\phi_{j}$, and if for each multi-index $\alpha$,

$$
D^{\alpha} \phi_{j} \rightarrow 0 \text { uniformly on } K
$$

We write $\phi_{j} \rightarrow 0$ if these two conditions are fulfilled. Further, we write $\phi_{j} \rightarrow \phi$ if and only if $\phi_{j}-\phi \rightarrow 0$. The use of the symbol $\rightarrow$ is to remind the reader of the special nature of convergence in $\mathcal{D}$. Uniform convergence to 0 on $K$ of the sequence $D^{\alpha} \phi_{j}$ means that

$$
\sup _{x \in K}\left|\left(D^{\alpha} \phi_{j}\right)(x)\right| \rightarrow 0 \text { as } j \rightarrow \infty
$$

Since all $\phi_{j}$ vanish outside of $K$, we also have

$$
\sup _{x \in \mathbb{R}^{n}}\left|\left(D^{\alpha} \phi_{j}\right)(x)\right| \rightarrow 0
$$

Continuity and other topological notions will be based upon the convergence of sequences as just defined. In particular, a map $F$ from $\mathcal{D}$ into a topological space is continuous if the condition $\phi_{j} \rightarrow \phi$ implies the condition $F\left(\phi_{j}\right) \rightarrow$ $F(\phi)$. The legitimacy of defining topological notions by means of sequential convergence is a matter that would require an excursus into the theory of locally convex linear topological spaces. We refer the reader to [Rul] for these matters. The next result gives an example of this type of continuity.

Theorem 1. For every multi-index $\alpha, D^{\alpha}$ is a continuous linear transformation of $\mathcal{D}$ into $\mathcal{D}$.

Proof. The linearity is a familiar feature of differentiation. For the continuity, it suffices to prove continuity at 0 because $D^{\alpha}$ is linear. Thus, suppose that $\phi_{j} \in \mathcal{D}$ and $\phi_{j} \rightarrow 0$. Let $K$ be a compact set containing the supports of all the functions $\phi_{j}$. Then $D^{\beta} \phi_{j}(x) \rightarrow 0$ uniformly on $K$ for every multi-index $\beta$. Consequently, $D^{\beta} D^{\alpha} \phi_{j}(x) \rightarrow 0$ uniformly for each $\beta$, and so $D^{\alpha} \phi_{j} \rightarrow 0$, by the definition of convergence in $\mathcal{D}$.

A distribution is a continuous linear functional on $\mathcal{D}$. Continuity of such a linear function $T$ is defined by this implication:

$$
\left[\phi_{j} \in \mathcal{D} \quad \& \quad \phi_{j} \rightarrow 0\right] \Longrightarrow T\left(\phi_{j}\right) \rightarrow 0
$$

The space of all distributions is denoted by $\mathcal{D}^{\prime}$, or by $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$.

Example 1. A Dirac distribution $\delta_{\xi}$ is defined by selecting $\xi \in \mathbb{R}^{n}$ and writing

$$
\begin{equation*}
\delta_{\xi}(\phi)=\phi(\xi) \quad(\phi \in \mathcal{D}) \tag{3}
\end{equation*}
$$

It is a distribution, because firstly, it is linear:
$\delta_{\xi}\left(\lambda_{1} \phi_{1}+\lambda_{2} \phi_{2}\right)=\left(\lambda_{1} \phi_{1}+\lambda_{2} \phi_{2}\right)(\xi)=\lambda_{1} \phi_{1}(\xi)+\lambda_{2} \phi_{2}(\xi)=\lambda_{1} \delta_{\xi}\left(\phi_{1}\right)+\lambda_{2} \delta_{\xi}\left(\phi_{2}\right)$
Secondly, it is continuous because the condition $\phi_{j} \rightarrow 0$ implies that $\phi_{j}(\xi) \rightarrow 0$. If we write $\delta$ without a subscript it refers to evaluation at 0 ; i.e., $\delta=\delta_{0}$.

Example 2. The Heaviside distribution is defined, when $n=1$, by

$$
\begin{equation*}
\widetilde{H}(\phi)=\int_{0}^{\infty} \phi(x) d x \quad(\phi \in \mathcal{D}) \tag{4}
\end{equation*}
$$

Example 3. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuous. With $f$ we associate a distribution $\tilde{f}$ by means of the definition

$$
\begin{equation*}
\tilde{f}(\phi)=\int f(x) \phi(x) d x \quad(\phi \in \mathcal{D}) \tag{5}
\end{equation*}
$$

The linearity of $\tilde{f}$ is obvious. For the continuity, we observe that if $\phi_{j} \rightarrow 0$, then there is a compact $K$ containing the supports of the $\phi_{j}$. Then we have

$$
\left|\widetilde{f}\left(\phi_{j}\right)\right|=\left|\int_{K} f(x) \phi_{j}(x) d x\right| \leqslant \sup _{x}\left|\phi_{j}(x)\right| \int_{K}|f(y)| d y \rightarrow 0
$$

because $\phi_{j} \rightarrow 0$ entails $\sup _{x}\left|\phi_{j}(x)\right| \rightarrow 0$.
Example 4. Fix a multi-index $\alpha$ and define

$$
T(\phi)=\int_{\mathbb{R}^{n}} D^{\alpha} \phi \quad(\phi \in \mathcal{D})
$$

This is a distribution. (The proof involves the use of Theorem 1.)
Example 5. If $H$ is the Heaviside function, defined by the equation

$$
H(x)= \begin{cases}1 & \text { if } x \geqslant 0 \\ 0 & \text { if } x<0\end{cases}
$$

then Example 2 above illustrates the principle in Example 3, although $H$ is obviously not continuous.

The distributions $\tilde{f}$ described in Example 3 are the subject of the next theorem.

Theorem 2. If $f \in C\left(\mathbb{R}^{n}\right)$, then $\tilde{f}$, as defined in Equation (5), is a distribution. The map $f \mapsto \tilde{f}$ is linear and injective from $C\left(\mathbb{R}^{n}\right)$ into $\mathcal{D}^{\prime}$.

Proof. We have already seen that $\tilde{f}$ is a distribution. The linearity of the mapping $f \mapsto \tilde{f}$ follows from the equation

$$
\begin{aligned}
\left(\alpha_{1} f_{1}+\alpha_{2} f_{2}\right)^{\sim}(\phi) & =\int\left(\alpha_{1} f_{1}+\alpha_{2} f_{2}\right) \phi=\alpha_{1} \int f_{1} \phi+\alpha_{2} \int f_{2} \phi \\
& =\alpha_{1} \tilde{f}_{1}(\phi)+\alpha_{2} \tilde{f}_{2}(\phi)=\left(\alpha_{1} \tilde{f}_{1}+\alpha_{2} \tilde{f}\right)(\phi)
\end{aligned}
$$

For the injective property it suffices to prove that if $f \neq 0$, then $\widetilde{f} \neq 0$. Supposing that $f \neq 0$, let $\xi$ be a point where $f(\xi) \neq 0$. Select $j$ such that $f(x)$ is of one sign in the ball around $\xi$ of radius $1 / j$. Then $\rho_{j}(x-\xi)$, as defined in Equation 2, is positive in this same ball about $\xi$ and vanishes elsewhere. Hence $\int f(x) \rho_{j}(x-\xi) d x \neq 0$. This means that $\tilde{f}(\phi) \neq 0$ if $\phi(x)=\rho_{j}(x-\xi)$.

Example 3 shows that in a certain natural way, each continuous function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ "is" a distribution. That is, we can associate a distribution $\tilde{f}$ with $f$. In fact, the same is true for some functions that are not continuous. The appropriate family of functions is described now.

A Lebesgue-measurable function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is said to be locally integrable if for every compact set $K \subset \mathbb{R}^{n}, \int_{K}|f(x)| d x<\infty$. As is usual when dealing with measurable functions, we define two functions to be equivalent if they differ only on a set of measure zero. The equivalence classes of locally integrable functions make up the space $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$.

We mention, without proof, the result corresponding to the preceding theorem for the case of locally integrable functions. See [Rul] page 142, or [Lan 1] page 277.

Theorem 3. If $f$ is locally integrable, then the equation $\tilde{f}(\phi)=\int f \phi$ defines a distribution $\tilde{f}$ that does not depend on the representative selected from the equivalence class of $f$. The mapping $f \mapsto \tilde{f}$ is linear and injective from $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ into $\mathcal{D}^{\prime}$.

Theorem 4. Let $\mu$ be a positive Borel measure on $\mathbb{R}^{\boldsymbol{n}}$ such that $\mu(K)<\infty$ for each compact set $K$ in $\mathbb{R}^{n}$. Then $\mu$ induces a distribution $T$ by the formula

$$
T(\phi)=\int_{\mathbb{R}^{n}} \phi(x) d \mu(x) \quad(\phi \in \mathcal{D})
$$

Proof. The linearity is obvious. For the continuity of $T$, let $\phi_{j} \in \mathcal{D}$ and $\phi_{j} \rightarrow 0$. Then there is a compact set $K$ containing the supports of all $\phi_{j}$. Consequently,

$$
\begin{aligned}
\left|T\left(\phi_{j}\right)\right| & \leqslant \int_{K}\left|\phi_{j}(x)\right| d \mu(x) \leqslant \sup _{y \in K}\left|\phi_{j}(y)\right| \int_{K} d \mu(x) \\
& =\mu(K) \sup _{y \in K}\left|\phi_{j}(y)\right| \rightarrow 0
\end{aligned}
$$

The distributions described in Theorem 3 are said to be regular.
Suggested references for this chapter are [Ad], [Con], [Dono], [Edw], [Fol], [Fri], [Frie1], [Fried], [GV], [Gri], [Ho], [Horv], [Hu], [Jon], [Maz], [OD], [RS], [Rul], [Schl], [Schl2], [So], [Yo], [Ze], [Zem], and [Zie].

## Problems 5.1

1. Describe the null space of $D^{\alpha}$ in the case $n=2$. Do this first when the domain is $C^{\infty}\left(\mathbb{R}^{n}\right)$ and second when it is $\mathcal{D}$.
2. Let $f: \mathbb{R} \rightarrow \mathbb{R}$. Suppose that $f^{\prime}$ exists and is continuous in the two intervals $(-\infty, 0),(0, \infty)$. Assume further that $\lim _{x \downarrow 0} f^{\prime}(x)=\lim _{x \uparrow 0} f^{\prime}(x)$. Does it follow that $f^{\prime}$ is continuous on $\mathbb{R}$ ? Examples and theorems are wanted.
3. Prove that for each $x_{0} \in \mathbb{R}^{n}$ and for each $r>0$ there is an element $\phi$ of $\mathcal{D}$ such that the set $\{x: \phi(x) \neq 0\}$ is the open ball $B\left(x_{0}, r\right)$ having center $x_{0}$ and radius $r$.
4. Prove that if $\mathcal{O}$ is any bounded open set in $\mathbb{R}^{n}$, then there exists an elenient $\phi$ of $\mathcal{D}$ such that $\{x: \phi(x) \neq 0\}=\mathcal{O}$. Hints: Use the functions in Problem 3. Maybe a series of such functions $\sum 2^{2^{-k}} \phi_{k}$ will be useful. Don't forget that the points of $\mathbb{R}^{n}$ whose coordinates are rational form a dense set.
5. For each $t \cdot \in \mathbb{R}^{n}$ there is a translation operator $E_{v}$ on $\mathcal{D}$. Its definition is $\left(E_{v} \phi\right)(x)=$ $\phi(x-v)$. Prove that $E_{v}$ is linear, continuous, injective, surjective, and invertible from $\mathcal{D}$ to $\mathcal{D}$.
6. For each $\phi$ in $C^{\infty}\left(\mathbb{R}^{n}\right)$ there is a multiplication operator $M_{\phi}$ defined on $\mathcal{D}$ by the equation $M_{\phi} \psi=\phi \psi$. Prove that $M_{\phi}$ is linear and continuous from $\mathcal{D}$ into $\mathcal{D}$. Under what conditions will $M_{\phi}$ be injective? sur jective? invertible?
7. For suitable $\phi$ there is a composition operator $C_{\phi}$ defined on $\mathcal{D}$ by the equation $C_{\phi} \psi=\psi \circ \phi$. What must be assumed about $\phi$ in order that $C_{\phi}$ map $\mathcal{D}$ into $\mathcal{D}$ ? Prove that $C_{\phi}$ is linear and continuous from $\mathcal{D}$ to $\mathcal{D}$. Find conditions for $C_{\phi}$ to be injective, surjective, or invertible.
8. Prove that $E_{v}$, as defined in Problem 5, has this property for all test functions $\phi$ and $\psi$ :

$$
\int \phi E_{\boldsymbol{v}} \psi=\int \psi E_{-v} \phi
$$

What is the analogous property for $M_{\phi}$ in Problem 6?
9. Prove that if $T$ is a distribution and if $A$ is a continuous linear map of $\mathcal{D}$ into $\mathcal{D}$, then $T \circ A$ is a distribution. Use the notation of the preceding problems and identify $\delta_{\xi} \circ E_{v}$, $\delta_{\xi} \circ M_{\phi}$, and $\delta_{\xi} \circ C_{\phi}$ in elementary terms. What is $\left(\delta_{\xi} \circ E_{v} \circ M_{\theta} \circ C_{\psi}\right)(\phi)$ ?
10. Show that $D^{\alpha} D^{\mathcal{\beta}}=D^{\alpha+\beta}$, and that consequently $D^{\alpha} D^{\beta}=D^{\mathcal{\beta}} D^{\alpha}$.
11. Let $\phi \in \mathcal{D}$. Prove that if there exists a multi-index $\boldsymbol{a}$ for which $D^{\alpha} \phi=0$, then $\phi=0$. Suggestion: Do the cases $|a|=0$ and $|a|=1$ first. Proceed by induction on $|a|$.
12. Prove (in detail) that each test function is uniformly continuous.
13. Prove that $\mathcal{D}$ is a ring without unit under pointwise multiplication. Prove that $\mathcal{D}$ is an ideal in the ring $C^{\infty}\left(\mathbb{R}^{n}\right)$. This means that $f \phi \in \mathcal{D}$ when $f \in C^{\infty}$ and $\phi \in \mathcal{D}$.
14. For $\phi \in \mathcal{D}(\mathbb{R})$, define $T(\phi)=\sum_{k=0}^{\infty}\left(D^{k} \phi\right)(k)$. Prove that $T$ is a distribution.
15. Give an example of a sequence $\left[\phi_{j}\right]$ in $\mathcal{D}$ such that $\left[D^{\alpha} \phi_{j}\right]$ converges uniformly to 0 for each multi-index $\alpha$, yet $\left[\phi_{j}\right]$ does not converge to 0 in the topology of $\mathcal{D}$.
16. Show that $\operatorname{supp}(\phi)$ is not always the same as $\{x: \phi(x) \neq 0\}$. Which of these sets contains the other? When are these sets identical?
17. A distribution $T$ is said to be of order 0 if there is a constant $C$ such that $|T(\phi)| \leqslant$ $C\|\phi\|_{\infty}$ (for all test functions $\phi$ ). Which regular distributions are of order 0 ?
18. Prove that the Dirac distributions in Example 1 are not regular.
19. Give a rough estimate of $c$ in Equation 1. (Start with $n=1$.)
20. Show that the notion of convergence in $\mathcal{D}$ is consistent with the linear structure in $\mathcal{D}$.

### 5.2 Derivatives of Distributions

We have seen that the space $\mathcal{D}^{\prime}$ of distributions is very large; it contains (images of) all continuous functions on $\mathbb{R}^{n}$ and even all locally integrable functions. Then, too, it contains functionals on $\mathcal{D}$ that are not readily identified with functions. Such, for example, is the Dirac distribution, which is a "point-evaluation" functional. We now will define derivatives of distributions, taking care that the new notion of derivative will coincide with the classical one when both are meaningful.
Definition. If $T$ is a distribution and $\alpha$ is a multi-index, then $\partial^{\alpha} T$ is the distribution defined by

$$
\begin{equation*}
\partial^{\alpha} T=(-1)^{|\alpha|} T \circ D^{\alpha} \tag{1}
\end{equation*}
$$

Notice that it is a little simpler to write $\partial^{\alpha} T=T \circ(-D)^{\alpha}$. The first question is whether $\partial^{\alpha} T$ is a distribution. Its linearity is clear, since $T$ and $D^{\alpha}$ are linear. Its continuity follows by the same reasoning. (Here Theorem 1 from the preceding section is needed.)

The next question is whether this new definition is consistent with the old. Let $f$ be a function on $\mathbb{R}^{n}$ such that $D^{\alpha} f$ exists and is continuous whenever $|\alpha| \leqslant k$. Then $\bar{f}$ is a distribution, and when $|\alpha| \leqslant k$,

$$
\begin{equation*}
\partial^{\alpha} \tilde{f}=\left(D^{\alpha} f\right)^{\sim} \tag{2}
\end{equation*}
$$

To verify this, we write (for any test function $\phi$ )

$$
\begin{align*}
\left(D^{\alpha}{ }^{f}\right)^{\sim}(\phi) & =\int\left(D^{\alpha} f\right) \phi=(-1)^{|\alpha|} \int f D^{\alpha} \phi=(-1)^{|c|} \tilde{f}\left(D^{\alpha} \phi\right)  \tag{3}\\
& =\left(\partial^{\alpha} \tilde{f}\right)(\phi)
\end{align*}
$$

In this calculation integration by parts was used repeatedly. Here is how a single integration by parts works:

$$
\int_{-\infty}^{\infty} \frac{\partial f}{\partial x_{i}} \phi d x_{i}=\left.f \phi\right|_{-\infty} ^{\infty}-\int_{-\infty}^{\infty} f \frac{\partial \phi}{\partial x_{i}} d x_{i}
$$

Since $\phi \in \mathcal{D}, \phi$ vanishes outside some compact set, and the first term on the right-hand side of the equation is zero. Each application of integration by parts transfers one derivative from $f$ to $\phi$ and changes the sign of the integral. The number of these steps is $|\alpha|=\sum_{i=1}^{n} \alpha_{i}$.

Now, it can happen that $\partial^{\alpha} \tilde{f} \neq\left(D^{\alpha} f\right)^{\sim}$ for a function $f$ that does not have continuous partial derivatives. For an example, the reader should consult [Rul], page 144.

Example 1. Let $\tilde{H}$ be the Heaviside distribution (Example 2, page 250), and let $\delta$ be the Dirac distribution at 0 (Example 1, page 250). Then with $n=1$ and $\alpha=(1)$, we have $\partial \widetilde{H}=\delta$. Indeed, for any test function $\phi$,

$$
(\partial \tilde{H})(\phi)=-\tilde{H}(D \phi)=-\int_{0}^{\infty} \phi^{\prime}=\phi(0)-\phi(\infty)=\phi(0)=\delta(\phi)
$$

Example 2. Again let $n=1$ and $\alpha=(1)$, so that $D$ is an ordinary derivative. Let

$$
f(x)= \begin{cases}x & \text { if } x \geqslant 0 \\ 0 & \text { if } x \leqslant 0\end{cases}
$$

One is tempted to say that $f^{\prime}$ is the Heaviside function $H$. But this is not true, since $f^{\prime}(0)$ is undefined in the classical sense. However, $\partial \tilde{f}=\tilde{H}$, and so in the sense of distributions the equation $f^{\prime}=H$ becomes correct.

The nomenclature that is of ten used in these matters is as follows: A "distribution derivative" (or a "distributional derivative") of a function $f$ is a distribution $T$ such that $(\tilde{f})^{\prime}=T$. In the general case of an operator $D^{\alpha}$, we require $\partial^{\alpha} \tilde{f}=T$. If $T$ is a regular distribution, say $T=\tilde{g}$, then the defining equation is

$$
\int g \phi=(-1)^{|\alpha|} \int f D^{\alpha} \phi \quad(\phi \in \mathcal{D})
$$

Example 3. What is the distribution derivative of the function $f(x)=|x|$ ? It is a distribution $\tilde{g}$, where $g$ is a function such that for all test functions $\phi$,

$$
\begin{aligned}
\int g \phi & =-\int f \phi^{\prime}=-\int_{-\infty}^{0}(-x) \phi^{\prime}(x) d x-\int_{0}^{\infty} x \phi^{\prime}(x) d x \\
& =\left.x \phi(x)\right|_{-\infty} ^{0}-\int_{-\infty}^{0} \phi(x) d x-\left.x \phi(x)\right|_{0} ^{\infty}+\int_{0}^{\infty} \phi(x) d x \\
& =\int_{-\infty}^{0}(-1) \phi(x) d x+\int_{0}^{\infty}(+1) \phi(x) d x
\end{aligned}
$$

Thus

$$
g(x)=\left\{\begin{array}{ll}
-1 & x<0 \\
+1 & x \geqslant 0
\end{array}\right\}=2 H(x)-1
$$

We say that $f^{\prime}=g$ in the sense of distributions, or $\partial \tilde{f}=\tilde{g}$. Note particularly that $f$ does not have a "classical" derivative.

Example 4. What is the distribution derivative $f^{\prime \prime}$ when $f(x)=|x|$ ? If we blindly use the techniques of classical calculus, we have from Examples 1 and $3, f^{\prime}=2 H-1$ and $f^{\prime \prime}=2 \delta$. This procedure is justified by the next theorem.

Theorem 1. The operators $\partial^{\alpha}$ are linear from $\mathcal{D}^{\prime}$ into $\mathcal{D}^{\prime}$. Furthermore, $\partial^{\alpha} \partial^{\theta}=\partial^{\beta} \partial^{\alpha}=\partial^{\alpha+\theta}$ for any pair of multi-indices.

Proof. The linearity of $\partial^{\alpha}$ is obvious from the definition, Equation (1). The commutative property rests upon a theorem of classical calculus that states that for any function $f$ of two variables, if $\frac{\partial^{2} f}{\partial x \partial y}$ and $\frac{\partial^{2} f}{\partial y \partial x}$ exist and are continuous, then they are equal. Therefore, for any $\phi \in \mathcal{D}$, we have $D^{\alpha} D^{\beta} \phi=D^{\beta} D^{\alpha} \phi$. Consequently, for an arbitrary distribution $T$ we have

$$
\begin{aligned}
\partial^{\alpha}\left(\partial^{\beta} T\right) & =(-1)^{|\alpha|}\left(\partial^{\beta} T\right) \circ D^{\alpha}=(-1)^{|\alpha|}(-1)^{|\beta|} T \circ D^{\beta} \circ D^{\alpha} \\
& =(-1)^{|\beta|}(-1)^{|\alpha|} T \circ D^{\alpha} \circ D^{\beta} \\
& =(-1)^{|\beta|}\left(\partial^{\alpha} T\right) \circ D^{\beta} \\
& =\partial^{\beta} \partial^{\alpha} T
\end{aligned}
$$

Theorem 2. For $n=1$ (i.e., for functions of one variable), every distribution is the derivative of another distribution.

Proof. Prior to beginning the proof we define some linear maps. Let $\tilde{1}$ be the distribution defined by the constant 1 :

$$
\tilde{\mathrm{I}}(\phi)=\int_{-\infty}^{\infty} \phi(x) d x \quad(\phi \in \mathcal{D})
$$

Let $M$ be the kernel (null space) of $\tilde{1}$. Then $M$ is a closed hyperplane in $\mathcal{D}$. Select a test function $\psi$ such that $\tilde{1}(\psi)=1$, and define

$$
\begin{aligned}
A \phi & =\phi-\tilde{1}(\phi) \psi & & (\phi \in \mathcal{D}) \\
(B \phi)(x) & =\int_{-\infty}^{x} \phi(y) d y & & (\phi \in M)
\end{aligned}
$$

We observe that if $\phi \in M$, then $B \phi \in \mathcal{D}$.
Now let $T$ be any distribution, and set $S=-T \circ B \circ A$. It is to be shown that $S$ is a distribution and that $\partial S=T$. Because $A \phi \in M$ for every test function, $B A \phi \in \mathcal{D}$. Since $B \circ A$ is continuous from $\mathcal{D}$ into $\mathcal{D}$, one concludes that $S$ is a distribution. Finally, we compute

$$
(\partial S)(\phi)=-S\left(\phi^{\prime}\right)=T\left(B A \phi^{\prime}\right)=T\left(B \phi^{\prime}\right)=T \phi
$$

Here we used the elementary facts that $\widetilde{1}\left(\phi^{\prime}\right)=0$ and that $B \phi^{\prime}=\phi$.

Theorem 3. Let $n=1$, and let $T$ be a distribution for which $\partial T=0$. Then $T$ is $\tilde{c}$ for some constant $c$.

Proof. Adopt the notation of the preceding proof. The familiar equation

$$
\phi(x)=\frac{d}{d x} \int_{-\infty}^{x} \phi(y) d y
$$

says that $\phi=D B \phi$, and this is valid for all $\phi \in M$. Since $A \phi \in M$ for all $\phi \in \mathcal{D}$, we have $A \phi=D B A \phi$ for all $\phi \in \mathcal{D}$. Consequently, if $\partial T=0$, then for all test functions

$$
\begin{aligned}
T(\phi) & =T(A \phi+\tilde{1}(\phi) \psi)=T(D B A \phi)+\tilde{1}(\phi) T(\psi) \\
& =-(\partial T)(B A \phi)+T(\psi) \tilde{1}(\phi) \\
& =T(\psi) \tilde{1}(\phi)
\end{aligned}
$$

Thus $T=\tilde{c}$, with $c=T(\psi)$.
We state without proof a generalization of Theorem 2.
Theorem 4. If $T$ is a distribution and $K$ is a compact set in $\mathbb{R}^{n}$, then there exists an $f \in C\left(\mathbb{R}^{n}\right)$ and a multi-index $\alpha$ such that for all $\phi \in \mathcal{D}$ whose supports are in $K$,

$$
T(\phi)=\left(\partial^{\alpha} \tilde{f}\right)(\phi)
$$

Proof. For the proof, consult [Rul], page 152.

## Problems 5.2

1. Let $f$ be a $C^{1}$-function on $(-\infty, 0]$ and on $[0, \infty)$. Let $a=\lim _{x \downarrow 0} f(x)-\lim _{x \uparrow 0} f(x)$. Express the distribution derivative of $f$ in terms of $\alpha$ and familiar distributions.
2. Let $\delta$ and $\tilde{H}$ be the Dirac and Heaviside distributions. What are $\partial^{n} \delta$ and $\partial^{n} \tilde{H}$ ?
3. Find all the distributions $T$ for which $\partial^{a} T=0$ whenever $|a|=1$.
4. Use notation introduced in the proof of Theorem 2. Prove that $\tilde{1} \circ A=0$, that $D B A=A$, and that $A \circ D=D$. Prove that $B \circ A$ is continuous on $\mathcal{D}$.
5. The characteristic function of a set $A$ is the function $\boldsymbol{X}_{A}$ defined by

$$
X_{A}(s)= \begin{cases}1 & \text { if } s \in A \\ 0 & \text { if } s \notin A\end{cases}
$$

If $A=(a, b) \subset \mathbb{R}$, what is the distributional derivative of $\mathcal{X}_{A}$ ?
6. For what functions $f$ on $\mathbb{R}$ is the equation $\partial \tilde{f}=\tilde{f^{\prime}}$ true?
7. Let $n=1$. Prove that $D: \mathcal{D} \rightarrow \mathcal{D}$ is injective. Prove that $\partial: \mathcal{D}^{\prime} \rightarrow \mathcal{D}^{\prime}$ is not injective.
8. Work in $\mathcal{D}\left(\mathbb{R}^{n}\right)$. Let $a$ be a multi-index such that $|a|=1$. Prove or disprove that $D^{\alpha}: \mathcal{D} \rightarrow \mathcal{D}$ is injective. Prove or disprove that $\partial^{\alpha}: \mathcal{D}^{\prime} \rightarrow \mathcal{D}^{\prime}$ is injective.
9. Let $n=1$. Is every test function the derivative of a test function?
10. Let $f \in C^{\infty}(\mathbb{R})$ and let $H$ be the Heaviside function. Compute the distributional derivatives of $f H$. Show by induction that $\partial^{m}(f H)=H D^{m} f+\sum_{k=0}^{m-1} D^{k} f(0) \partial^{m-k-1} \delta$.
11. Prove that the hyperplane $M$ defined in the proof of Theorem 2 is the range of the operator $\frac{d}{d x}$ when the latter is interpreted as acting from $\mathcal{D}_{\left(\mathbb{R}^{1}\right)}$ into $\mathcal{D}_{\left(\mathbb{R}^{1}\right)}$.
12. If two locally integrable functions are the same except on a set of measure 0 , then the corresponding distributions are the same. If $H$ is the Heaviside function, then $H^{\prime}(x)=0$ except on a set of measure 0 . Therefore, the distributional derivative of $H$ should be 0 . Explain the fallacy in this argument.
13. Find the distributional derivative of this function:

$$
f(x)= \begin{cases}\cos x & x>0 \\ \sin x & x \leqslant 0\end{cases}
$$

14. Define $A$ on $\mathcal{D}\left(\mathbb{R}^{2}\right)$ by putting

$$
A(\phi)=\int_{-\infty}^{\infty} \phi\left(x_{1}, x_{2}\right) d x_{1}
$$

Prove that $A$ maps $\mathcal{D}\left(\mathbb{R}^{2}\right)$ into $\mathcal{D}\left(\mathbb{R}^{1}\right)$.
15. Refer to the proof of Theorem 2 and show that $B A$ is a surjective map of $\mathcal{D}$ to $\mathcal{D}$.
16. Refer to Problem 5. Does the characteristic function of every measurable set have a distributional derivative?
17. Consider the maps $f \mapsto \widetilde{f}, D^{\alpha}$, and $\partial^{\alpha}$. Draw a commutative diagram expressing the consistency of $D^{\alpha}$ and $\partial^{\alpha}$ in Equation (1).
18. Find a distribution $T$ on $\mathbb{R}$ such that $\partial^{2} T+T=\delta$.

### 5.3 Convergence of Distributions

If $\left[T_{j}\right]$ is a sequence of distributions, we will write $T_{j} \rightarrow 0$ if and only if $T_{j}(\phi) \rightarrow 0$ for each test function $\phi$. If $T$ is a distribution, $T_{j} \rightarrow T$ means that $T_{j}-T \rightarrow 0$. The reader will recognize this as weak* convergence of a sequence of linear functionals. It is also "pointwise" convergence, meaning convergence at each point in the domain. Topological notions in $\mathcal{D}^{\prime}$, such as continuity, will be based on this notion of convergence (which we refer to simply as "convergence of distributions"). For example, we have the following theorem.

Theorem 1. For every multi-index $\alpha, \partial^{\alpha}$ is a continuous linear map of $\mathcal{D}^{\prime}$ into $\mathcal{D}^{\prime}$.

Proof. Let $T_{j} \rightarrow 0$. In order to prove that $\partial^{\alpha} T_{j} \rightarrow 0$, we select an arbitrary test function $\phi$, and attempt to prove that $\left(\partial^{\alpha} T_{j}\right)(\phi) \rightarrow 0$. This means that $(-1)^{|\alpha|} T_{j}\left(D^{\alpha} \phi\right) \rightarrow 0$, which is certainly true, because $D^{\alpha} \phi$ is a test function. See Theorem 1 in Section 5.2.

An important result, whose proof can be found, for example, in [Rul] page 146 , or $[\mathrm{Ho}$ ] page 38 , is the following.

Theorem 2. If a sequence of distributions $\left[T_{j}\right]$ has the property that $\left[T_{j}(\phi)\right]$ is convergent for each test function $\phi$, then the equation $T(\phi)=\lim _{j} T_{j}(\phi)$ defines a distribution $T$, and $T_{j} \rightarrow T$.

The theorem asserts that for a sequence of distributions $T_{j}$ if $\lim _{j} T_{j}(\phi)$ exists in $\mathbb{R}$ for every test function $\phi$, then the equation

$$
T(\phi)=\lim _{j} T_{j}(\phi)
$$

defines a distribution. There is no question about $T$ being well-defined. Its linearity is also trivial, since we have

$$
T\left(\phi_{1}+\phi_{2}\right)=\lim _{j} T_{j}\left(\phi_{1}+\phi_{2}\right)=\lim _{j} T_{j}\left(\phi_{1}\right)+\lim _{j} T_{j}\left(\phi_{2}\right)=T\left(\phi_{1}\right)+T\left(\phi_{2}\right)
$$

The only real issue is whether $T$ is continuous, and the proof of this requires some topological vector space theory beyond the scope of this chapter.

Corollary 1. A series of distributions, $\sum_{j=1}^{\infty} T_{j}$, converges to a distribution if and only if for each test function $\phi$ the series $\sum_{j=1}^{\infty} T_{j}(\phi)$ is convergent in $\mathbb{R}$.

Corollary 2. If $\sum T_{j}$ is a convergent series of distributions, then for any multi-index $\alpha, \partial^{\alpha} \sum T_{j}=\sum \partial^{\alpha} T_{j}$.

Proof. By Theorem 1, $\partial^{\alpha}$ is continuous. Hence

$$
\begin{aligned}
\partial^{\alpha}\left(\sum_{j=1}^{\infty} T_{j}\right) & =\partial^{\alpha}\left(\lim _{n \rightarrow \infty} \sum_{j=1}^{m} T_{j}\right)=\lim _{m \rightarrow \infty}\left(\partial^{\alpha} \sum_{j=1}^{m} T_{j}\right) \\
& =\lim _{m \rightarrow \infty} \sum_{j=1}^{m} \partial^{\alpha} T_{j}=\sum_{j=1}^{\infty} \partial^{\alpha} T_{j}
\end{aligned}
$$

The previous theorem and its corollaries stand in sharp contrast to the situation that prevails for classical derivatives and functions. Thus one can construct a pointwise convergent sequence of continuous functions whose limit is discontinuous. For example, consider the functions $f_{k}$ shown in Figure 5.2.


Figure 5.2

Similarly, even a uniformly convergent series of continuously differentiable functions can fail to satisfy the equation

$$
\frac{d}{d x} \sum f_{k}=\sum \frac{d}{d x} f_{k}
$$

A famous example of this phenomenon is provided by the Weierstrass nondifferentiable function

$$
f(x)=\sum_{k=1}^{\infty} 2^{-k} \cos 3^{k} x
$$

This function is continuous but not differentiable at any point! (This example is treated in $[\mathrm{Ti} 2]$ and [Ch]. See also Section 7.8 in this book, pages 374ff, where some graphics are displayed.)

Example. Let $f_{n}(x)=\cos n x$. This sequence of functions does not converge. Is the same true for the accompanying distributions $\tilde{f}_{n}$ ? To answer this, we take any test function $\phi$ and contemplate the effect of $\tilde{f}_{n}$ on it:

$$
\tilde{f}_{n}(\phi)=\int_{-\infty}^{\infty} \phi(x) \cos n x d x=\int_{a}^{b} \phi(x) \cos n x d x
$$

Here the interval $[a, b]$ is chosen to contain the support of $\phi$. For large values of $n$ the $C^{\infty}$ function is being integrated with the highly oscillatory function $f_{n}$. This produces very small values because of a cancellation of positive areas and negative areas. The limit will be zero, and hence $\tilde{f}_{n} \rightarrow 0$. This conclusion can also be justified by writing $f_{n}=g_{n}^{\prime}$, where $g_{n}(x)=\sin n x / n$. We see that $g_{n} \rightarrow 0$ uniformly, and that the equations $\tilde{g}_{n} \rightarrow 0$ and $\tilde{f}_{n} \rightarrow 0$ follow, in $\mathcal{D}^{\prime}$.

Theorem 3. Let $f, f_{1}, f_{2}, \ldots$ belong to $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$, and suppose that $f_{j} \rightarrow f$ pointwise almost everywhere. If there is an element $g \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ such that $\left|f_{j}\right| \leqslant g$, then $\tilde{f_{j}} \rightarrow \tilde{f}$ in $\mathcal{D}^{\prime}$.

Proof. The question is whether

$$
\begin{equation*}
\int f_{j} \phi \rightarrow \int f \phi \tag{1}
\end{equation*}
$$

for all test functions $\phi$. We have $f_{j} \phi \in L^{1}(K)$ if $K$ is the support of $\phi$. Furthermore, $\left|f_{j} \phi\right| \leqslant g|\phi|$ and $\left(f_{j} \phi\right)(x) \rightarrow(f \phi)(x)$ almost everywhere. Hence by the Lebesgue Dominated Convergence Theorem (Section 8.6, page 406), Equation (1) is valid.

Theorem 4. Let $\left[f_{j}\right]$ be a sequence of nonnegative functions in $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ such that $\int f_{j}=1$ for each $j$ and such that

$$
\lim _{j \rightarrow \infty} \int_{|x| \geqslant r} f_{j}=0
$$

for all positive $r$. Then $\tilde{f}_{j} \rightarrow \delta$ (the Dirac distribution).
Proof. Let $\phi \in \mathcal{D}$ and put $\psi=\phi-\phi(0)$. Let $\varepsilon>0$, and select $r>0$ so that $|\psi(x)|<\varepsilon$ when $|x|<r$. Then

$$
\begin{aligned}
\left|\int f_{j} \phi-\phi(0)\right| & =\left|\int f_{j}[\phi-\phi(0)]\right|=\left|\int f_{j} \psi\right| \leqslant \int\left|f_{j} \psi\right| \\
& \leqslant \int_{|x|<r}\left|f_{j} \psi\right|+\int_{|x| \geqslant r}\left|f_{j} \psi\right| \\
& \leqslant \varepsilon \int\left|f_{j}\right|+\max |\psi(x)| \int_{|x| \geqslant r} f_{j}
\end{aligned}
$$

Taking the limit as $j \rightarrow \infty$, we obtain

$$
\left|\lim _{j} \tilde{f}_{j}(\phi)-\delta(\phi)\right| \leqslant \varepsilon
$$

Since $\varepsilon$ was arbitrary, $\lim _{j} \tilde{f}_{j}(\phi)=\delta(\phi)$.

## Problems 5.3

1. What is the distributional derivative of the Weierstrass nondifferentiable function mentioned in this section?
2. Let $\left\{T_{\theta}: \theta \in A\right\}$ be a set of distributions indexed with a real parameter $\theta$; i.e. $A \subset \mathbb{R}$. Make a suitable definition for $\lim _{\theta \rightarrow r} T_{\theta}$.
3. (Continuation) If $\phi \in \mathcal{D}$, if $n=1$, and if $\theta \in \mathbb{R}$, let $\phi_{\theta}(x)=\phi(x-\theta)$. If $T$ is a distribution, let $T_{\theta}$ be the distribution defined by $T_{\theta}(\phi)=T\left(\phi_{\theta}\right)$. Prove that $\lim _{\theta \rightarrow 0} \theta^{-1}\left(T_{\theta}-T\right)=\partial T$.
4. Let $\left[\xi_{j}\right]$ be a sequence of distinct points in $\mathbb{R}^{n}$, and let $\delta_{j}$ be the corresponding Dirac distributions. Under what conditions does $\sum_{j=1}^{\infty} c_{j} \delta_{j}$ represent a distribution? (Here $c_{j} \in \mathbb{R}$.) A necessary and sufficient condition on $\left[c_{i}\right]$ would be ideal.
5. Use Theorem 4 to prove that if $f$ is a nonnegative element of $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ such that $\int f=1$ and if $f_{j}(x)=j^{n} f(j x)$ for $j=1,2, \ldots$, then $\tilde{f_{j}} \rightarrow \delta$.
6. Do these sequences have the properties described in Theorem 4?
(a) $f_{j}(x)=j /\left[\pi\left(1+j^{2} x^{2}\right)\right]$
(b) $f_{j}(x)=j \pi^{-1 / 2} \exp \left(-j^{2} x^{2}\right)$
7. Let the real line be partitioned by points $-\infty=x_{0}<x_{1}<\cdots<x_{n+1}=\infty$, and suppose that $f$ is a piecewise continuously differentiable function, with breaks at $x_{1}, \ldots, x_{n}$. Prove that the distributional derivative of $f$ is $\left(f^{\prime}\right)^{\sim}+\sum_{i=1}^{n} c_{i} \delta_{x_{i}}$, where $c_{i}$ is the magnitude of the jump in $f$ at $x_{i}$; i.e., $c_{i}=f\left(x_{i}+0\right)-f\left(x_{i}-0\right)$. Notice that this problem emphasizes
the difference between $\left(f^{\prime}\right)^{\sim}$ and $\left(f^{\sim}\right)^{\prime}$. The prime symbol has different meanings in different contexts.

### 5.4 Multiplication of Distributions by Functions

Before getting to the main topic of this section, let us record some results from multivariate algebra and calculus.

Recall the definition of the classical binomial coefficients:

$$
\binom{m}{k}= \begin{cases}\frac{m!}{k!(m-k)!} & \text { if } 0 \leqslant k \leqslant m  \tag{1}\\ 0 & \text { otherwise }\end{cases}
$$

These are the coefficients that make the Binomial Theorem true:

$$
\begin{equation*}
(a+b)^{m}=\sum_{k=0}^{m}\binom{m}{k} a^{k} b^{m-k} \tag{2}
\end{equation*}
$$

The multivariate version of this theorem is presented below.
Definitions. For two multi-indices $\alpha$ and $\beta$ in $\mathbb{Z}^{n}$, we write $\beta \leqslant \alpha$ if $\beta_{i} \leqslant \alpha_{i}$ for each $i=1,2, \ldots, n$. We denote by $\alpha+\beta$ the multi-index having components

$$
(\alpha+\beta)_{i}=\alpha_{i}+\beta_{i} \quad(1 \leqslant i \leqslant n)
$$

If $\beta \leqslant \alpha$, then $\alpha-\beta$ is the multi-index whose components are $\alpha_{i}-\beta_{i}$. Finally, if $\beta \leqslant \alpha$, we define

$$
\begin{equation*}
\binom{\alpha}{\beta}=\binom{\alpha_{1}}{\beta_{1}}\binom{\alpha_{2}}{\beta_{2}} \cdots\binom{\alpha_{n}}{\beta_{n}} \tag{3}
\end{equation*}
$$

If $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$, then by definition,

$$
x^{\alpha}:=\prod_{i=1}^{n} x_{i}^{\alpha_{i}}=x_{1}^{\alpha_{1}} \cdot x_{2}^{\alpha_{2}} \cdots x_{n}^{\alpha_{n}}
$$

The function $x \mapsto x^{\alpha}$ is a monomial. For $n=3$, here are seven typical monomials:

$$
\begin{array}{lllllll}
x_{1} x_{2}^{7} x_{3}^{2} & x_{1}^{4} x_{3}^{5} & x_{2}^{3} & 1 & x_{1} & x_{2} & x_{3}
\end{array}
$$

These are the building blocks for polynomials. The degree of a monomial $x^{\alpha}$ is defined to be $|\alpha|$. Thus, in the examples, the degrees are $10,9,3,0,1,1$, and 1. A polynomial in $n$ variables is a function

$$
p(x)=\sum_{\alpha} c_{\alpha} x^{\alpha} \quad\left(x \in \mathbb{R}^{n}\right)
$$

in which the sum is finite, the $c_{\alpha}$ are real numbers, and $\alpha \in \mathbb{Z}_{+}^{n}$. The degree of $p$ is

$$
\max \left\{|\alpha|: c_{\alpha} \neq 0\right\}
$$

If all $c_{\alpha}$ are 0 , then $p(x)=0$, and we assign the degree $-\infty$ in this case. A polynomial of degree 0 is a constant function. Here are some examples, again with $n=3$ :

$$
\begin{aligned}
& p_{1}(x)=3+2 x_{1}-7 x_{2}^{2} x_{3}+2 x_{1} x_{2}^{4} x_{3}^{7} \\
& p_{2}(x)=\sqrt{2} x_{1} x_{3}-\pi x_{1}^{3} x_{2}^{5} x_{3}
\end{aligned}
$$

These have degrees 12 and 9 , respectively.
The completely general polynomial of degree at most $k$ in $n$ variables can be written as

$$
x \mapsto \sum_{|\alpha| \leqslant k} c_{\alpha} x^{\alpha} \quad\left(x \in \mathbb{R}^{n}\right)
$$

This sum has $\binom{k+n}{n}$ terms, as established later in Theorem 2.
We have seen in Section 5.1 that multi-indices are also useful in defining differential operators. If we set $D=\left(\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{2}}, \cdots, \frac{\partial}{\partial x_{n}}\right)$. Then in a natural way we define

$$
D^{\alpha}=\prod_{i=1}^{n} \frac{\partial^{\alpha_{i}}}{\partial x_{i}^{\alpha_{i}}}=\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \partial x_{2}^{\alpha_{2}} \cdots \partial x_{n}^{\alpha_{n}}}
$$

A further definition is

$$
\alpha!=\alpha_{1}!\alpha_{2}!\cdots \alpha_{n}!=\prod_{i=1}^{n} \alpha_{i}!
$$

The $n$-dimensional binomial coefficients are then expressible in the form

$$
\binom{\alpha}{\beta}= \begin{cases}\frac{\alpha!}{\beta!(\alpha-\beta)!} & \text { if } 0 \leqslant \beta \leqslant \alpha \\ 0 & \text { otherwise }\end{cases}
$$

Multivariate Binomial Theorem. For all $x$ and $y$ in $\mathbb{R}^{n}$ and all $\alpha$ in $\mathbb{Z}_{+}^{n}$,

$$
(x+y)^{\alpha}=\sum_{0 \leqslant \beta \leqslant \alpha}\binom{\alpha}{\beta} x^{\beta} y^{\alpha-\beta}
$$

## Proof.

$$
\begin{aligned}
(x+y)^{\alpha} & =\prod_{i=1}^{n}\left(x_{i}+y_{i}\right)^{\alpha_{i}}=\prod_{i=1}^{n} \sum_{\beta_{i}=0}^{\alpha_{i}}\binom{\alpha_{i}}{\beta_{i}} x_{i}^{\beta_{i}} y_{i}^{\alpha_{i}-\beta_{i}} \\
& =\left[\sum_{\beta_{1}=0}^{\alpha_{1}}\binom{\alpha_{1}}{\beta_{1}} x_{1}^{\beta_{1}} y_{1}^{\alpha_{1}-\beta_{1}}\right] \ldots\left[\sum_{\beta_{n}=0}^{\alpha_{n}}\binom{\alpha_{n}}{\beta_{n}} x_{n}^{\beta_{n}} y_{n}^{\alpha_{n}-\beta_{n}}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{\beta_{1}=0}^{\alpha_{1}} \cdots \sum_{\beta_{n}=0}^{\alpha_{n}} \prod_{i=1}^{n}\binom{\alpha_{i}}{\beta_{i}} x_{i}^{\beta_{i}} y_{i}^{\alpha_{i}-\beta_{i}}=\sum_{0 \leqslant \beta \leqslant \alpha} \prod_{i=1}^{n}\binom{\alpha_{i}}{\beta_{i}} \prod_{j=1}^{n} x_{j}^{\beta_{j}} y_{j}^{\alpha_{j}-\beta_{j}} \\
& =\sum_{0 \leqslant \beta \leqslant \alpha}\binom{\alpha}{\beta} x^{\beta} y^{\alpha-\beta}
\end{aligned}
$$

We will usually abbreviate the inner product $\langle x, y\rangle$ of two vectors $x, y \in \mathbb{R}^{n}$ by the simpler notation $x y$.

Multinomial Theorem Let $x, y \in \mathbb{R}^{n}$ and $m \in \mathbb{N}$. Then

$$
(x y)^{m}=\sum_{|\alpha|=m} \frac{m!}{\alpha!} x^{\alpha} y^{\alpha}
$$

Proof. It suffices to consider only the special case $y=(1,1, \ldots, 1)$, because

$$
x y=\left\langle\left(x_{1} y_{1}, \ldots, x_{n} y_{n}\right),(1, \ldots, 1)\right\rangle
$$

For this special case we proceed by induction on $n$. The case $n=1$ is trivially true, and the case $n=2$ is the usual binomial formula:

$$
\left(x_{1}+x_{2}\right)^{m}=\sum_{\alpha_{1}+\alpha_{2}=m} \frac{m!}{\alpha_{1}!\alpha_{2}!} x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}}=\sum_{j=0}^{m} \frac{m!}{j!(m-j)!} x_{1}^{j} x_{2}^{m-j}
$$

Suppose that the multinomial formula is true for a particular value of $n$. The proof for the next case goes as follows. Let $x=\left(x_{1}, \ldots, x_{n}\right), w=\left(x_{1}, \ldots, x_{n+1}\right)$, $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, and $\beta=\left(\alpha_{1}, \ldots, \alpha_{n+1}\right)$. Then

$$
\begin{aligned}
\left(x_{1}+\cdots+x_{n+1}\right)^{m} & =\left[\left(x_{1}+\cdots+x_{n}\right)+x_{n+1}\right]^{m} \\
& =\sum_{j=0}^{m}\binom{m}{j}\left(x_{1}+\cdots+x_{n}\right)^{j} x_{n+1}^{m-j} \\
& =\sum_{j=0}^{m}\binom{m}{j} \sum_{|\alpha|=j} \frac{j!}{\alpha!} x^{\alpha} x_{n+1}^{m-j} \\
& =\sum_{j=0}^{m} \sum_{|\alpha|=j} \frac{m!}{j!(m-j)!} \frac{j!}{\alpha!} x^{\alpha}: x_{n+1}^{m-j} \\
& =\sum_{|\beta|=m} \frac{m!}{(m-j)!\alpha!} w^{\beta}=\sum_{|\beta|=n} \frac{m!}{\beta!} w^{\beta}
\end{aligned}
$$

In this calculation, we let $\beta=\left(\alpha_{1}, \ldots, \alpha_{n}, m-j\right)$, where $|\alpha|=j$.
The linear space of all polynomials of degree at most $m$ in $n$ real variables is denoted by $\mathrm{II}_{\boldsymbol{m}}\left(\mathbb{R}^{\boldsymbol{n}}\right)$. Thus each element of this space can be written as

$$
p(x)=\sum_{|\alpha| \leqslant m} c_{\alpha} x^{\alpha}
$$

Consequently, the set of monomials

$$
\left\{x \mapsto x^{\alpha}:|\alpha| \leqslant m\right\}
$$

spans $\mathrm{II}_{\boldsymbol{m}}\left(\mathbb{R}^{\boldsymbol{n}}\right)$. Is this set in fact a basis?

Theorem 1 The set of monomials $x \mapsto x^{\alpha}$ on $\mathbb{R}^{n}$ is linearly independent.

Proof. If $n=1$, the monomials are the elementary functions $x_{1} \mapsto x_{1}^{\jmath}$ for $j=0,1,2, \ldots$ They form a linearly independent set, because a nontrivial linear combination $\sum_{j=0}^{m} c_{j} x_{1}^{j}$ cannot vanish as a function. (Indeed, it can have at most $m$ zeros.)

Suppose now that our assertion has been proved for dimension $n-1$. Let $x=\left(x_{1}, \ldots, x_{n}\right)$ and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. Suppose that $\sum_{\alpha \in J} c_{\alpha} x^{\alpha}=0$, where the sum is over a finite set $J \subset \mathbb{Z}_{+}^{n}$. Put

$$
J_{k}=\left\{\alpha \in J: \alpha_{1}=k\right\}
$$

Then for some $m, J=J_{0} \cup \cdots \cup J_{m}$, and we can write

$$
0=\sum_{k=0}^{m} \sum_{\alpha \in J_{k}} c_{\alpha} x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}}=\sum_{k=0}^{m} x_{1}^{k} \sum_{\alpha \in J_{k}} c_{\alpha} x_{2}^{\alpha_{2}} \cdots x_{n}^{\alpha_{n}}
$$

By the one-variable case, we infer that for $k=0, \ldots, m$,

$$
\sum_{\alpha \in J_{k}} c_{\alpha} x_{2}^{\alpha_{2}} \cdots x_{n}^{\alpha_{n}}=0
$$

Note that as $\alpha$ runs over $J_{k}$, the multi-indices $\left(\alpha_{2}, \ldots, \alpha_{n}\right)$ are all distinct. By the induction hypothesis, we then infer that for all $\alpha \in J_{k}, c_{\alpha}=0$. Since $k$ runs from 0 to $m$, all $c_{\alpha}$ are 0 .

We want to calculate the dimension of $\mathrm{II}_{m}\left(\mathbb{R}^{n}\right)$. The following lemma is needed before this can be done. Its proof is left as a problem.

Lemma 1 For $n=1,2,3, \ldots$ and $m=0,1,2, \ldots$ we have

$$
\sum_{k=0}^{m}\binom{k+n}{n}=\binom{m+1+n}{n+1}
$$

Theorem 2 The dimension of $\mathrm{II}_{m}\left(\mathbb{R}^{n}\right)$ is $\binom{m+n}{n}$.
Proof. The preceding theorem asserts that a basis for $I_{m}\left(\mathbb{R}^{n}\right)$ is $\left\{x \mapsto x^{\alpha}\right.$ : $|\alpha| \leqslant m\}$. Here $x \in \mathbb{R}^{n}$. Using \# to denote the number of elements in a set, we have only to prove

$$
\#\left\{\alpha \in \mathbb{Z}_{+}^{n}:|\alpha| \leqslant m\right\}=\binom{m+n}{n}
$$

We use induction on $n$. For $n=1$, the formula is correct, since

$$
\#\left\{\alpha \in \mathbb{Z}_{+}: \alpha \leqslant m\right\}=m+1=\binom{m+1}{1}
$$

Assume that the formula is correct for a particular $n$. For the next case we write

$$
\begin{aligned}
\#\left\{\alpha \in \mathbb{Z}_{+}^{n+1}:|\alpha| \leqslant m\right\} & =\# \bigcup_{k=0}^{m}\left\{\alpha \in \mathbb{Z}_{+}^{n+1}: \alpha_{n+1}=k, \sum_{i=1}^{n} \alpha_{i} \leqslant m-k\right\} \\
& =\sum_{k=0}^{m} \#\left\{\alpha \in \mathbb{Z}_{+}^{n}:|\alpha| \leqslant m-k\right\}=\sum_{k=0}^{m}\binom{m-k+n}{n} \\
& =\sum_{k=0}^{m}\binom{k+n}{n}=\binom{m+n+1}{n+1}
\end{aligned}
$$

In the last step, we applied Lemma 1.
Theorem 3. (The Leibniz Formula) If $\phi$ and $\psi$ are test functions, then for any multi-index $\alpha$ we have

$$
\begin{equation*}
D^{\alpha}(\phi \psi)=\sum_{\beta \leqslant \alpha}\binom{\alpha}{\beta} D^{\beta} \phi \cdot D^{\alpha-\beta} \psi \tag{4}
\end{equation*}
$$

Proof. (after Horváth) We use induction on $|\alpha|$. If $|\alpha|=0$, then $\alpha=$ $(0,0, \ldots, 0)$, and both sides of Equation (4) reduce to $\phi \psi$.

Now suppose that (4) has been established for all multi-indices $\alpha$ such that $|\alpha| \leqslant m$. Let $\gamma$ be a multi-index of order $m+1$. By renumbering the variables if necessary we can assume that $\gamma_{1} \geqslant 1$. Let $\alpha=\left(\gamma_{1}-1, \gamma_{2}, \gamma_{3}, \ldots, \gamma_{n}\right)$. Then $D^{\gamma}=D_{1} D^{\alpha}$, where $D_{1}$ denotes $\partial / \partial x_{1}$. Since $|\alpha| \leqslant m$, the induction hypothesis applies to $D^{\alpha}$, and hence

$$
D^{\gamma}(\phi \psi)=D_{1} D^{\alpha}(\phi \psi)=D_{1} \sum_{\beta \leqslant \alpha}\binom{\alpha}{\beta} D^{\beta} \phi \cdot D^{\alpha-\beta} \psi
$$

$$
\begin{equation*}
=\sum_{\beta \leqslant \alpha}\binom{\alpha}{\beta}\left[D_{1} D^{\beta} \phi \cdot D^{\alpha-\beta} \psi+D^{\beta} \phi \cdot D_{1} D^{\alpha-\beta} \psi\right] \tag{5}
\end{equation*}
$$

Now we set $\beta=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right)$ and $\beta^{\prime}=\left(\beta_{1}+1, \beta_{2}, \ldots, \beta_{n}\right)$. Observe that $\beta \leqslant \alpha$ if and only if $\beta^{\prime} \leqslant \gamma$. Hence the first part of the sum in Equation (5) can be written as

$$
\begin{aligned}
& \sum_{\beta^{\prime} \leqslant \gamma}\binom{\alpha}{\beta} D^{\beta^{\prime}} \phi \cdot D^{\gamma-\beta^{\prime}} \psi \\
& =\sum_{\beta^{\prime} \leqslant \gamma}\binom{\gamma_{1}-1}{\beta_{1}^{\prime}-1}\binom{\gamma_{2}}{\beta_{2}^{\prime}} \cdots\binom{\gamma_{n}}{\beta_{n}^{\prime}} D^{\beta^{\prime}} \phi \cdot D^{\gamma-\beta^{\prime}} \psi \\
& =\sum_{\beta \leqslant \gamma}\binom{\gamma_{1}-1}{\beta_{1}-1}\binom{\gamma_{2}}{\beta_{2}} \cdots\binom{\gamma_{n}}{\beta_{n}} D^{\beta} \phi \cdot D^{\gamma-\beta} \psi \\
& =\sum_{\beta_{1}=0}^{\gamma_{1}}\binom{\gamma_{1}-1}{\beta_{1}-1} \sum_{\beta_{2}=0}^{\gamma_{2}} \cdots \sum_{\beta_{n}=0}^{\gamma_{n}}\binom{\gamma_{2}}{\beta_{2}} \cdots\binom{\gamma_{n}}{\beta_{n}} D^{\beta} \phi \cdot D^{\gamma-\beta} \psi
\end{aligned}
$$

The second part of the sum in Equation (5) can be written as

$$
\begin{equation*}
\sum_{\beta_{1}=0}^{\gamma_{1}}\binom{\gamma_{1}-1}{\beta_{1}} \sum_{\beta_{2}=0}^{\gamma_{2}} \cdots \sum_{\beta_{n}=0}^{\gamma_{n}}\binom{\gamma_{2}}{\beta_{2}} \cdots\binom{\gamma_{n}}{\beta_{n}} D^{\beta} \phi \cdot D^{\gamma-\beta} \psi \tag{7}
\end{equation*}
$$

Now invoke the easily proved identity

$$
\binom{m-1}{k-1}+\binom{m-1}{k}=\binom{m}{k}
$$

Adding these two parts of the sum in Equation (5), we obtain

$$
\begin{aligned}
D^{\gamma}(\phi \psi) & =\sum_{\beta_{1}=0}^{\gamma_{1}}\binom{\gamma_{1}}{\beta_{1}} \sum_{\beta_{2}=0}^{\gamma_{2}} \cdots \sum_{\beta_{n}=0}^{\gamma_{n}}\binom{\gamma_{2}}{\beta_{2}} \cdots\binom{\gamma_{n}}{\beta_{n}} D^{\beta} \phi \cdot D^{\gamma-\beta} \psi \\
& =\sum_{\beta \leqslant \gamma}\binom{\gamma}{\beta} D^{\beta} \phi \cdot D^{\gamma-\beta} \psi
\end{aligned}
$$

Since $\mathcal{D}^{\prime}$ is a vector space, a distribution can be be multiplied by a constant to produce another distribution. Multiplication of a distribution $T$ by a function $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$ can also be defined:

$$
(f \cdot T)(\phi)=T(f \phi)
$$

Notice that if $f$ is a constant function, say $f(x)=c$, then $f \cdot T$, as just defined, agrees with $c T$. In order to verify that $f \cdot T$ is a distribution, let $\phi_{j} \rightarrow 0$ in $\mathcal{D}$. Then there is a single compact set $K$ containing the supports of all $\phi_{j}$, and $D^{\alpha} \phi_{j} \rightarrow 0$ uniformly on $K$ for all multi-indices. If $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$ then by Leibniz's formula,

$$
D^{\alpha}\left(f \phi_{j}\right)=\sum_{\beta \leqslant \alpha}\binom{\alpha}{\beta} D^{\beta} f \cdot D^{\alpha-\beta} \phi_{j} \rightarrow 0
$$

This proves that $f \phi_{j} \rightarrow 0$ in $\mathcal{D}$. Since $T$ is continuous,

$$
(f \cdot T)\left(\phi_{j}\right)=T\left(f \phi_{j}\right) \rightarrow 0
$$

Hence $f \cdot T$ is continuous. Its linearity is obvious.
Here is a theorem from elementary calculus, extended to products of functions and distributions.

Theorem 4. Let $D$ be a simple partial derivative, say $D=\frac{\partial}{\partial x_{i}}$, and let $\partial$ be the corresponding distribution derivative. If $T \in \mathcal{D}^{\prime}$ and $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$, then

$$
\partial(f T)=D f \cdot T+f \cdot \partial T
$$

## Proof.

$$
\begin{aligned}
(D f \cdot T+f \cdot \partial T)(\phi) & =T(D f \cdot \phi)+\partial T(f \cdot \phi)=T(D f \cdot \phi)-T(D(f \phi)) \\
& =T(D f \cdot \phi)-T(D f \cdot \phi+f \cdot D \phi) \\
& =-T(f \cdot D \phi)=-(f T)(D \phi)=(\partial(f T))(\phi)
\end{aligned}
$$

Theorem 5. Let $n=1$, let $T$ be a distribution, and let $u$ be an element of $C^{\infty}(\mathbb{R})$. If $\partial T+u T=\tilde{f}$, for some $f$ in $C(\mathbb{R})$, then $T=\tilde{g}$ for some $g$ in $C^{1}(\mathbb{R})$, and $g^{\prime}+u g=f$.

Proof. If $u=0$, then $\partial T=\tilde{f}$. Write $f=h^{\prime}$, where

$$
h(x)=\int_{a}^{x} f(y) d y
$$

Then $h \in C^{1}(\mathbb{R})$. From the equation

$$
\partial(T-\tilde{h})=\partial T-\tilde{f}=0
$$

we conclude that $T-\tilde{h}=\tilde{c}$ for some constant $c$. (See Theorem 3 in Section 5.2, page 256.) Hence $T=\widetilde{h+c}$.

If $u$ is not zero, let $v=\exp \int u d x$. Then $v^{\prime}=v u$ and $v \in C^{\infty}(\mathbb{R})$. Then $v T$ is well-defined, and by Theorem 4,

$$
\partial(v T)=v^{\prime} T+v \partial T=v(u T+\partial T)=v \tilde{f}=\widetilde{v f}
$$

By the first part of the proof, we have $v T=\tilde{g}$ for some $g \in C^{1}(\mathbb{R})$. Hence $T=\widetilde{g / v}$. It is easily verified that $(g / v)^{\prime}+u(g / v)=f$.

Theorem 6. If $\phi \in \mathcal{D}$, then

$$
\int_{\mathbb{R}^{n}} \phi(x) d x=\lim _{h \not 0} h^{n} \sum_{\alpha \in \mathbf{Z}^{n}} \phi(h \alpha)
$$

Proof. The right side is just the limit of Riemann sums for the integral. In the case $n=2$, we set up a lattice of points in $\mathbb{R}^{2}$. These points are of the form $(i h, j h)=h(i, j)=h \alpha$, where $\alpha$ runs over the set of all multi-integers, having positive or negative entries. Each square created by four adjacent lattice points has area $h^{2}$.

## Problems 5.4

1. Prove that if $v \in C^{\infty}\left(\mathbb{R}^{n}\right)$ and if $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$, then $\tilde{v f}=v \tilde{f}$.
2. For integers $n$ and $m,\binom{n}{m}=\binom{n}{n-m}$. Is a similar result true for multi-indices?
3. Prove that if $T_{j} \rightarrow T$ in $\mathcal{D}^{\prime}$ and if $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$, then $f T_{j} \rightarrow f T$.
4. Let $\theta$ be a test function such that $\theta(0) \neq 0$. Prove that every test function is the sum of a multiple of $\theta$ and a test function that vanishes at 0 .
5. (Continuation) Prove that if $f \in C^{k}(\mathbb{R})$ and $f(0)=0$, then $f(x)^{\prime} x$, when defined appropriately at 0 , is in $C^{k-1}(\mathbb{R})$.
6. (Continuation) Let $n=1$ and put $\psi(x)=x$. Prove that a distribution $T$ that satisfies $\psi T=0$ must be a scalar multiple of the Dirac distribution.
7. For fixed $\psi$ in $C^{\infty}\left(\mathbb{R}^{n}\right)$ there is a multiplication operator $M_{\psi}$ defined on $\mathcal{D}^{\prime}$ by the equation $M_{\psi} T=\psi T$. Prove that $M_{\psi}$ is linear and continuous.
8. Prove that the product of a $C^{\infty}$-function and a regular distribution is a regular distribution.
9. Prove that if $\boldsymbol{h}^{\prime}=f$ and $h \in C^{1}(\mathbb{R})$, then $\partial \widetilde{h}=\widetilde{f}$.
10. Let $\phi \in C^{\infty}(\mathbb{R})$ and let $H$ be the Heaviside function. Compute $\partial(\phi \tilde{H})$.
11. Prove the Leibniz formula for the product of a $C^{\infty}$-function and a distribution.
12. Define addition of multi-indices $\alpha$ and $\beta$ by the formula $(\alpha+\beta)_{i}=\alpha_{i}+\beta_{i}$ for $1 \leqslant i \leqslant n$. If $\beta \leqslant \alpha$, we can define subtraction of $\beta$ from $\alpha$ by $(\alpha-\beta)_{i}=\alpha_{i}-\beta_{i}$. Define also $\alpha!=\alpha_{1}!\alpha_{2}!\cdots \alpha_{n}!$. Prove that

$$
\binom{\alpha}{\beta}=\frac{\alpha!}{\beta!(\alpha-\beta)!} \quad \text { if } \beta \leqslant \alpha
$$

13. (Continuation) Express $\left(1+|x|^{2}\right)^{m}$ as a linear combination of "monomials" $x^{\alpha}$. Here $x \in \mathbb{R}^{n}, m \in \mathbb{N}, \alpha \in \mathbb{N}^{n}$.
14. Prove that for any multi-index $\alpha$,

$$
D^{\alpha}\left(1+|x|^{2}\right)^{m}=\sum_{|\beta| \leqslant|\alpha|} c_{\mathcal{B}} x^{\beta}\left(1+|x|^{2}\right)^{m-|\alpha|}
$$

15. Verify the formal Taylor's expansion

$$
f(x+h)=\sum_{\alpha \geqslant 0} \frac{1}{\alpha!} h^{\alpha} D^{a} f(x)
$$

16. The binomial coefficients are of ten displayed in "Pascal's triangle":


Each entry in Pascal's triangle (other than the 1's) is the sum of the two elements appearing above it to the right and left. Prove that this statement is correct, i.e., that

$$
\binom{n+1}{k}=\binom{n}{k}+\binom{n}{k-1}
$$

17. Prove that $\sum_{k=0}^{n}\binom{n}{k}=2^{n}$. Is a similar result true for the sum $\sum_{|\beta| \leqslant|\alpha|}\binom{\alpha}{\beta}$ ?
18. Prove that the number of multi-indices $\beta$ that satisfy the inequality $0 \leqslant \beta \leqslant \alpha$ is $\left(1+\alpha_{1}\right) \cdots\left(1+\alpha_{n}\right)$.
19. Find a single general proof that can establish the univariate and multivariate cases of the Binomial Theorem and the Leibniz Formula. This proof would exploit the similarity between the formulas

$$
(x+y) x^{i} y^{j}=x^{i+1} y^{j}+x^{i} y^{j+1} \text { and } D\left(D^{i} f D^{j} g\right)=D^{i+1} f D^{j} g+D^{i} f D^{j+1} g
$$

20. Prove Lemma 1.

### 5.5 Convolutions

The convolution of two functions $f$ and $\phi$ on $\mathbb{R}^{n}$ is a function $f * \phi$ whose defining equation is

$$
\begin{equation*}
(f * \phi)(x)=\int_{\mathbb{R}^{n}} f(y) \phi(x-y) d y \quad\left(x \in \mathbb{R}^{n}\right) \tag{1}
\end{equation*}
$$

The integral will certainly exist if $\phi \in \mathcal{D}$ and if $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$, because for each $x$, the integration takes place over a compact subset of $\mathbb{R}^{n}$. With a change of variable in the integral, $y=x-z$, one proves that

$$
(f * \phi)(x)=\int_{\mathbb{R}^{n}} f(x-z) \phi(z) d z=(\phi * f)(x)
$$

In taking the convolution of two functions, one can expect that some favorable properties of one factor will be inherited by the convolution function. This vague concept will be illustrated now in several ways. Suppose that $f$ is merely integrable, while $\phi$ is a test function. In Equation (1), suppose that $n=1$, and that we wish to differentiate $f * \phi$ (with respect to $x$, of course). On the right side of the equation, $x$ appears only in the function $\phi$, and consequently

$$
(f * \phi)^{\prime}(x)=\int_{-\infty}^{\infty} f(y) \phi^{\prime}(x-y) d y
$$

The differentiability of the factor $\phi$ is inherited by the convolution product $f * \phi$. This phenomenon persists with higher derivatives and with many variables.

It follows from what has already been said that if $\phi$ is a polynomial of degree at most $k$, then so is $f * \phi$. This is because the $(k+1)$ st derivative of $f * \phi$ will be zero. Similarly, if $\phi$ is a periodic function, then so is $f * \phi$.

We shall see that convolutions are useful in approximating functions by smooth functions. Here the "mollifiers" of Section 5.1 play a role. Let $\phi$ be a mollifier; that is, $\phi \in \mathcal{D}, \phi \geqslant 0, \int \phi=1$, and $\phi(x)=0$ when $|x| \geqslant 1$. Define $\phi_{j}(x)=j^{n} \phi(j x)$. It is easy to verify that $\int \phi_{j}=1$. (In this discussion $j$ ranges over the positive integers.) Then

$$
\begin{aligned}
f(x)-\left(f * \phi_{j}\right)(x) & =f(x)-\int f(x-z) \phi_{j}(z) d z \\
& =\int f(x) \phi_{j}(z) d z-\int f(x-z) \phi_{j}(z) d z \\
& =\int[f(x)-f(x-z)] \phi_{j}(z) d z
\end{aligned}
$$

Since $\phi(x)$ vanishes outside the unit ball in $\mathbb{R}^{n}, \phi_{j}(x)$ vanishes outside the ball of radius $1 / j$, as is easily verified. Hence in the equation above the only values of $z$ that have any effect are those for which $|z|<1 / j$. If $f$ is uniformly continuous, the calculation shows that $f * \phi_{j}(x)$ is close to $f(x)$, and we have therefore approximated $f$ by the smooth function $f * \phi$. Variations on this idea will appear from time to time.

Using special linear operators $B$ and $E_{x}$ defined by

$$
\begin{align*}
\left(E_{x} \phi\right)(y) & =\phi(y-x)  \tag{2}\\
(B \phi)(y) & =\phi(-y) \tag{3}
\end{align*}
$$

we can write Equation (1) in the form

$$
\begin{equation*}
(f * \phi)(x)=\widetilde{f}\left(E_{x} B \phi\right) \tag{4}
\end{equation*}
$$

For $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ and $\phi \in \mathcal{D}$ we have

$$
\begin{align*}
\widetilde{E_{x} f}(\phi) & =\int E_{x} f \cdot \phi=\int f(y-x) \phi(y) d y=\int f(z) \phi(z+x) d z  \tag{5}\\
& =\widetilde{f}\left(E_{-x} \phi\right)
\end{align*}
$$

Equations 4 and 5 suggest the following definition.
Definition. If $T$ is a distribution, $E_{x} T$ is defined to be $T E_{-x}$. If $\phi \in \mathcal{D}$, then the convolution $T * \phi$ is defined by $(T * \phi)(x)=T\left(E_{x} B \phi\right)$.

Lemma 1. For $T \in \mathcal{D}^{\prime}$ and $\phi \in \mathcal{D}$,

$$
\begin{equation*}
E_{x}(T * \phi)=\left(E_{x} T\right) * \phi=T * E_{x} \phi \tag{6}
\end{equation*}
$$

Proof. Straightforward calculation, using some results in Problem 1, gives us

$$
\begin{aligned}
{\left[E_{x}(T * \phi)\right](y) } & =(T * \phi)(y-x)=T\left(E_{y-x} B \phi\right) \\
{\left[\left(E_{x} T\right) * \phi\right](y) } & =\left(E_{x} T\right)\left(E_{y} B \phi\right)=T\left(E_{-x} E_{y} B \phi\right)=T\left(E_{y-x} B \phi\right) \\
{\left[T * E_{x} \phi\right](y) } & =T\left(E_{y} B E_{x} \phi\right)=T\left(E_{y} E_{-x} B \phi\right)=T\left(E_{y-x} B \phi\right)
\end{aligned}
$$

Lemma 2. If $T$ is a distribution and if $\phi_{j} \rightarrow \phi$ in $\mathcal{D}$, then $T * \phi_{i} \rightarrow$ $T * \phi$ pointwise.

Proof. By linearity (see Problem 3), it suffices to consider the case when $\phi=0$. If $\phi_{j} \rightarrow 0$ in $\mathcal{D}$, then for all $x$,

$$
\left(T * \phi_{j}\right)(x)=T\left(E_{x} B \phi_{j}\right) \rightarrow 0
$$

by the continuity of $B, E_{x}$, and $T$ (Problem 8).
Lemma 3. Let $\left[x_{j}\right]$ be a sequence of points in $\mathbb{R}^{n}$ converging to $x$.
For each $\phi \in \mathcal{D}$,

$$
\begin{equation*}
E_{x_{j}} \phi \rightarrow E_{x} \phi \quad \text { (convergence in } \mathcal{D} \text { ) } \tag{7}
\end{equation*}
$$

Proof. If $K_{1}=\left\{x, x_{1}, x_{2}, \ldots\right\}$ and if $K_{2}$ is the support of $\phi$, then (as is easily verified) the supports of $E_{x_{j}} \phi$ are contained in the compact set

$$
K_{1}+K_{2}=\left\{u+v: u \in K_{1}, v \in K_{2}\right\}
$$

Now we observe that

$$
\begin{equation*}
\left(E_{x_{j}} \phi\right)(y) \rightarrow\left(E_{x} \phi\right)(y) \quad \text { uniformly for } \quad y \in K_{1}+K_{2} \tag{8}
\end{equation*}
$$

Indeed, for a given $\varepsilon>0$ there is a $\delta>0$ such that

$$
|u-v|<\delta \Longrightarrow|\phi(u)-\phi(v)|<\varepsilon \quad\left(u, v \in K_{1}+K_{2}-K_{1}\right)
$$

(This is uniform continuity of the continuous function $\phi$ on a compact set.) Hence if $\left|x_{j}-x\right|<\delta$, then $\left|\phi\left(y-x_{j}\right)-\phi(y-x)\right|<\varepsilon$. It now follows that

$$
\left(D^{\alpha} E_{x_{j}} \phi\right)(y) \rightarrow\left(D^{\alpha} E_{x} \phi\right)(y) \quad \text { uniformly for } \quad y \in K_{1}+K_{2}
$$

because $D^{\alpha} E_{x_{j}} \phi=E_{x_{j}} D^{\alpha} \phi$, and (8) can be applied to $D^{\alpha} \phi$.
Lemma 4. Let $e=(1,0, \ldots, 0), 0<|t|<1$, and $F_{t}=t^{-1}\left(E_{0}-E_{t e}\right)$. Then for each test function $\phi, F_{t} \phi \rightarrow \frac{\partial \phi}{\partial x_{1}}$ as $t \rightarrow 0$. (This convergence is in the topology of $\mathcal{D}$.)

Proof. Since $|t|<1$, there is a single compact set $K$ containing the supports of $F_{t} \phi$ and $\frac{\partial \phi}{\partial x_{1}}$. By the mean value theorem (used twice) we have (for $0<\theta, \theta^{\prime}<1$ )

$$
\begin{aligned}
\left|\frac{\partial \phi}{\partial x_{1}}(x)-\left(F_{t} \phi\right)(x)\right| & =\left|\frac{\partial \phi}{\partial x_{1}}(x)-t^{-1}[\phi(x)-\phi(x-t e)]\right| \\
& =\left|\frac{\partial \phi}{\partial x_{1}}(x)-\frac{\partial \phi}{\partial x_{1}}(x-\theta t e)\right| \\
& =\left|\frac{\partial^{2} \phi}{\partial x_{1}^{2}}\left(x-\theta^{\prime} t e\right)\right||\theta t| \\
& \leqslant\left\|\frac{\partial^{2} \phi}{\partial x_{1}^{2}}\right\|_{K}|t|
\end{aligned}
$$

The norm used here is the supremum norm on $K$. Our inequality shows that as $t \rightarrow 0,\left(F_{t} \phi\right)(x) \rightarrow\left(\frac{\partial \phi}{\partial x_{1}}\right)(x)$ uniformly in $x$ on $K$. Since $\phi$ can be any test function, we can apply our conclusion to $D^{\alpha} \phi$, inferring that $F_{t} D^{\alpha} \phi$ converges uniformly to $\frac{\partial}{\partial x_{1}} D^{\alpha} \phi$ on $K$. Since $D^{\alpha}$ commutes with $F_{t}$ (Problem 9) and with other derivatives, we conclude that $D^{\alpha} F_{t} \phi$ converges uniformly on $K$ to $D^{\alpha} \frac{\partial \phi}{\partial x_{1}}$. This proves that the convergence of $F_{t} \phi$ is in accordance with the notion of convergence adopted in $\mathcal{D}$.

Theorem. If $T$ is a distribution and if $\phi$ is a test function, then for each multi-index $\alpha$,

$$
\begin{equation*}
D^{\alpha}(T * \phi)=\left(\partial^{\alpha} T\right) * \phi=T * D^{\alpha} \phi \tag{9}
\end{equation*}
$$

Proof. From Equations (3) and (2) we infer that

$$
\begin{aligned}
D^{\alpha} B & =(-1)^{|\alpha|} B D^{\alpha} \\
D^{\alpha} E_{x} & =E_{x} D^{\alpha}
\end{aligned}
$$

Hence

$$
\begin{aligned}
\left(\partial^{\alpha} T * \phi\right)(x) & =\left(\partial^{\alpha} T\right)\left(E_{x} B \phi\right)=(-1)^{|\alpha|} T D^{\alpha} E_{x} B \phi \\
& =(-1)^{|\alpha|} T E_{x} D^{\alpha} B \phi=T E_{x} B D^{\alpha} \phi=T * D^{\alpha} \phi
\end{aligned}
$$

This proves one part of Equation (9). For the other part, consider the special case $\alpha=(0, \ldots, 0,1,0, \ldots, 0)$. Thus $D=\frac{\partial}{\partial x_{i}}$. Let $e=(0, \ldots, 0,1,0, \ldots, 0) \in \mathbb{R}^{n}$, and $F_{t}=t^{-1}\left(E_{0}-E_{t e}\right)$. Since

$$
\begin{aligned}
\frac{\partial}{\partial x_{i}} \phi(y) & =\lim _{t \rightarrow 0} \frac{\phi(y)-\phi(y-t e)}{t}=\lim _{t \rightarrow 0}\left[t^{-1}\left(E_{0}-E_{t e}\right) \phi\right](y) \\
& =\lim _{t \rightarrow 0}\left(F_{t} \phi\right)(y)
\end{aligned}
$$

we have $D \phi=\lim _{t \rightarrow 0} F_{t} \phi$, by Lemma 4. Using Lemma 1, we have

$$
F_{t}(T * \phi)=T * F_{t} \phi
$$

By Lemma 2, we can let $t \rightarrow 0$ to obtain

$$
D(T * \phi)=T * D \phi
$$

By iteration of this basic result we obtain, for any multi-index $\alpha$,

$$
D^{\alpha}(T * \phi)=T * D^{\alpha} \phi
$$

Corollary. If $T \in \mathcal{D}^{\prime}$ and $\phi \in \mathcal{D}$, then $T * \phi \in C^{\infty}\left(\mathbb{R}^{n}\right)$.
Proof. We have to prove that $D^{\alpha}(T * \phi) \in C\left(\mathbb{R}^{n}\right)$ for all multi-indices $\alpha$. Put $\psi=D^{\alpha} \phi$. Then by the theorem,

$$
D^{\alpha}(T * \phi)=T * D^{\alpha} \phi=T * \psi
$$

To see that $T * \psi$ is continuous, let $\left[x_{j}\right]$ be a sequence in $\mathbb{R}^{n}$ tending to $x$. By Lemma 3,

$$
(T * \psi)\left(x_{j}\right)=T E_{x_{j}} B \psi \rightarrow T E_{x} B \psi=(T * \psi)(x)
$$

## Problems 5.5

1. Prove that
(a) $E_{x} E_{y}=E_{x+y}$
(b) $B E_{x}=E_{-x} B$
(c) $\phi * \psi=\psi * \phi$
(d) $\delta_{y} E_{x} B=\delta_{x} E_{y}$
2. Prove that $E_{x}: \mathcal{D}^{\prime} \rightarrow \mathcal{D}^{\prime}$ is linear, continuous, injective, and sur jective.
3. Prove that for fixed $T \in \mathcal{D}^{\prime}$ the map $\phi \mapsto T * \phi$ is linear from $\mathcal{D}$ to $C^{\infty}\left(\mathbb{R}^{n}\right)$.
4. Prove that if $T \in \mathcal{D}^{\prime}$ and $\phi \in \mathcal{D}$, then

$$
T(\phi)=\delta(T * B \phi) \quad(\delta=\text { Dirac distribution })
$$

5. Fixing a distribution $T$, define the convolution operator $C_{T}$ by $C_{T}^{\prime} \phi=T * \phi$. Show that $\delta_{x} C_{T}=T E_{x} B$.
6. Prove that the vector sum of two compact sets in $\mathbb{R}^{\boldsymbol{n}}$ is compact. Show by example that the vector sum of two closed sets need not be closed. Show that the vector sum of a compact set and a closed set is closed.
7. For $2 \pi$-periodic functions, define $(f * g)(x)=\int_{0}^{2 \pi} f(y) g(x-y) d y$. Compute the convolution of $f(x)=\sin x$ and $g(x)=\cos x$.
8. Prove that $B$ and $E_{x}$ are continuous linear maps of $\mathcal{D}$ into $\mathcal{D}$. Are they injective? Are they sur jective?
9. Prove that $D^{\alpha} E_{x}=E_{x} D^{\alpha}$.
10. What is $\delta * \phi$ ?
11. Which of these equations is (or are) valid?
(a) $B\left(E_{x}(\phi(y))\right)=\phi(x-y)$
(b) $\left(B\left(E_{x} \phi\right)\right)(y)=\phi(x-y)$
(c) $E_{x}(B(\phi(y)))=\phi(-x-y)$
(d) $E_{x}(B(\phi(y)))=\phi(x-y)$

### 5.6 Differential Operators

Definition. A linear differential operator with constant coefficients is any finite sum of terms $c_{\alpha} D^{\alpha}$. Such an operator has the representation

$$
A=\sum_{|\alpha| \leqslant m} c_{\alpha} D^{\alpha}
$$

The constants $c_{\alpha}$ may be complex numbers. Clearly, $A$ can be applied to any function in $C^{m}\left(\mathbb{R}^{n}\right)$.

Definition. A distribution $T$ is called a fundamental solution of the operator $\sum c_{\alpha} D^{\alpha}$ if $\sum c_{\alpha} \partial^{\alpha} T$ is the Dirac distribution.

Example 1. What are the fundamental solutions of the operator $D$ in the case $n=1 ?\left(D=\frac{d}{d x}\right)$. We seek all the distributions $T$ that satisfy $\partial T=\delta$. We saw in Example 1 of Section 5.2 (page 254) that $\partial \widetilde{H}=\delta$, where $H$ is the Heaviside function. Thus $\tilde{H}$ is one of the fundamental solutions. Since the distributions sought are exactly those for which $\partial T=\partial \widetilde{H}$, we see by Theorem 3 in Section 5.2 (page 256) that $T=\widetilde{H}+\widetilde{c}$ for some constant $c$.

> Theorem 1. The Malgrange-Ehrenpreis Theorem. Every operator $\sum c_{\alpha} D^{\alpha}$ has a fundamental solution.

For the proof of this basic theorem, consult [Ho] page 189, or [Rul] page 195. The next theorem reveals the importance of fundamental solutions in the study of partial differential equations.

Theorem 2. Let $A$ be a linear differential operator with constant coefficients, and let $T$ be a distribution that is a fundamental solution of $A$. Then for each test function $\phi, A(T * \phi)=\phi$.

Proof. Let $A=\sum c_{\alpha} D^{\alpha}$. Then $\sum c_{\alpha} \partial^{\alpha} T=\delta$. The basic formula (the theorem of Section 5, page 271) states that

$$
D^{\alpha}(T * \phi)=\partial^{\alpha} T * \phi
$$

From this we conclude that

$$
A(T * \phi)=\sum c_{\alpha} D^{\alpha}(T * \phi)=\left(\sum c_{\alpha} \partial^{\alpha} T\right) * \phi=\delta * \phi=\phi
$$

In the last step we use the calculation

$$
(\delta * \phi)(x)=\delta\left(E_{x} B \phi\right)=\left(E_{x} B \phi\right)(0)=(B \phi)(0-x)=\phi(x)
$$

Example 2. We use the theory of distributions to find a solution of the differential equation $\frac{d u}{d x}=\phi$, where $\phi$ is a test function. By Example 1 , one fundamental solution is the distribution $\tilde{H}$. By the preceding theorem, $\tilde{H} * \phi$ will solve the differential equation. We have, with a simple change of variable,

$$
u(x)=(\tilde{H} * \phi)(x)=\int_{-\infty}^{\infty} H(y) \phi(x-y) d y=\int_{-\infty}^{x} \phi(z) d z
$$

Example 3. Let us search for a solution of the differential equation

$$
u^{\prime}+a u=\phi
$$

using distribution theory. First, we try to discover a fundamental solution, i.e., a distribution $T$ such that $\partial T+a T=\delta$. If $T$ is such a distribution and if $v(x)=e^{a x}$, then

$$
\partial(v \cdot T)=D v \cdot T+v \cdot \partial T=a v \cdot T+v \cdot(\delta-a T)=v \cdot \delta=\delta
$$

Consequently, by Example 1,

$$
v \cdot T=\tilde{H}+\widetilde{c} \quad \text { and } \quad T=\frac{1}{v}(\tilde{H}+\widetilde{c})
$$

Thus $T$ is a regular distribution $\tilde{f}$, and since $c$ is arbitrary, we use $c=0$, arriving at

$$
f(x)=e^{-a x} H(x)
$$

A solution to the differential equation is then given by

$$
\begin{aligned}
u(x) & =(f * \phi)(x)=\int_{-\infty}^{\infty} e^{-a y} H(y) \phi(x-y) d y \\
& =\int_{0}^{\infty} e^{-a y} \phi(x-y) d y
\end{aligned}
$$

This formula produces a solution if $\phi$ is bounded and of class $C^{1}$.
The Laplacian. In the following paragraphs, a fundamental solution to the Laplacian operator will be derived. This operator, denoted by $\Delta$ or by $\nabla^{2}$, is given by

$$
\Delta=\frac{\partial^{2}}{\partial x_{1}^{2}}+\cdots+\frac{\partial^{2}}{\partial x_{n}^{2}}
$$

At first, some elementary calculations need to be recorded. The notation is $x=\left(x_{1}, \ldots, x_{n}\right)$ and $|x|=\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)^{1 / 2}$.

Lemma 1. For $x \neq 0, \frac{\partial}{\partial x_{j}}|x|=x_{j}|x|^{-1}$.

## Proof.

$$
\frac{\partial}{\partial x_{j}}|x|=\frac{\partial}{\partial x_{j}}\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)^{1 / 2}=\frac{1}{2}\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)^{-1 / 2}\left(2 x_{j}\right)=x_{j}|x|^{-1}
$$

Lemma 2. For $x \neq 0, \frac{\partial^{2}}{\partial x_{j}^{2}}|x|=|x|^{-1}-x_{j}^{2}|x|^{-3}$.

## Proof.

$$
\begin{aligned}
\frac{\partial^{2}}{\partial x_{j}^{2}}|x| & =\frac{\partial}{\partial x_{j}}\left[x_{j}|x|^{-1}\right]=|x|^{-1}+x_{j}(-1)|x|^{-2} x_{j}|x|^{-1} \\
& =|x|^{-1}-x_{j}^{2}|x|^{-3}
\end{aligned}
$$

Lemma 3. For $x \neq 0$, and $g \in C^{2}(0, \infty)$,

$$
\Delta g(|x|)=g^{\prime \prime}(|x|)+(n-1)|x|^{-1} g^{\prime}(x)
$$

## Proof.

$$
\begin{aligned}
\frac{\partial}{\partial x_{j}} g(|x|) & =g^{\prime}(|x|) \frac{\partial}{\partial x_{j}}|x|=g^{\prime}(|x|) x_{j}|x|^{-1} \\
\frac{\partial^{2}}{\partial x_{j}^{2}} g(|x|) & =g^{\prime \prime}(|x|) x_{j}^{2}|x|^{-2}+g^{\prime}(|x|) \frac{\partial^{2}}{\partial x_{j}^{2}}|x| \\
& =g^{\prime \prime}(|x|) x_{j}^{2}|x|^{-2}+g^{\prime}(|x|)\left(|x|^{-1}-x_{j}^{2}|x|^{-3}\right) \\
\Delta g(|x|) & =\sum_{j=1}^{n} \frac{\partial^{2}}{\partial x_{j}^{2}} g(|x|) \\
& =g^{\prime \prime}(|x|)|x|^{2}|x|^{-2}+g^{\prime}(|x|)\left(n|x|^{-1}-|x|^{2}|x|^{-3}\right) \\
& =g^{\prime \prime}(|x|)+(n-1)|x| g^{\prime}(x)
\end{aligned}
$$

For reasons that become clear later, we require a function $g$ (not a constant) such that $\Delta g(|x|)=0$ throughout $\mathbb{R}^{n}$, with the exception of the singular point $x=0$. By Lemma 3, we see that $g$ must satisfy the following differential equation, in which the notation $r=|x|$ has been introduced:

$$
g^{\prime \prime}(r)+\frac{n-1}{r} g^{\prime}(r)=0
$$

This can be written in the form

$$
g^{\prime \prime}(r) / g^{\prime}(r)=(1-n) r^{-1}
$$

and this can be interpreted as

$$
\frac{d}{d r} \log g^{\prime}(r)=(1-n) r^{-1}
$$

From this we infer that

$$
\begin{aligned}
\log g^{\prime}(r) & =(1-n) \log r+\log c \\
g^{\prime}(r) & =c r^{1-n}
\end{aligned}
$$

If $n \geqslant 3$, this last equation gives $g(r)=r^{2-n}$ as the desired solution. Thus we have proved the following result:

Theorem 3. If $n \geqslant 3$ then $\Delta|x|^{2-n}=0$ at all points of $\mathbb{R}^{n}$ except $x=0$.

Of course, this theorem can be proved by a direct verification that $|x|^{2-n}$ satisfies Laplace's equation, except at 0 . The fact that Laplace's equation is not satisfied at 0 is of special importance in what follows. Let $f(x)=|x|^{2-n}$. As usual, $\tilde{f}$ will denote the corresponding distribution.

In accordance with the definition of derivative of a distribution, we have

$$
\Delta \tilde{f}=\sum_{i=1}^{n} \frac{\partial^{2}}{\partial x_{i}^{2}} \tilde{f}=\sum_{i=1}^{n}(-1)^{2} \tilde{f} \circ \frac{\partial^{2}}{\partial x_{i}^{2}}=\tilde{f} \circ \Delta
$$

For any test function $\phi$,

$$
\begin{equation*}
(\Delta \tilde{f})(\phi)=\tilde{f}(\Delta \phi)=\int_{\mathbb{R}^{n}}|x|^{2-n}(\Delta \phi)(x) d x \tag{1}
\end{equation*}
$$

The integral on the right is improper because of the singular point at 0 . It is therefore defined to be

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \int_{|x| \geqslant \varepsilon}|x|^{2-n}(\Delta \phi)(x) d x \tag{2}
\end{equation*}
$$

For sufficiently small $\varepsilon$, the support of $\phi$ will be contained in $\left\{x:|x| \leqslant \varepsilon^{-1}\right\}$. The integral in (2) can be over the set

$$
A_{\varepsilon}=\left\{x: \varepsilon \leqslant|x| \leqslant \varepsilon^{-1}\right\}
$$

An appeal will be made to Green's Second Identity, which states that for regions $\Omega$ satisfying certain mild hypotheses,

$$
\int_{\Omega}(u \Delta v-v \Delta u)=\int_{\partial \Omega}(u \nabla v-v \nabla u) \cdot N
$$

The three-dimensional version of this can be found in [Hur] page 489, [MT] page 449 , [Tayl] page 459, or [Las] page 118. The $n$-dimensional form can be found in [Fla] page 83. In the formula, $N$ denotes the unit normal vector to the surface $\partial \boldsymbol{\Omega}$. Applying Green's formula to the integral in Equation (2), we notice that $\Delta|x|^{2-n}=0$ in $A_{\varepsilon}$. Hence the integral is

$$
\begin{equation*}
\int_{A_{\varepsilon}}|x|^{2-n} \Delta \phi=\int_{\partial A_{\varepsilon}}\left(|x|^{2-n} \nabla \phi-\phi \nabla|x|^{2-n}\right) \cdot N \tag{3}
\end{equation*}
$$

The boundary of $A_{\varepsilon}$ is the union of two spheres whose radii are $\varepsilon$ and $\varepsilon^{-1}$. On the outer boundary, $\phi=\nabla \phi=0$ because the support of $\phi$ is interior to $A_{\varepsilon}$. The following computation will also be needed:

$$
\nabla|x|^{2-n} \cdot N=\sum_{j=1}^{n}\left(\frac{\partial}{\partial x_{j}}|x|^{2-n}\right) \frac{x_{j}}{|x|}=\sum_{j=1}^{n}(2-n)|x|^{1-n}\left(\frac{x_{j}}{|x|}\right)^{2}=(2-n)|x|^{1-n}
$$

The first term on the right in Equation (3) is estimated as follows

$$
\begin{aligned}
\left.\left|\int_{|x|=\varepsilon}\right| x\right|^{2-n} \nabla \phi \cdot N \mid d S & \leqslant \varepsilon^{2-n} \max _{|x| \approx \varepsilon}|\nabla \phi(x)| \int_{|x|=\varepsilon} d S \\
& =c \varepsilon^{2-n} \sigma_{n} \varepsilon^{n-1}=O(\varepsilon)
\end{aligned}
$$

Hence when $\varepsilon \rightarrow 0$, this term approaches 0 . The symbol $\sigma_{n}$ represents the "area" of the unit sphere in $\mathbb{R}^{n}$. As for the other term,

$$
\begin{aligned}
\left.\left|\int_{|x|=\varepsilon}[\phi(x)-\phi(0)] \nabla\right| x\right|^{2-n} \cdot N \mid d S & \leqslant(n-2) \int_{|x|=\varepsilon}|x|^{1-n}|\phi(x)-\phi(0)| d S \\
& \leqslant(n-2) \varepsilon^{1-n} \max _{|x|=\varepsilon}|\phi(x)-\phi(0)| \int_{|x|=\varepsilon} d S \\
& =(n-2) \varepsilon^{1-n} \omega(\varepsilon) \sigma_{n} \varepsilon^{n-1} \rightarrow 0
\end{aligned}
$$

In this calculation, $\omega(\varepsilon)$ is the maximum of $|\phi(x)-\phi(0)|$ on the sphere defined by $|x|=\varepsilon$. Obviously, $\omega(\varepsilon) \rightarrow 0$, because $\phi$ is continuous. Thus the integral in Equation (3) is

$$
(2-n) \sigma_{n} \phi(0) \equiv(2-n) \sigma_{n} \delta(\phi)
$$

Hence this is the value of the integral in Equation (1). We have established, therefore, that $\Delta \widehat{f}=(2-n) \sigma_{n} \delta$. Summarizing, we have the following result.

Theorem 4. A fundamental solution of the Laplacian operator in dimension $n \geqslant 3$ is the distribution corresponding to $\frac{|x|^{2-n}}{(2-n) \sigma_{n}}$, where $\sigma_{n}$ denotes the area of the unit sphere in $\mathbb{R}^{n}$.

Example 4. Find a fundamental solution of the operator $A$ defined (for $n=1$ ) by the equation

$$
A \phi=\phi^{\prime \prime}+2 a \phi^{\prime}+b \phi \quad(\phi \in \mathcal{D})
$$

We seek a distribution $T$ such that $A T=\delta$. Let us look for a regular distribution, $T=\bar{f}$. Using the definition of derivatives of distributions, we have

$$
\begin{aligned}
(A \tilde{f})(\phi) & =\widetilde{f}\left(\phi^{\prime \prime}-2 a \phi^{\prime}+b \phi\right) \\
& =\int_{-\infty}^{\infty} f(x)\left[\phi^{\prime \prime}(x)-2 a \phi^{\prime}(x)+b \phi(x)\right] d x
\end{aligned}
$$

Guided by previous examples, we guess that $f$ should have as its support the interval $[0, \infty)$. The integral above then is restricted to the same interval. Using integration by parts, we obtain

$$
\begin{aligned}
& \left.f \phi^{\prime}\right|_{0} ^{\infty}-\int_{0}^{\infty} f^{\prime} \phi^{\prime}-\left.2 a f \phi\right|_{0} ^{\infty}+2 a \int_{0}^{\infty} f^{\prime} \phi+b \int_{0}^{\infty} f \phi \\
& \quad=-f(0) \phi^{\prime}(0)-\left.f^{\prime} \phi\right|_{0} ^{\infty}+\int_{0}^{\infty} f^{\prime \prime} \phi+2 a f(0) \phi(0)+\int_{0}^{\infty}\left(2 a f^{\prime}+b f\right) \phi \\
& \\
& =-f(0) \phi^{\prime}(0)+f^{\prime}(0) \phi(0)+2 a f(0) \phi(0)+\int_{0}^{\infty}\left(f^{\prime \prime}+2 a f^{\prime}+b f\right) \phi
\end{aligned}
$$

The easiest way to make this last expression simplify to $\phi(0)$ is to define $f$ on $[0, \infty)$ in such a way that
(ii) $f(0)=0$
(iii) $\quad f^{\prime}(0)=1$

This is an initial-value problem, which can be solved by writing down the general solution of the equation in (i) and adjusting the coefficients in it to achieve (ii) and (iii). The characteristic equation of the differential equation in (i) is

$$
\lambda^{2}+2 a \lambda+b=0
$$

Its roots are $-a \pm \sqrt{a^{2}-b}$. Let $d=\sqrt{a^{2}-b}$. If $d \neq 0$, then the general solution of ( i ) is

$$
c_{1} e^{-a x} e^{d x}+c_{2} e^{-a x} e^{-d x}
$$

Upon imposing the conditions (ii) and (iii) we find that

$$
f(x)= \begin{cases}d^{-1} e^{-a x} \sinh d x & x \geqslant 0 \\ 0 & x<0\end{cases}
$$

The case when $d=0$ is left as Problem 14.
A linear differential operator with nonconstant coefficients is typically of the form

$$
\begin{equation*}
A=\sum_{\alpha} c_{\alpha} D^{\alpha} \tag{4}
\end{equation*}
$$

In order for this to interact properly with distributions, it is necessary to assume that $c_{\alpha} \in C^{\infty}\left(\mathbb{R}^{n}\right)$. Then $A T$ is defined, when $T$ is a distribution, by

$$
\begin{equation*}
A T=\sum c_{\alpha}\left(D^{\alpha} T\right)=\sum(-1)^{|\alpha|} c_{\alpha}\left(T \circ D^{\alpha,}\right) \tag{5}
\end{equation*}
$$

Remember that $T \circ D^{\alpha}$ is a distribution; multiplication of this distribution by the $C^{\infty}$-function $c_{\alpha}$ is well-defined (as in Section 5.5). The result of applying this to a test function $\phi$ is therefore

$$
\begin{equation*}
(A T)(\phi)=\sum(-1)^{|\alpha|}\left(T \circ D^{\alpha}\right)\left(c_{\alpha} \phi\right) \tag{6}
\end{equation*}
$$

Notice that the parentheses in Equation (5) are necessary because $c_{\alpha} T \circ D$ is ambiguous; it could mean $\left(c_{\alpha} T\right) \circ D$.

It is useful to define the formal adjoint of the operator $A$ in Equation (4). It is

$$
\begin{equation*}
A^{*} \phi=\sum_{\alpha}(-1)^{|\alpha|} D^{\alpha}\left(c_{\alpha} \phi\right) \quad \phi \in \mathcal{D} \tag{7}
\end{equation*}
$$

Notice that this definition is in harmony with the definition of adjoint for operators on Hilbert space, for we have

$$
(A T)(\phi)=T\left(A^{*} \phi\right) \quad\left(T \in \mathcal{D}^{\prime}, \phi \in \mathcal{D}\right)
$$

and this can be written in the notation of linear functionals as

$$
\langle A T, \phi)=\left(T, A^{*} \phi\right\rangle \quad\left(T \in \mathcal{D}^{\prime}, \phi \in \mathcal{D}\right)
$$

Using Example 4 as a model, we can now prove a theorem about fundamental solutions of ordinary differential operators (i.e., $n=1$ ).

Theorem 5. Consider the operator

$$
A=\sum_{j=0}^{m} c_{j}(x) \frac{d^{j}}{d x^{j}}
$$

in which $c_{j} \in C^{\infty}(\mathbb{R})$ and $c_{m}(x) \neq 0$ for all $x$. This operator has a fundamental solution that is a regular distribution.

Proof. We find a function $f$ defined on $[0, \infty)$ such that

$$
\begin{equation*}
\sum_{j=0}^{m} c_{j}(x) f^{(j)}(x)=0 \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
c_{m-1}(0) f^{(m-1)}(0)=1 \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
c_{j}(0) f^{(j)}(0)=0 \quad(0 \leqslant j \leqslant m-2) \tag{iii}
\end{equation*}
$$

Such a function exists by the theory of ordinary differential equations. In particular, an initial-value problem has a unique solution that is defined on any interval $[0, b]$, provided that the coefficient functions are continuous there and the leading coefficient does not have a-zero in $[0, b]$. We also extend $f$ to all of $\mathbb{R}$ by setting $f(x)=0$ on the interval $(-\infty, 0)$. With the function $f$ in hand, we must verify that $A \tilde{f}=\delta$. This is done as in Example 4.

## Problems 5.6

1. If the coefficients $c_{\alpha}$ are constants, then the formal adjoint of the operator $\sum c_{\alpha} D^{\alpha}$ is $\sum(-1)^{|\alpha|} c_{o} D^{a}$. If the former is denoted by $A$, then the latter is denoted by $A^{*}$. Prove that for any distribution $T, A T=T \circ A^{*}$.
2. (Continuation) Prove that the Laplacian

$$
\Delta=\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}}\right)^{2}
$$

is self-adjoint; i.e., $\Delta^{*}=\Delta$.
3. Solve the equation $Y^{\prime \prime}+2 Y^{\prime}+Y=\delta+\delta^{\prime}$ in the distribution sense, using a function of the form $Y(x)=H(x) f(x)$.
4. If $P$ is a polynomial in $n$ variables, say $P=\sum c_{\alpha} x^{\alpha}$, and if $D$ is the $n$-tuple $\left(\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{2}}, \ldots, \frac{\partial}{\partial x_{n}}\right)$, then what should we mean by $P(D)$ ?
5. Fix $y \in \mathbb{R}^{n}$ and let $f(x)=e^{(x \cdot y)}$ for $x \in \mathbb{R}^{n}$. Prove that $P(D) f=P(y) f$. Express this result in the language of eigenvalues and eigenvectors.
6. If the functions $v_{a}$ belong to $C^{\infty}\left(\mathbb{R}^{n}\right)$, then a differential operator $\sum v_{\alpha} D^{\alpha}$ has a counterpart $\sum v_{a} \partial^{\alpha}$ that acts on distributions. Consider the operator

$$
\left(1+x^{2}\right)^{-1} \frac{\partial}{\partial x}+e^{y} \frac{\partial}{\partial y}
$$

and compute its effect on the Dirac distribution on $\mathbb{R}^{2}$.
7. Let $n=2$ and find a fundamental solution of the operator $\frac{\partial^{2}}{\partial x_{1} \partial x_{2}}$. (Try an analogue of the Heaviside distribution.)
8. What is the null space of the operator in Problem 7, interpreting it as a map on $C^{\infty}\left(\mathbb{R}^{2}\right)$ ?
9. What is the null space of the operator in Problem 7 if we interpret it as a map on $\mathcal{D}^{\prime}$ ?
10. Let $n=1$, and find a fundamental solution of the operator $\frac{d^{2}}{d x^{2}}$. Use it to give a solution to $u^{\prime \prime}=\phi$ in the form of an integral.
11. Let $n=1$ and $f(x)=e^{i k|x|}$. Show that a multiple of $\tilde{f}$ is a fundamental solution of the operator $\frac{d^{2}}{d x^{2}}+k^{2} I$. Give an integral that solves the equation $u^{\prime \prime}+k^{2} u=\phi$.
12. Let $p$ be a function such that $p$ and $\frac{1}{p}$ belong to $C^{1}(\mathbb{R})$. Define $f(x)$ to be $\int_{0}^{x} d t / p(t)$ if $x>0$ and to be 0 if $x \leqslant 0$. Show that, in the distributional sense, $\left(p f^{\prime}\right)^{\prime}=\delta$.
13. In Examples 2 and 3 find more general solutions by retaining the constant in $H+c$.
14. Complete Example 4 by obtaining the fundamental solution when $d=0$.

### 5.7 Distributions with Compact Support

In this section we prove a theorem on partitions of unity in the space $\mathcal{D}$ of test functions. Then we define the support of a distribution, and study the distributions whose support is compact. In particular, the convolution $S * T$ of two distributions can be defined if one of $S$ and $T$ has compact support. Recall the more fundamental notion of the support of a function $f$. It means the closure of the set $\{x: f(x) \neq 0\}$.

Lemma 1. There is a function $f \in C^{\infty}(\mathbb{R})$ such that $0 \leqslant f \leqslant 1$, $f(x)=0$ on $(-\infty, 0]$, and $f(x)=1$ on $[1, \infty)$.

Proof. Define

$$
g(x)= \begin{cases}\exp \left[x^{2} /\left(x^{2}-1\right)\right] & |x|<1 \\ 0 & |x| \geqslant 1\end{cases}
$$

and

$$
f(x)= \begin{cases}g(x-1) & x \leqslant 1 \\ 1 & \text { otherwise }\end{cases}
$$

The graphs of $f$ and $g$ are shown in Figure 5.3.


Figure 5.3

Lemma 2. If $x_{0} \in \mathbb{R}^{n}$ and $\rho>r>0$, then there is a test function $\phi$ such that
(i) $0 \leqslant \phi \leqslant 1$
(ii) $\phi(x)=1$ if $\left|x-x_{0}\right| \leqslant r$
(iii) $\phi(x)=0$ if $\left|x-x_{0}\right| \geqslant \rho$.

Proof. Use the function $f$ from the preceding lemma, and define

$$
\phi(x)=1-f\left(a\left|x-x_{0}\right|^{2}-b\right)
$$

with $a=\left(\rho^{2}-r^{2}\right)^{-1}$ and $b=r^{2} a$. If $\left|x-x_{0}\right| \leqslant r$, then $a\left|x-x_{0}\right|^{2}-b \leqslant a r^{2}-b=0$, so $\phi(x)=1$. If $\left|x-x_{0}\right| \geqslant \rho$, then $a\left|x-x_{0}\right|^{2}-b \geqslant a \rho^{2}-b=a\left(\rho^{2}-r^{2}\right)=1$, so $\phi(x)=0$.

Theorem 1. Partitions of Unity. Let $\mathcal{A}$ be a collection of open sets in $\mathbb{R}^{n}$, whose union is denoted by $\Omega$. Then there is a sequence $\left[\phi_{i}\right]$ in $\mathcal{D}$ (called a "partition of unity subordinate to $\mathcal{A}$ ") such that:
a. $0 \leqslant \phi_{i} \leqslant 1$ for $i=1,2, \ldots$
b. For each $i$ there is an $\mathcal{O}_{i} \in \mathcal{A}$ such that $\operatorname{supp}\left(\phi_{i}\right) \subset \mathcal{O}_{i}$.
c. For each compact subset $K$ of $\Omega$ there is an index $m$ such that

$$
\phi_{1}(x)+\cdots+\phi_{m}(x)=1
$$

on a neighborhood of $K$.
Proof. (Rudin) Let $\left[\bar{B}\left(x_{i}, r_{i}\right)\right]$ denote the sequence of all closed balls in $\mathbb{R}^{n}$ having rational center $x_{i}$, rational radius $r_{i}$, and contained in a member of $\mathcal{A}$. By the preceding lemma, there exists for each $i$ a test function $\psi_{i}$ such that $0 \leqslant \psi_{i} \leqslant 1, \psi_{i}(x)=1$ on $\bar{B}\left(x_{i}, r_{i} / 2\right)$, and $\psi_{i}(x)=0$ outside of $\bar{B}\left(x_{i}, r_{i}\right)$. Put $\phi_{1}=\psi_{1}$ and

$$
\begin{equation*}
\phi_{i}=\left(1-\psi_{1}\right)\left(1-\psi_{2}\right) \cdots\left(1-\psi_{i-1}\right) \psi_{i} \quad(i \geqslant 2) \tag{1}
\end{equation*}
$$

It is clear that on the complement of $B\left(x_{i}, r_{i}\right)$, we have $\psi_{i}(x)=0$ and $\phi_{i}(x)=0$. By induction we now prove that

$$
\begin{equation*}
\phi_{1}+\cdots+\phi_{i}=1-\left[\left(1-\psi_{1}\right)\left(1-\psi_{2}\right) \cdots\left(1-\psi_{i}\right)\right] \tag{2}
\end{equation*}
$$

Equation (2) is obviously correct for $i=1$. If it is correct for the index $i-1$, then it is correct for $i$ because

$$
\begin{aligned}
\phi_{1}+\cdots+\phi_{i} & =1-\left[\left(1-\psi_{1}\right) \cdots\left(1-\psi_{i-1}\right)\right]+\left[\left(1-\psi_{1}\right) \cdots\left(1-\psi_{i-1}\right)\right] \psi_{i} \\
& =1-\left[\left(1-\psi_{1}\right) \cdots\left(1-\psi_{i-1}\right)\left(1-\psi_{i}\right)\right]
\end{aligned}
$$

Since $0 \leqslant \psi_{i} \leqslant 1$ for all $i$, we see from Equation (2) that

$$
\sum_{i=1}^{\infty} \phi_{i}(x) \leqslant 1 \quad\left(x \in \mathbb{R}^{n}\right)
$$

On the other hand, if $x \in \bigcup_{i=1}^{m} B\left(x_{i}, r_{i} / 2\right)$, then $\psi_{i}(x)=1$ for some $i$ in $\{1, \ldots, m\}$. Then $\phi_{1}(x)+\cdots+\phi_{m}(x)=1$ from Equation (2). Since the open balls $B\left(x_{i}, r_{i} / 2\right)$ cover $\Omega$, each compact set $K$ in $\Omega$ is contained in a finite union $\bigcup_{i=1}^{m} B\left(x_{i}, r_{i} / 2\right)$. This establishes (c).

Fixing a distribution $T$, we consider a closed set $F$ in $\mathbb{R}^{n}$ having this property:
(3) $\quad T(\phi)=0$ for all test functions $\phi$ satisfying $\operatorname{supp}(\phi) \subset \mathbb{R}^{n} \backslash F$

Theorem 2. Let $\operatorname{supp}(T)$ denote the intersection of all closed sets having property (3). Then supp( $T$ ) is the smallest closed set having property (3).

Proof. Let $\mathcal{F}$ be the family of all closed sets $F$ having property (3). Then

$$
\operatorname{supp}(T)=\bigcap\{F: F \in \mathcal{F}\}
$$

Being an intersection of closed sets, $\operatorname{supp}(T)$ is itself closed. The only question is whether it has property (3). To verify this, let $\phi$ be a test function such that $\operatorname{supp}(\phi) \subset \mathbb{R}^{n} \backslash \operatorname{supp}(T)$. It is to be shown that $T(\phi)=0$. By De Morgan's Law,

$$
\operatorname{supp}(\phi) \subset \mathbb{R}^{n} \backslash \bigcap\{F: F \in \mathcal{F}\}=\bigcup\left\{\mathbb{R}^{n} \backslash F: F \in \mathcal{F}\right\}
$$

By the preceding theorem, there is a partition of unity $\left[\psi_{j}\right]$ subordinate to the family of open sets $\left\{\mathbb{R}^{n} \backslash F: F \in \mathcal{F}\right\}$. Since $\operatorname{supp}(\phi)$ is compact, there exists (by Theorem 1) an index $m$ such that

$$
\sum_{i=1}^{m} \psi_{i}(x)=1 \quad \text { on a neighborhood of } \operatorname{supp}(\phi)
$$

Notice that $\phi=\phi \sum_{i=1}^{m} \psi_{i}$, because if $\phi(x)=0$, the equation is obviously true, while if $\phi(x) \neq 0$, then $x \in \operatorname{supp}(\phi)$ and $\sum_{i=1}^{m} \psi_{i}(x)=1$. Hence, by the linearity of $T$,

$$
T(\phi)=T\left(\sum_{i=1}^{m} \phi \psi_{i}\right)=\sum_{i=1}^{m} T\left(\phi \psi_{i}\right)
$$

Again by Theorem 1, there exists for each $i$ an $F_{i} \in \mathcal{F}$ such that

$$
\operatorname{supp}\left(\phi \psi_{i}\right) \subset \operatorname{supp}\left(\psi_{i}\right) \subset \mathbb{R}^{n} \backslash F_{i}
$$

Since $F_{i} \in \mathcal{F}, F_{i}$ has property (3), and we conclude that $T\left(\phi \psi_{i}\right)=0$ for $1 \leqslant i \leqslant$ $m$. By Equation (4), $T(\phi)=0$.

Notice that $\operatorname{supp}()$ has two different meanings: one for functions on $\mathbb{R}^{n}$ and another for distributions. This is the conventional practice. By Problem 10, the two definitions are compatible.

Example 1. The support of the Dirac distribution $\delta$ is the set $\{0\}$. If $\phi$ is a test function for which $\operatorname{supp}(\phi) \subset \mathbb{R}^{n} \backslash\{0\}$ then clearly $\delta(\phi)=0$.

Example 2. The support of the Heaviside distribution $\tilde{H}$ is the set $[0, \infty)$.

Definition. The space $\mathcal{E}$ is defined to be the space $C^{\infty}\left(\mathbb{R}^{n}\right)$ with convergence defined as follows: $\phi_{j} \rightarrow 0$ if for each multi-index $\alpha, D^{\alpha} \phi_{j}(x)$ converges uniformly to 0 on every compact set.

Theorem 3. Each distribution having a compact support has an extension to $\mathcal{E}$ that is continuous.

Proof. Let $T$ be a distribution for which $\operatorname{supp}(T)$ is compact. By the theorem on partitions of unity, there is a test function $\psi$ such that $\psi(x)=1$ on a neighborhood of $\operatorname{supp}(T)$. Define $\bar{T}$ on $\mathcal{E}$ by the equation $\bar{T}(\phi)=T(\phi \psi)$. This is meaningful because $\phi \psi \in \mathcal{D}$. Now we wish to establish that $\bar{T}$ is continuous on $\mathcal{E}$. To this end, let $\phi_{j} \in \mathcal{E}$ and suppose that $\phi_{j} \rightarrow 0$, the convergence being as prescribed in $\mathcal{E}$. All the functions $\phi_{j} \psi$ vanish outside of $\operatorname{supp}(\psi)$, and for each
multi-index $\alpha, D^{\alpha}\left(\phi_{j} \psi\right)$ converges uniformly to 0 by the Leibniz formula. Hence $\phi_{j} \psi \rightarrow 0$ in $\mathcal{D}$. By the continuity of $T$ and the definition of $\bar{T}$,

$$
\bar{T}\left(\phi_{j}\right)=T\left(\phi_{j} \psi\right) \rightarrow 0
$$

Finally, we must prove that $\bar{T}$ is an extension of $T$. Let $\phi$ be any test function; we want to show that $\bar{T}(\phi)=T(\phi)$. Equivalent equations are $T(\phi \psi)=$ $T(\phi)$ and $T(\phi \psi-\phi)=0$. To establish the latter, it suffices to show that

$$
\operatorname{supp}(\phi \psi-\phi) \subset \mathbb{R}^{n} \backslash \operatorname{supp}(T)
$$

(Here we have used Theorem 2.) Since $\phi \psi-\phi=\phi \cdot(\psi-1)$, it is enough to prove that

$$
\operatorname{supp}(\psi-1) \subset \mathbb{R}^{n} \backslash \operatorname{supp}(T)
$$

To this end, let $x \in \operatorname{supp}(\psi-1)$. By definition of a support, we can write $x=\lim x_{j}$, where $(\psi-1)\left(x_{j}\right) \neq 0$. Since $\psi\left(x_{j}\right) \neq 1$, we have $x_{j} \notin \mathcal{N}$, where $\mathcal{N}$ is an open neighborhood of $\operatorname{supp}(T)$ on which $\psi$ is identically 1 . Since $x_{j} \in \mathbb{R}^{n} \backslash \mathcal{N}$, we have $x \in \mathbb{R}^{n} \backslash \mathcal{N}$ because the latter is closed. Hence $x \in \mathbb{R}^{n} \backslash \operatorname{supp}(T)$.

Theorem 4. Each continuous linear functional on $\mathcal{E}$ is an extension of some distribution having compact support.

Proof. Let $L$ be a continuous linear functional on $\mathcal{E}$. Let $T=L \mid \mathcal{D}$, which denotes the restriction of $L$ to $\mathcal{D}$. It is easily seen that $T$ is a distribution. In order to prove that the support of $T$ is compact, suppose otherwise. Then for each $k$ there is a test function $\phi_{k}$ whose support is contained in $\{x:|x|>k\}$ such that $T\left(\phi_{k}\right)=1$. It follows that $\phi_{k} \rightarrow 0$ in $\mathcal{E}$, whereas $L\left(\phi_{k}\right)=1$. In order to prove that $L=\bar{T}$, as in the preceding proof select $\gamma_{j} \in \mathcal{D}$ so that $\gamma_{j}(x)=1$ if $|x| \leqslant j$ and $\gamma_{j}(x)=0$ if $|x| \geqslant 2 j$. If $\phi \in \mathcal{E}$, then $\gamma_{j} \phi \rightarrow \phi$ in $\mathcal{E}$. Hence

$$
L(\phi)=\lim L\left(\gamma_{j} \phi\right)=\lim T\left(\gamma_{j} \phi\right)=\bar{T}(\phi)
$$

because $\operatorname{supp}(T) \subset \operatorname{supp}\left(\gamma_{j}\right)$ for all sufficiently large $j$.
The preceding two theorems say in effect that the space $\mathcal{E}^{\prime}$ consisting of all continuous linear functionals on $\mathcal{E}$ can be identified with a subset of $\mathcal{D}^{\prime}$, viz. the set of all distributions having compact support.

Recall that the convolution of a test function $\phi$ with a function $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ has been defined by

$$
\begin{equation*}
(f * \phi)(x)=\int_{\mathbb{R}^{n}} f(y) \phi(x-y) d y \tag{4}
\end{equation*}
$$

The convolution of a distribution $T$ with a test function $\phi$ has been defined by

$$
\begin{equation*}
(T * \phi)(\dot{x})=T\left(E_{x} B \phi\right) \tag{5}
\end{equation*}
$$

where $(B \phi)(x)=\phi(-x)$ and $\left(E_{x} \psi\right)(y)=\psi(y-x)$.
Now observe that if $T$ has compact support, then $T$ (or more properly, its extension $\bar{T}$ ) can operate (as a linear functional) on any element of $\mathcal{E}$. Consequently, in this case, (5) is meaningful not only for $\phi \in \mathcal{D}$ but also for $\phi \in \mathcal{E}$. Equation (5) is adopted as the definition of the convolution of a distribution having compact support with a function in $C^{\infty}\left(\mathbb{R}^{n}\right)$.

Theorem 5. If $T$ is a distribution with compact support and if $\phi \in \mathcal{E}$, then $T * \phi \in \mathcal{E}$.

Proof. See [Rul], Theorem 6.35, page 159.
Now let $S$ and $T$ be two distributions, at least one of which has compact support. We define $S * T$ to be a distribution whose action is given by the following formula:

$$
\begin{equation*}
(S * T)(\phi)=\delta(S *(T * B \phi)) \quad(\phi \in \mathcal{D}) \tag{6}
\end{equation*}
$$

Here $\delta(\phi)=\phi(0)$ and $(B \phi)(x)=\phi(-x)$. We first verify that (6) is meaningful, i.e., that each argument is in the domain of the operator that is applied to it. Obviously, $B \phi \in \mathcal{D}$ and $T * B \phi \in \mathcal{E}$ by the corollary in Section 5.5, page 272. If $S$ has compact support, then by the preceding lemma, $S *(T * B \phi) \in \mathcal{E}$. Hence $\delta$ can be applied. On the other hand, if $T$ has compact support, then $T * B \phi$ is an element of $\mathcal{E}$ having compact support; in other words, an element of $\mathcal{D}$. Then $S *(T * B \phi)$ belongs to $\mathcal{E}$, and again $\delta$ can be applied.

It is a fact that we do not stop to prove that $S * T$ is a continuous linear functional on $\mathcal{D}$; thus it is a distribution. (See [Rul], page 160].)

Finally, we indicate the source of the definition in Equation (6). If $S$ and $T$ are regular distributions, then they correspond to functions $f$ and $g$ in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$. In that case,

$$
\begin{aligned}
(S * T)(\phi) & =(\widetilde{f * g})(\phi)=\int(f * g)(x) \phi(x) d x \\
& =\iint f(y) g(x-y) \phi(x) d y d x
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\delta(f *(g *(B \phi))) & =(f *(g *(B \phi)))(0)=\int f(y)(g * B \phi)(-y) d y \\
& =\iint f(y) g(z)(B \phi)(-y-z) d z d y \\
& =\iint f(y) g(z) \phi(y+z) d z d y \\
& =\iint f(y) g(x-y) \phi(x) d x d y
\end{aligned}
$$

## Problems 5.7

1. Refer to the theorem concerning partitions of unity, page 282 , and prove that for each $x$ there is an index $j$ such that $\phi_{i}(x)=0$ for all $i>j$.
2. Let $\left[x_{i}\right]$ be a list of all the rational points in $\mathbb{R}^{n}$. Define $T$ by $T(\phi)=\sum_{i=1}^{\infty} 2^{-i} \phi\left(x_{i}\right)$, where $\phi$ is any test function. Prove that $T$ is a distribution and $\operatorname{supp}(T)=\mathbb{R}^{n}$.
3. For a distribution $T$, let $\mathcal{F}_{1}$ be the family of all closed sets $F$ such that $T(\phi)=0$ when $\phi \mid F=0$. Let $\mathcal{F}_{2}$ be the family of all closed sets $F$ such that $T(\phi)=0$ when $\operatorname{supp}(\phi) \subset \mathbb{R}^{\boldsymbol{n}} \backslash F$. Show that $\mathcal{F}_{1}$ is generally a proper subset of $\mathcal{F}_{\mathbf{2}}$.
4. Refer to the theorem on partitions of unity and prove that $\psi \sum_{i=1}^{j} \phi_{i} \rightarrow \psi$ as $j \rightarrow \infty$, provided that $\operatorname{supp}(\psi) \subset \Omega$.
5. Prove that the extension of $T$ as defined in the proof of Theorem 3 is independent of the particular $\psi$ chosen in the proof.
6. If $\phi \in \mathcal{D}, T \in \mathcal{D}^{\prime}$, and $\operatorname{supp}(\phi) \cap \operatorname{supp}(T)=\varnothing$ (the empty set), then $T(\phi)=0$.
7. If $T \in \mathcal{D}^{\prime}$ and $\operatorname{supp}(T)=\varnothing$, what conclusion can be drawn?
8. Show that if $\phi \in C^{\infty}\left(\mathbb{R}^{n}\right)$, if $T \in \mathcal{D}^{\prime}$, and if $\phi(x)=1$ on a neighborhood of $\operatorname{supp}(T)$, then $\phi T=T$.
9. Why, in proving Lemma 1 , can we not take $g$ to be a multiple of the function $\rho$ introduced in Section 7.1?
10. Let $f \in C\left(\mathbb{R}^{n}\right)$. Show that $\operatorname{supp}(\tilde{f})=\operatorname{supp}(f)$.
11. Let $T$ be an arbitrary distribution, and let $K$ be a compact set. Show that there exists a distribution $S$ having compact support such that $S(\phi)=T(\phi)$ for all test functions $\phi$ that satisfy $\operatorname{supp}(\phi) \subset K$.
12. Prove that a distribution can have at most one continuous extension on $\mathcal{E}$.
13. Prove that if a distribution does not have compact support, then it cannot have a continuous extension on $\mathcal{E}$.
14. Let $T$ be a distribution and $\mathcal{N}$ a neighborhood of $\operatorname{supp}(T)$. Prove that for any test function $\phi, T(\phi)$ depends only on $\phi \mid \mathcal{N}$.
15. Prove or disprove: If two test functions $\phi$ and $\psi$ take the same values on the support of a distribution $T$, then $T(\phi)=T(\psi)$.
16. Refer to the theorem on partitions of unity and prove that the balls $B\left(x_{i}, r_{i} / 2\right)$ cover the complement of the support of $T$.
17. Prove that if $f$ and $g$ are in $L_{\text {loc }}^{1} \mathbb{R}^{n}$, then for all test functions $\phi$,

$$
\widehat{(f * g)}(\phi)=\tilde{f(B(g * B \phi))}
$$
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### 6.1 Definitions and Basic Properties

The concept of an integral transform is undoubtedly familiar to the reader in its manifestation as the Laplace transform. This is a useful mechanism for handling certain differential equations. In general, integral transforms are helpful in problems where there is a function $f$ to be determined from an equation that it satisfies. A judiciously chosen transform is then applied to that equation, the result being a simpler equation in the transformed function $F$. After this simpler equation has been solved for $F$, the inverse transform is applied to obtain $f$. We illustrate with the Laplace transform.

Example. Consider the initial value problem

$$
\begin{equation*}
f^{\prime \prime}-f^{\prime}-2 f=0 \quad f(0)=\alpha \quad f^{\prime}(0)=\beta \tag{1}
\end{equation*}
$$

The Laplace transform of $f$ is the function $F$ defined by

$$
F(s)=\int_{0}^{\infty} f(t) e^{-s t} d t
$$

The theory of this transform enables us to write down the equation satisfied by $F$ :

$$
\begin{equation*}
\left(s^{2}-s-2\right) F(s)+(1-s) \alpha-\beta=0 \tag{2}
\end{equation*}
$$

Thus the Laplace transform has turned a differential equation (1) into an algebraic equation (2). The solution of (2) is

$$
F(s)=(\beta+\alpha s-\alpha) /\left(s^{2}-s-2\right)
$$

By taking the inverse Laplace transform, we obtain $f$ :

$$
f(t)=\frac{1}{3}(\alpha+\beta) e^{2 t}+\frac{1}{3}(2 \alpha-\beta) e^{-t}
$$

The Fourier transform, now to be taken up, has applications of the type just outlined as well as a myriad of other uses in mathematics, especially in partial differential equations. The Fourier transform can be defined on any locally compact Abelian group, but we confine our attention to $\mathbb{R}^{n}$ (which is such a group). The material presented here is accessible in many authoritative sources, such as [Rul], [Ru2], [Ru3], [SW], and [Fol].

The reader should be aware that in the literature there is very little uniformity in the definition of the Fourier transform. We have chosen to use here the definition of Stein and Weiss [SW]. It has a number of advantages, not the least of which is harmony with their monograph. It is the same as the definition used by Horváth [Horv], Dym and McKean [DM], and Lieb and Loss [LL]. Other favorable features of this definition are the simplicity of the inversion formula, elegance in the Plancherel Theorem, and its suitability in approximation theory.

We define a set of functions called characters $e_{y}$ by the formula

$$
e_{y}(x)=e^{2 \pi i x y} \quad y \in \mathbb{R}^{n}, \quad x \in \mathbb{R}^{n}
$$

Here we have written

$$
x y=\langle x, y\rangle=x \cdot y=x_{1} y_{1}+x_{2} y_{2}+\cdots+x_{n} y_{n}
$$

where the $x_{i}$ and $y_{i}$ are components of the vectors $x$ and $y$. Notice that each character maps $\mathbb{R}^{n}$ to the unit circle in the complex plane. Some convenient properties of the characters are summarized in the next result, the proof of which has been relegated to the problems.

Theorem 1. The characters satisfy these equations:
(a) $e_{y}(u+v)=e_{y}(u) e_{y}(v)$
(b) $E_{u} e_{y}=e_{y}(-u) e_{y} \quad$ where $\left(E_{u} f\right)(x)=f(x-u)$
(c) $e_{y}(x)=e_{x}(y)$
(d) $e_{y}(\lambda x)=e_{\lambda y}(x) \quad(\lambda \in \mathbb{C})$

The Fourier transform of a function $f$ in $L^{1}\left(\mathbb{R}^{n}\right)$ is the function $\widehat{f}$ defined by the equation

$$
\widehat{f}(y)=\int_{\mathbb{R}^{n}} e^{-2 \pi i x y} f(x) d x \quad\left(y \in \mathbb{R}^{n}\right)
$$

In this equation, $f$ can be complex-valued. The kernel $e^{-2 \pi i x y}$ is obviously complex-valued, but $x$ and $y$ run over $\mathbb{R}^{n}$. Notice that

$$
\widehat{f}(y)=\left\langle f, e_{y}\right\rangle
$$

since in dealing with complex-valued functions, the conjugate of the second function appears under the integral defining the inner product.

Example. Let $n=1$ and let $f$ be given by

$$
f(x)= \begin{cases}1 & \text { on }[-1,1] \\ 0 & \text { elsewhere }\end{cases}
$$

Then

$$
\begin{aligned}
\widehat{f}(y) & =\int_{-1}^{1} e^{-2 \pi i x y} d x=\left.\frac{e^{-2 \pi i x y}}{-2 \pi i y}\right|_{x=-1} ^{x=1} \\
& =\frac{e^{-2 \pi i y}-e^{2 \pi i y}}{-2 \pi i y}=\frac{1}{\pi y} \frac{e^{2 \pi i y}-e^{-2 \pi i y}}{2 i}=\frac{\sin (2 \pi y)}{\pi y}
\end{aligned}
$$

The function $x \longmapsto \sin (2 \pi x) /(\pi x)$ is called the sinc function. It plays an important rôle in signal processing and approximation theory. See [CL], Chapter 29 , and the further references given there.

If $f \in L^{1}\left(\mathbb{R}^{n}\right)$, what can be said of $\widehat{f}$ ? Later, we shall prove that it is continuous and vanishes at $\infty$. For the present we simply note that it is bounded. Indeed, $\|\hat{f}\|_{\infty} \leqslant\|f\|_{1}$, because

$$
\begin{equation*}
|\widehat{f}(y)| \leqslant \int\left|e^{-2 \pi i x y}\right||f(x)| d x=\int|f(x)| d x=\|f\|_{1} \tag{3}
\end{equation*}
$$

In order to use the Fourier transform effectively, it is essential to know how it interacts with other linear operators on functions, such as translation and differentiation. The next theorem begins to establish results of that type.

Theorem 2. Let $E$ denote the translation operator, defined by $\left(E_{y} f\right)(x)=f(x-y)$. Then we have $\widehat{E_{y} f}=e_{-y} \widehat{f}$ and $\widehat{e_{y} f}=E_{y} \widehat{f}$.

Proof. We verify the first equation and leave the second to the problems. We have

$$
\begin{aligned}
\widehat{E_{y} f}(x) & =\int f(u-y) e^{-2 \pi i x u} d u=\int f(v) e^{-2 \pi i x(v+y)} d v \\
& =e^{-2 \pi i x y} \int f(v) e^{-2 \pi i x v} d v=e_{-y}(x) \widehat{f}(x)
\end{aligned}
$$

Recall the definition of the convolution of two functions, as given in Section 5.5 , page 269 :

$$
(f * g)(x)=\int_{\mathbf{R}^{n}} f(y) g(x-y) d y
$$

Theorem 3. If $f$ and $g$ belong to $L^{1}\left(\mathbb{R}^{n}\right)$, then the same is true of $f * g$, and

$$
\|f * g\|_{1} \leqslant\|f\|_{1} \cdot\|g\|_{1}
$$

Proof. ([Smi]) Define a function $h$ on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ by the equation

$$
h(x, y)=g(x-y)
$$

Let us prove that $h$ is measurable. It is not enough to observe that the map $(x, y) \longmapsto x-y$ is continuous and that $g$ is measurable, because the composition of a measurable function with a continuous function need not be measurable. For any open set $\mathcal{O}$ we must show that $h^{-1}(\mathcal{O})$ is measurable. Define a linear transformation $A$ by $A(x, y)=(x-y, x+y)$. The following equivalences are obvious:

$$
\begin{aligned}
(x, y) \in h^{-1}(\mathcal{O}) & \Longleftrightarrow h(x, y) \in \mathcal{O} \\
& \Longleftrightarrow g(x-y) \in \mathcal{O} \\
& \Longleftrightarrow x-y \in g^{-1}(\mathcal{O}) \\
& \Longleftrightarrow(x-y, x+y) \in g^{-1}(\mathcal{O}) \times \mathbb{R}^{n} \\
& \Longleftrightarrow A(x, y) \in g^{-1}(\mathcal{O}) \times \mathbb{R}^{n} \\
& \Longleftrightarrow(x, y) \in A^{-1}\left[g^{-1}(\mathcal{O}) \times \mathbb{R}^{n}\right]
\end{aligned}
$$

This shows that

$$
h^{-1}(\mathcal{O})=A^{-1}\left[g^{-1}(\mathcal{O}) \times \mathbb{R}^{n}\right]
$$

Since $g$ is measurable, $g^{-1}(\mathcal{O})$ and $g^{-1}(\mathcal{O}) \times \mathbb{R}^{n}$ are measurabie sets. Since $A$ is invertible, $A^{-1}$ is a linear transformation; it carries each measurable set to another measurable set. Hence $h^{-1}(\mathcal{O})$ is measurable. Here we use the theorem that a function of class $C^{1}$ from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$ maps measurable sets into measurable sets, and apply that theorem to $A^{-1}$.

The function $F(x, y)=f(y) g(x-y)$ is measurable, and

$$
\begin{aligned}
\iint|F(x, y)| d x d y & =\int|f(y)| \int|g(x-y)| d x d y \\
& =\int|f(y)|\|g\|_{1} d y=\|f\|_{1}\|g\|_{1}
\end{aligned}
$$

By Fubini's Theorem (See Chapter 8, page 426), $F$ is integrable (i.e., $F \in$ $L^{1}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$ ). By the Fubini Theorem again,

$$
\|f * g\|_{1}=\int|(f * g)(x)| d x \leqslant \iint|F(x, y)| d y d x=\|f\|_{1}\|g\|_{1}
$$

Theorem 3 can be found in many references, such as [Smi] page 334, [Ru3] page 156, [Gol] page 19.

Theorem 4. If $f$ and $g$ belong to $L^{1}\left(\mathbb{R}^{n}\right)$, then

$$
\widehat{f * g}=\widehat{f} \widehat{g}
$$

Proof. We use the Fubini Theorem again:

$$
\begin{aligned}
\widehat{f * g}(x) & =\int e_{-x}(y)(f * g)(y) d y=\int e_{-x}(y) \int f(u) g(y-u) d u d y \\
& =\iint e_{-x}(u+y-u) f(u) g(y-u) d u d y \\
& =\int e_{-x}(u) f(u) \int e_{-x}(y-u) g(y-u) d u d y \\
& =\int e_{-x}(u) f(u) \int e_{-x}(y-u) g(y-u) d y d u \\
& =\int e_{-x}(u) f(u) d u \int e_{-x}(z) g(z) d z=\widehat{f}(x) \widehat{g}(x)
\end{aligned}
$$

Theorem 5. If $f \in L^{1}\left(\mathbb{R}^{n}\right)$, then $\hat{f} \in C_{0}\left(\mathbb{R}^{n}\right)$. Thus, $f$ is continuous and "vanishes at $\infty$."

Proof. From the definition of $\widehat{f}$,

$$
|\widehat{f}(x)-\widehat{f}(y)| \leqslant \int\left|e^{-2 \pi i x z}-e^{-2 \pi i y z}\right||f(z)| d z
$$

If $y$ converges to $x$ through a sequence of values $y_{j}$, then the integrand is bounded above by $2|f(z)|$, and converges to 0 pointwise (i.e., for each $z$ ). By the Lebesgue dominated convergence theorem (Chapter 8 , page 406), the integral tends to 0 . Hence $\widehat{f}\left(y_{j}\right) \rightarrow \widehat{f}(x)$.

In order to see that $\hat{f}$ vanishes at infinity, we note that $-1=e^{-\pi i}$ and compute $\hat{f}$ as follows, using $r=2|x|^{2}$ :

$$
\widehat{f}(x)=\int f(y) e^{-2 \pi i x y} d y=\int-f(u) e^{-2 \pi i x\left(u+x^{\prime} r\right)} d u
$$

With the change of variable $y=u+x / r$ this becomes

$$
\widehat{f}(x)=\int-f\left(y-\frac{x}{r}\right) e^{-2 \pi i x y} d y
$$

It follows that

$$
2 \widehat{f}(x)=\int e^{-2 \pi i x y}\left[f(y)-f\left(y-\frac{x}{r}\right)\right] d y
$$

and that

$$
2|\widehat{f}(x)| \leqslant \int\left|f(y)-f\left(y-\frac{x}{r}\right)\right| d y
$$

At this point we want to say that as $x$ tends to infinity, $x / r \rightarrow 0$ (because $r=2|x|^{2}$ ), and the right-hand side of the previous inequality tends to zero. That assertion is justified by Lemma 3 of Section 6.4, page 306.

Suggested references for this chapter are [Ad], [BN], [Bac], [Br], [CL], [DM], [Fol], [GV], [Gol], [Gre], [Gri], [Hel], [Ho], [Horv], [Kat], [Ko], [Lan1], [LL], [Loo], [RS], [Ru1], [Ru2], [Ru3], [Schl], [SW], [Ti1], [Ti2], [Wal], [Wie], [Yo], [Ze], and [Zem].

The table of Fourier transforms presented next uses some definitions and proofs that emerge in later sections.

Table of Fourier Transforms

| Function | Its Fourier Transform | Definitions |
| :---: | :---: | :---: |
| $f$ | $\widehat{f}(x)=\int_{\mathbb{R}^{n}} f(y) e^{-2 \pi i x y} d y$ | $x y \equiv \sum_{j=1}^{n} x_{j} y_{j}$ |
| $E_{v} f$ | $e_{-v} \hat{f}$ | $\left(E_{v} f\right)(x) \equiv f(x-v)$ |
| $e_{v} f$ | $E_{-v} \hat{f}$ | $e_{v}(x) \equiv e^{2 \pi i x v}$ |
| $P(D) f$ | $P^{+} \widehat{f}$ | $P^{+}(x) \equiv P(2 \pi i x)$ |
| $f * g$ | $\widehat{f} \widehat{g}$ | $(f * g)(x) \equiv \int f(y) g(x-y) d y$ |
| $P f$ | $P^{-}(D) \widehat{f}$ | $P^{-}(x) \equiv P\left(\frac{-x}{2 \pi i}\right)$ |
| $S_{\lambda} f$ | $\lambda^{-n} S_{1 / \lambda} \widehat{f}$ | $\left(S_{\lambda} f\right)(x) \equiv f(\lambda x)$ |
| $x_{[-1,1]}$ | $x \longmapsto \frac{\sin (2 \pi x)}{\pi x}$ | $X_{A} \equiv \begin{cases}1 & x \in A \\ 0 & x \notin A\end{cases}$ |
| $x \longmapsto e^{-\pi x^{2}}$ | $x \longmapsto e^{-\pi x^{2}}$ |  |
| $x \longmapsto e^{-\|x\|}$ | $x \longmapsto 2\left(1+4 \pi^{2} x^{2}\right)^{-1}$ |  |
| $x \longmapsto e^{-a x^{2}}$ | $x \longmapsto \sqrt{\pi / a} e^{-\pi^{2} x^{2} / a}$ |  |
| $x \longmapsto\left(x^{2}+a^{2}\right)^{-1}$ | $x \longmapsto \frac{\pi}{a} e^{-2 \pi a\|x\|}$ |  |
| $x \longmapsto \frac{\sin (2 \pi x)}{\pi x}$ | $x_{[-1,1]}$ |  |

## Problems 6.1

1. Prove Theorem 1.
2. Does the group $\mathbb{R}^{n}$ have any continuous characters other than those described in the text?
3. Express $\delta\left(f * e_{t}\right)$ in terms of a Fourier transform.
4. What are the characters of the additive group $\mathbb{Z}$ ?
5. Find the Fourier transform of the function

$$
f(x)=\left\{\begin{array}{cl}
\cos x & 0 \leqslant x \leqslant 1 \\
0 & \text { elsewhere }
\end{array}\right.
$$

6. Prove the second assertion of Theorem 2.
7. Prove that the mapping $\mathcal{F}$ that takes a function $f$ into $\widehat{f}$ is linear and continuous from $L^{1}\left(\mathbb{R}^{\boldsymbol{n}}\right)$ to $C\left(\mathbb{R}^{\boldsymbol{n}}\right)$. (Note: $\mathcal{F}$ is also called the Fourier transform.)
8. Prove that if $\lambda>0$ and $h(x)=f(x / \lambda)$, then $\widehat{h}(x)=\lambda^{n} \widehat{f}(\lambda x)$.
9. Prove that if $h(x)=\overline{f(-x)}$, then $\hat{h}(x)=\overline{\hat{f}}(x)$.
10. Prove that $L^{1}\left(\mathbb{R}^{n}\right)$ with convolution as product is a commutative Banach algebra. $A$ Banach algebra is a Banach space in which a multiplication has been introduced such that $x(y z)=(x y) z, \quad x(y+z)=x y+x z, \quad(x+y) z=x z+y z, \lambda i x y)=(\lambda x) y=x(\lambda y)$, and $\|x y\| \leqslant\|x\|\|y\|$.
11. Does the Banach algebra described in Problem 10 have a unit element? That is, does there exist an element $u$ such that $u * f=f * u=f$ for all $f$ ?
12. Show that the function $f(x)=(1+i x)^{-2}, x \in \mathbb{R}$, has the property that $\widehat{f}(s)>0$ for $s<0$ and $\widehat{f}(s)=0$ otherwise.
13. Prove that the function $\phi(x)=x^{2}$ has the property that for each $f \in L^{1}\left(\mathbb{R}^{n}\right), \phi \circ \hat{f}$ is the Fourier transform of some function in $L^{1}\left(\mathbb{R}^{n}\right)$. What other functions $\phi$ have this property?
14. Prove that the function $f(x)=\exp \left(x-e^{x}\right)$ has as its Fourier transform the function $\widehat{f}(s)=\Gamma(1-i s)$, and that $\widehat{f}(s)$ is never 0 . The Gamma function is expounded in (Wid1).
15. (This problem relates to the proof of Theorem 4.) Let $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ be two functions. Show that for any subset $A$ in $Z,(g \circ f)^{-1}(A)=f^{-1}\left(g^{-1}(A)\right)$. Now let $X=Y=\mathbb{R}$. Show that if $g$ is continuous and $f$ is measurable, then $g \circ f$ is measurable. Explain why $f \circ g$ need not be measurable.
16. How are the Fourier transforms of $f$ and $\bar{f}$ related?
17. Prove that if $f_{j} \rightarrow f$ in $L^{1}\left(\mathbb{R}^{n}\right)$, then $\widehat{f}_{j}(x) \rightarrow \widehat{f}(x)$ uniformly in $\mathbb{R}^{n}$.
18. What logic can there be for the following approximate formula?

$$
\widehat{f}(x) \approx \sum_{k=-N}^{k=N} f(k) e^{-2 \pi i k x}
$$

Under what conditions does the approximate equation become an exact equation?
19. (The Autocorrelation Theorem) Prove that if

$$
g(x)=\int_{-\infty}^{\infty} \overline{f(u)} f(u+x) d u
$$

then $\widehat{g}=|\widehat{f}|^{2}$.
20. Prove that $\int f * g=\int f \int g$.
21. Assume that $f$ is real-valued and prove that the maximum value of $f * B f$ occurs at the origin. The definition of $B$ is $(B f)(x)=f(-x)$.
22. Recall the Heaviside function $H$ from Section 5.1, page 250. Define $f(x)=e^{-a x} H(x)$ and $g(x)=e^{-b x} H(x)$. Compute $f * g$, assuming that $0<a<b$.
23. Prove that if $f$ is real-valued, then $|\widehat{f}|^{2}$ is an even function.
24. We have adopted the following definition of the Fourier transform:

$$
\left(\mathcal{F}_{1} f\right)(y)=\int_{\mathbb{R}^{n}} e^{-2 \pi i x y} f(x) d x
$$

Other books and papers sometimes use an alternative definition:

$$
\left(\mathcal{F}_{2} f\right)(y)=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbf{R}^{n}} e^{-i x y} f(x) d x
$$

Find the relationship between these two transforms.
25. (Continuation) Prove that the inverse Fourier transforms obey this formula:

$$
\mathcal{F}_{1}^{-1}=(2 n)^{-n / 2} \mathcal{F}_{2}^{-1} \circ S_{1 / 2 \pi} \quad \text { where }\left(S_{\lambda} f\right)(x)=f(\lambda x)
$$

26. (Generalization of Theorem 3) Prove that if $f \in L^{p}\left(\mathbb{R}^{n}\right)$ and $g \in L^{q}\left(\mathbb{R}^{n}\right)$, then the convolution $f * g$ is well-defined, and $\|f * g\|_{\infty} \leqslant\|f\|_{p}\|g\|_{q}$.
27. Let $f$ be the characteristic function of the interval $(-1 / 2,1 / 2)$. Thus, $f(x)=1$ if $|x| \leqslant$ $1 / 2$, and $f(x)=0$ otherwise. Define $g(x)=(1-|x|) f(x / 2)$ and show that $f * f=g$.
28. Prove the "Modulation Theorem": If $g(x)=f(x) \cos (a x)$, then

$$
\widehat{g}(x)=\frac{1}{2} \widehat{f}\left(\frac{a}{2 \pi}+x\right)+\frac{1}{2} \widehat{f}\left(\frac{a}{2 \pi}-x\right)
$$

29. Define the operator $B$ by the equation $(B f)(x)=f(-x)$, and prove that $f * B f$ is always even if $f$ is real-valued.

### 6.2 The Schwartz Space

The space $\mathcal{S}$, also denoted by $\mathcal{S}\left(\mathbb{R}^{n}\right)$, is the set of all $\phi$ in $C^{\infty}\left(\mathbb{R}^{n}\right)$ such that $P \cdot D^{\alpha} \phi$ is a bounded function, for each polynomial $P$ and each multi-index $\alpha$. Functions with this property are said to be "rapidly decreasing," and the space itself is called the Schwartz space. In the case $n=1$, membership in the Schwartz space simply requires $\sup _{x}\left|x^{m} \phi^{(k)}(x)\right|$ to be finite for all $m$ and $k$.

Example 1. The Gaussian function $\phi$ defined by

$$
\phi(x)=e^{-|x|^{2}}
$$

belongs to $\boldsymbol{S}$.
It is easily seen, with the aid of Leibniz's formula, that if $\phi \in \mathcal{S}$, then $P \cdot \phi \in \boldsymbol{S}$ for any polynomial $P$, and $D^{\alpha} \phi \in \boldsymbol{S}$ for any multi-index $\alpha$.

We note that $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is a subspace of $L^{1}\left(\mathbb{R}^{n}\right)$. This is because functions in $\boldsymbol{S}$ decrease with sufficient rapidity to be integrable. Specifically, if $\phi \in \boldsymbol{S}$, then the function $x \longmapsto\left(1+|x|^{2}\right)^{n} \phi(x)$ is bounded, say by $M$. Then

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}|\phi(x)| d x & \leqslant M \int_{\mathbb{R}^{n}}\left(1+|x|^{2}\right)^{-n} d x \\
& =M \int_{0}^{\infty} r^{n-1} \omega_{n}\left(1+r^{2}\right)^{-n} d r<\infty
\end{aligned}
$$

In this calculation we used "polar" coordinates and the "method of shells." The thickness of the shell is $d r$, the radius of the shell is $r$, and the area of the shell is $r^{n-1} \omega_{n}$, where $\omega_{n}$ denotes the area of the unit sphere in $\mathbb{R}^{n}$.
Deflnition. In $\boldsymbol{S}$, convergence is defined by saying that $\phi_{j} \rightarrow 0$ if and only if $P(x) \cdot D^{\alpha} \phi_{j}(x) \rightarrow 0$ uniformly in $\mathbb{R}^{n}$ for each multi-index $\alpha$ and for each polynomial $P$. In other terms, $\left\|P \cdot D^{\alpha} \phi_{j}\right\|_{\infty} \rightarrow 0$ for every multi-index $\alpha$ and every polynomial $P$, the sup-norm being computed over $\mathbb{R}^{n}$.

Lemma 1. If $P$ is a polynomial, then the mapping $\phi \longmapsto P \cdot \phi$ is linear and continuous from $\boldsymbol{S}$ into $\mathbf{S}$.

Proof. Let $\phi_{j} \rightarrow 0$. We ask whether $Q \cdot D^{\beta}\left(P \cdot \phi_{j}\right) \rightarrow 0$ uniformly for each polynomial $Q$ and multi-index $\beta$. By using the Leibniz formula, this expression can be exhibited as a sum of terms $Q_{\gamma} \cdot D^{\alpha} \phi_{j}$, where the $Q_{\gamma}$ are polynomials and $\alpha$ is a multi-index such that $\alpha \leqslant \beta$. Each of these terms individually converges uniformly to zero, because that is a consequence of $\phi_{j} \rightarrow 0$ in $S$. Therefore, their sum also converges to 0 .

Lemma 2. If $g \in S$, then the mapping $\phi \longmapsto g \phi$ is linear and continuous from $\mathbf{S}$ into $\mathbf{S}$

Proof. This is left to the problems.

Lemma 3. For any multi-index $\alpha$, the mapping $\phi \longmapsto D^{\alpha} \phi$ is linear and continuous from $\mathbf{S}$ into $\mathbf{S}$.

Proof. This is left to the problems.
In studying how the Fourier transform interacts with differential operators, it is convenient to adopt the following definitions. Let $P$ be a polynomial in $n$ variables. Then $P$ has a representation as a finite sum $P(x)=\sum c_{\alpha} x^{\alpha}$, in which each $\alpha$ is a multi-index, $x=\left(x_{1}, \ldots, x_{n}\right), c_{\alpha}$ is a complex number, and $x^{\alpha}=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots x_{n}^{\alpha_{n}}$. Each function $x \longmapsto x^{\alpha}$ is called a monomial. We define also

$$
\begin{aligned}
D & =\left(\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{2}}, \cdots, \frac{\partial}{\partial x_{n}}\right) \\
D^{\alpha} & =\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}}\left(\frac{\partial}{\partial x_{2}}\right)^{\alpha_{2}} \cdots\left(\frac{\partial}{\partial x_{n}}\right)^{\alpha_{n}} \\
P(D) & =\sum c_{\alpha} D^{\alpha}
\end{aligned}
$$

Lemma 4. The function $e_{y}$ defined by $e_{y}(x)=e^{2 \pi i x y}$ obeys the equation $P(D) e_{y}=P(2 \pi i y) e_{y}$ for any polynomial $P$.

Proof. It suffices to deal with the case of one monomial and establish that $D^{\alpha} e_{y}=(2 \pi i y)^{\alpha} e_{y}$. We have

$$
\begin{aligned}
\frac{\partial}{\partial x_{j}} e_{y}(x) & =\frac{\partial}{\partial x_{j}} e^{2 \pi i\left(y_{1} x_{1}+\cdots+y_{n} x_{n}\right)} \\
& =e^{2 \pi i\left(y_{1} x_{1}+\cdots+y_{n} x_{n}\right)}\left(2 \pi i y_{j}\right)=\left(2 \pi i y_{j}\right) e_{y}(x)
\end{aligned}
$$

Thus, by induction, we have

$$
\left(\frac{\partial}{\partial x_{j}}\right)^{\alpha_{j}} e_{y}=\left(2 \pi i y_{j}\right)^{\alpha_{j}} e_{y}
$$

Consequently, $D^{\alpha} e_{y}=\left(2 \pi i y_{1}\right)^{\alpha_{1}}\left(2 \pi i y_{2}\right)^{\alpha_{2}} \cdots\left(2 \pi i y_{n}\right)^{\alpha_{n}} e_{y}=(2 \pi i y)^{\alpha} e_{y}$
The next result illustrates how the Fourier transform can simplify certain processes, such as differentiation. In this respect, it mimics the performance of the Laplace transform.

Theorem 1. If $\phi \in S$, and if $P$ is a polynomial, then $[P(D /(2 \pi i)) \phi]^{\wedge}=P \cdot \hat{\phi}$. Equivalently, $[P(D) \phi]^{\wedge}=P^{+} \widehat{\phi}$, where $P^{+}(x)=P(2 \pi i x)$.

Proof. We have to show that

$$
\left[\sum c_{\alpha}\left(\frac{D}{2 \pi i}\right)^{\alpha} \phi\right]^{\wedge}(y)=\sum c_{\alpha} y^{\alpha} \widehat{\phi}(y)
$$

Since the Fourier map $f \longmapsto \hat{f}$ is linear, it suffices to prove that

$$
\left[\left(\frac{D}{2 \pi i}\right)^{\alpha} \phi\right]^{\wedge}(y)=y^{\alpha} \hat{\phi}(y)
$$

Equivalently, we must prove that

$$
\left(\frac{1}{2 \pi i}\right)^{|\alpha|} \widehat{\left[D^{\alpha} \phi\right]}(y)=y^{\alpha} \widehat{\phi}(y)
$$

Thus we must prove that

$$
\left(\frac{1}{2 \pi i}\right)^{|\alpha|} \int_{\mathbb{R}^{n}}\left(D^{\alpha} \phi\right)(x) e_{-y}(x) d x=y^{\alpha} \widehat{\phi}(y)
$$

In this integral we can use integration by parts repeatedly to transfer all derivatives from $\phi$ to the kernel function $e_{-y}$. Each use of integration by parts will introduce a factor of -1 . Observe that no boundary values enter during the integration by parts, since $\phi \in \boldsymbol{S}$. Using also the preceding lemma, we find that the integral becomes successively

$$
\begin{aligned}
\left(\frac{1}{2 \pi i}\right)^{|\alpha|}(-1)^{|\alpha|} & \int \phi(x)\left[D^{\alpha} e_{-y}(x)\right](x) d x \\
= & (-1)^{|\alpha|}\left(\frac{1}{2 \pi i}\right)^{|\alpha|} \int \phi(x)(-2 \pi i y)^{\alpha} e_{-y}(x) d x \\
= & y^{\alpha} \int \phi(x) e_{-y}(x) d x=y^{\alpha} \hat{\phi}(y)
\end{aligned}
$$

Example 2. Let $\Delta$ denote the Laplacian operator; i.e.,

$$
\Delta=\sum_{j=1}^{n}\left(\frac{\partial}{\partial x_{j}}\right)^{2}
$$

Then $\Delta=P(D /(2 \pi i))$ if $P$ is defined to be

$$
P(x)=\left(-4 \pi^{2}\right)\left(x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}\right)=-4 \pi^{2}|x|^{2}
$$

Hence, for $\phi \in \boldsymbol{\mathcal { S }}$,

$$
\widehat{\Delta \phi}=\left[P\left(\frac{D}{2 \pi i}\right) \phi\right]^{\wedge}=P \widehat{\phi}
$$

Equivalently,

$$
\widehat{\Delta \phi}(x)=-4 \pi^{2}|x|^{2} \widehat{\phi}(x)
$$

Theorem 2. If $\phi \in \mathcal{S}$ and $P$ is a polynomial, then $P(-D /(2 \pi i)) \hat{\phi}=$ $\widehat{P \phi}$. Equivalently, $P(D) \widehat{\phi}=\widehat{P^{*} \phi}$, where $P^{*}(y)=P(-2 \pi i y)$.

Proof. We insert the variables, and interpret $P(D)$ as differentiating with respect to the variable $x$. Thus, with the help of Lemma 4, we have

$$
\begin{aligned}
{[P(D) \widehat{\phi}](x) } & =P(D) \int e_{-x}(y) \phi(y) d y=P(D) \int e_{-y}(x) \phi(y) d y \\
& =\int\left[P(D) e_{-y}\right](x) \phi(y) d y=\int P(-2 \pi i y) e_{-y}(x) \phi(y) d y \\
& =\int P^{*}(y) e_{-x}(y) \phi(y) d y=\widehat{P^{*} \phi}(x)
\end{aligned}
$$

In the preceding proof, one requires the following theorem from calculus. See, for example, [Widl] page 352, or [Bart] page 271.

Theorem 3. If $f$ and $\partial f / \partial x$ are continuous functions on $\mathbb{R}^{2}$, then, provided that the integral on the right converges, we have

$$
\frac{d}{d x} \int_{0}^{\infty} f(x, t) d t=\int_{0}^{\infty} \frac{\partial}{\partial x} f(x, t) d t
$$

Theorem 4. The mapping $\phi \longmapsto \widehat{\phi}$ is continuous and linear from $\mathcal{S}$ into $\mathcal{S}$.

Proof. First we must prove that $\hat{\phi} \in \mathcal{S}$ when $\phi \in \mathcal{S}$. It is to be shown that $\hat{\phi}$ is a $C^{\infty}$-function and that $P \cdot D^{\alpha} \widehat{\phi}$ is bounded for each polynomial $P$ and for each multi-index $\alpha$. In Theorem 5 of Section 6.1 (page 291), we noted that $\hat{\phi}$ is continuous. By Theorem 2 above, $D^{\alpha} \widehat{\phi}=\widehat{Q \cdot \phi}$ for an appropriate polynomial $Q$. Since $Q \cdot \phi \in \mathcal{S}$ (by Lemma 1), we know that $\widehat{Q \cdot \phi}$ is continuous, and can therefore conclude that $D^{\alpha} \widehat{\phi}$ is continuous. Hence $\widehat{\phi} \in C^{\infty}$.

Now we ask whether $P \cdot D^{\alpha} \hat{\phi}$ is bounded. By the preceding remarks and Theorem 1,

$$
\begin{equation*}
P \cdot D^{\alpha} \widehat{\phi}=P \cdot \widehat{Q \cdot \phi}=\left[P\left(\frac{D}{2 \pi i}\right)(Q \cdot \phi)\right]^{\wedge} \tag{1}
\end{equation*}
$$

Since $P(D /(2 \pi i))(Q \cdot \phi) \in \boldsymbol{S}$, its Fourier transform is bounded, as indicated in Equation (3) of Section 6.1, page 289.

For the continuity of the map, let $\phi_{j} \rightarrow 0$ in $\boldsymbol{S}$. We want to prove that $\hat{\phi}_{j} \rightarrow 0$ in $\mathcal{S}$. That means that $P \cdot D^{\alpha} \widehat{\phi}_{j} \rightarrow 0$ uniformly for any polynomial $P$ and any multi-index $\alpha$. By Equation (1) above, the question to be addressed is whether $\left[P(D /(2 \pi i))\left(Q \cdot \phi_{j}\right)\right]^{\wedge} \rightarrow 0$ uniformly. If we put $\psi_{j}=P(D /(2 \pi i))\left(Q \cdot \phi_{j}\right)$, we ask whether $\hat{\psi}_{j}(t) \rightarrow 0$ uniformly. Now, $\psi_{j} \in \boldsymbol{S}$, and $\psi_{j} \rightarrow 0$ in $\boldsymbol{S}$ by Lemmas 1 and 2. Hence $\left(1+|x|^{2}\right)^{n} \psi_{j}(x) \rightarrow 0$ uniformly. It follows that for a given $\varepsilon>0$ there is an integer $m$ such that $\left(1+|x|^{2}\right)^{n}\left|\psi_{j}(x)\right|<\varepsilon$ whenever $j>m$. For such $j$,

$$
\int\left|\psi_{j}(x)\right| d x<\varepsilon \int\left(1+|x|^{2}\right)^{-n} d x=c \varepsilon
$$

and this shows that $\int\left|\psi_{j}\right| \rightarrow 0$. From the inequality

$$
\left|\widehat{\psi}_{j}(x)\right|=\left|\int \psi_{j}(y) e_{x}(y) d y\right| \leqslant \int\left|\psi_{j}(y)\right| d y
$$

we infer that $\hat{\psi}_{j}(x) \rightarrow 0$ uniformly.
This section concludes with a proof of the Poisson summation formula. This important result states that under suitable hypotheses on the function $f$, the following equation is valid:

$$
\begin{equation*}
\sum_{\nu \in \mathbf{Z}^{n}} f(\nu)=\sum_{\nu \in \mathbb{Z}^{n}} \hat{f}(\nu) \tag{1}
\end{equation*}
$$

A variety of hypotheses can be adopted for this result. See, for example, [SW] page 252, [Lan1] page 373, [Yo] page 149, [Gri] page 32, [Wal] page 60, [Kat] page 129, [Fri] page 104, [Ho] page 177, [DM] page 111, [Fol] page 337, [Ti1] page 60 .

Theorem 5. Poisson Summation Formula. If $f \in C\left(\mathbb{R}^{n}\right)$ and if

$$
\sup _{x}(|f(x)|+|\widehat{f}(x)|)(1+|x|)^{n+\varepsilon}<\infty
$$

for some $\varepsilon>0$, then $\sum_{\nu \in \mathbb{Z}^{n}} f(\nu)=\sum_{\nu \in \mathbf{z}^{n}} \widehat{f}(\nu)$.
Proof. Let $c$ equal the supremum in the hypotheses. Then for $\|x\|_{\infty} \leqslant 1$ and $\nu \neq 0$ we have

$$
\begin{aligned}
|f(x+\nu)| & \leqslant c(1+|x+\nu|)^{-n-\varepsilon} \leqslant c\left(1+\|x+\nu\|_{\infty}\right)^{-n-\varepsilon} \\
& \leqslant c\left(1+\|\nu\|_{\infty}-\|x\|_{\infty}\right)^{-n-\varepsilon} \leqslant c\|\nu\|_{\infty}^{-n-\varepsilon}
\end{aligned}
$$

(In verifying these calculations, notice that the exponents are negative.) Then we have

$$
\begin{aligned}
\sum_{\nu \neq 0}|f(x+\nu)| & \leqslant c \sum_{\nu \neq 0}\|\nu\|_{\infty}^{-n-\varepsilon}=c \sum_{j=1}^{\infty} \sum_{\|\nu\| \infty=j}\|\nu\|_{\infty}^{-n-\varepsilon} \\
& =c \sum_{j=1}^{\infty} j^{-n-\varepsilon} \#\{\nu:\|\nu\|=j\} \\
& =c \sum_{j=1}^{\infty} j^{-n-\varepsilon}\left(c_{1} j^{n-1}\right)=c_{2} \sum_{j=1}^{\infty} j^{-1-\varepsilon}<\infty
\end{aligned}
$$

By a theorem of Weierstrass (the "M-Test", page 373)), this proves that the function $F(x)=\sum_{\nu} f(x+\nu)$ is continuous, for its series is absolutely and uniformly convergent. The function $F$ is integer-periodic: For $\mu \in \mathbb{Z}^{\boldsymbol{n}}$,

$$
F(x+\mu)=\sum_{\nu} f(x+\mu+\nu)=\sum_{\nu} f(x+\nu)=F(x)
$$

Let $Q=[0,1)^{n}$, the unit cube in $\mathbb{R}^{n}$. The Fourier coefficients of the periodic function $F$ are

$$
\begin{aligned}
A_{\nu} & =\int_{Q} F(x) e^{-2 \pi i \nu x} d x=\int_{Q} \sum_{\mu} f(x+\mu) e^{-2 \pi i \nu x} d x \\
& =\sum_{\mu} \int_{Q+\mu} f(y) e^{-2 \pi i \nu(y-\mu)} d y=\sum_{\mu} \int_{Q+\mu} f(y) e^{-2 \pi i \nu y} d y \\
& =\int_{\mathbf{R}^{n}} f(y) e^{-2 \pi i \nu y} d y=\widehat{f}(\nu)
\end{aligned}
$$

Our hypotheses on $f$ are strong enough to imply that $f \in L^{1}\left(\mathbb{R}^{n}\right)$. Hence $\widehat{f} \in C_{0}\left(\mathbb{R}^{n}\right)$. The hypothesis on $\widehat{f}$ shows that the series $\sum \widehat{f}(x+\nu)$ is absolutely and uniformly convergent. Hence

$$
\sum_{\nu}\left|A_{\nu}\right|=\sum_{\nu}|\widehat{f}(\nu)|<\infty
$$

From this we see that the Fourier series of $F, \sum_{\nu} A_{\nu} e^{2 \pi i \iota x}$, is uniformly and absolutely convergent. By the classical theory of Fourier series (such as in [Zy], vol. II, page 300) we have

$$
\sum_{\nu} A_{\nu} e^{2 \pi i \nu x}=F(x)
$$

It follows that

$$
\sum_{\nu} f(\nu)=F(0)=\sum_{\nu} A_{\nu}=\sum_{\nu} \widehat{f}(\nu)
$$

## Problems 6.2

1. Prove Lemma 2.
2. Prove Lemma 3.
3. Let $f$ be an even function in $L^{1}(\mathbb{R})$. Show that

$$
\frac{1}{2} \widehat{f}(t)=\int_{0}^{x} f(x) \cos (2 \pi t x) d x
$$

The right-hand side of this equation is known as the Fourier Cosine Transform of $f$.
4. Let $B$ be the operator such that $(B f)(x)=f(-x)$. Find formulas for $\widehat{B f}$ and $B \widehat{f}$. How are these related?
5. What is the Leibniz formula appropriate for the operator $(D /(2 \pi i))^{\alpha}$ ?
6. Let $f \in L^{1}\left(\mathbb{R}^{n}\right)$ and $g(x)=f(A x)$, where $A$ is a nonsingular $n \times n$ matrix. Find the relation between $\widehat{f}$ and $\widehat{g}$.
7. Prove that, after Fourier transforms have been taken, the differential equation $f^{\prime}(x)+$ $x f(x)=0$ becomes $(\hat{f})^{\prime}(t)+4 \pi^{2} t \hat{f}(t)=0$.
8. Give a complete formal proof that $P . f \in \mathbb{S}$ whenever $P$ is a polynomial and $f \in \mathcal{S}$.
9. Prove that for a function of $n$ variables having the special form

$$
f\left(x_{1}, \ldots, x_{n}\right)=\prod_{j=1}^{n} f_{j}\left(x_{j}\right)
$$

we have

$$
\widehat{f}\left(t_{1}, \ldots, t_{n}\right)=\prod_{j=1}^{n} \hat{f_{j}}\left(t_{j}\right)
$$

10. Prove that if $f \in L^{1}(\mathbb{R})$ and $f>0$, then

$$
|\widehat{f}(t)|<\widehat{f}(0) \quad(t \neq 0)
$$

11. Let $f_{m}(x)=1$ if $|x| \leqslant m$, and $f_{m}(x)=0$ otherwise. (Here $x \in \mathbb{R}$, and $m=1,2, \ldots$.) Compute $f_{m} * f_{1}$ and show that it is the Fourier transform of a function in $L^{1}(\mathbb{R})$.
12. Interpret Lemma 4 as a statement about eigenvalues and eigenvectors of a differential operator.
13. Prove, by using Fubini's Theorem, that for functions $f$ and $g$ in $L^{1}\left(\mathbb{R}^{n}\right), \int \hat{f} g=\int \hat{f} \hat{g}$.
14. Explain why $e^{-|x|}$ is not in $S$.
15. Prove that if $\phi \in \mathcal{S}$, then $\widehat{D^{\alpha} \phi}$ exists for any multi-index $\alpha$.
16. Let $P$ be a polynomial on $\mathbb{R}^{n}$ and let $g$ be an element of $C^{\infty}\left(\mathbb{R}^{n}\right)$ such that $|g(x)| \leqslant|P(x)|$ for all $x \in \mathbb{R}^{\boldsymbol{n}}$. Is the mapping $f \longmapsto g f$ continuous from $\boldsymbol{S}$ into $\mathbf{S}$ ?
17. Prove that $S$ is the subspace of $C{ }^{\infty}\left(\mathbb{R}^{n}\right)$ consisting of all functions $\phi$ such that for each $\alpha$, the $\operatorname{map} x \longmapsto x^{\alpha}\left(D^{\alpha} \phi\right)(x)$ is bounded.
18. Show that $\phi_{j} \rightarrow 0$ in $S$ if and only if $P(D)\left(Q \phi_{j}\right) \rightarrow 0$ uniformly in $\mathbb{R}^{\boldsymbol{n}}$ for all polynomials $P$ and $Q$.
19. Prove that if $P$ is a polynomial and $c$ is a scalar, then $P(c D) e_{y}=P(2 \pi i c y) e_{y}$.
20. Prove that if $P$ is a polynomial and $c$ is a scalar, then $P(c D) \widehat{\phi}=\widehat{P_{c} \phi}$, where $P_{c}(x)=$ $P(-2 \pi i c x)$.
21. Prove that $P(-D) \widehat{\phi}=\widehat{P^{+} \phi}$, where $P^{+}(x)=P(2 \pi i x)$.
22. Prove that for $x \in \mathbb{R}^{n},\left|x^{\alpha}\right| \leqslant|x|^{|a|}$.
23. Using the operator $B$ in Problem 4, prove that $\overline{\hat{f}}=B \widehat{\bar{f}}$.
24. Prove that

$$
\frac{d^{k}}{d x^{k}} e^{x^{2}}=e^{x^{2}} p_{k}(x)
$$

where the polynomials $p_{k}$ are defined recursively by the equations $p_{0}(x)=1$ and $p_{k+1}(x)=2 x p_{k}(x)+p_{k}^{\prime}(x)$.
25. Prove that if $f$ obeys the differential equation

$$
f^{\prime \prime}(x)-4 \pi^{2} x^{2} f(x)=\lambda f(x)
$$

then the same is true of $\widehat{f}$.
26. Prove that for each $n$ there is a constant $c_{n}$ such that

$$
\#\left\{\nu \in \mathbb{Z}^{n}:\|\nu\|_{\infty}=j\right\}=c_{n} j^{n-1}
$$

Suggestion: Compute $\#\left\{\nu \in \mathbb{Z}^{n}:\|\nu\|_{\infty} \leqslant j\right\}$ first.
27. Prove that for $\phi \in S\left(\mathbb{R}^{n}\right)$ and $\lambda \neq 0$,

$$
\sum_{\nu \in \mathbf{Z}^{n}} \phi(x+\lambda \nu)=\sum_{\nu \in \mathbf{Z}^{n}} \lambda^{-n} \hat{\phi}\left(\frac{\nu}{\lambda}\right) e^{2 \pi i \nu x / \lambda}
$$

28. Evaluate $\sum_{k=-\infty}^{\infty}\left(1+k^{2}\right)^{-1}$ by using Theorem 5 .
29. Evaluate $\sum_{k=1}^{\infty}\left(k^{4}+a^{4}\right)^{-1}$ by using Theorem 5 .
30. The first moment of a function $f$ is defined to be

$$
\int_{-\infty}^{\infty} x f(x) d x
$$

Prove that under suitable hypotheses, the first moment is $(\widehat{f})^{\prime}(0) /(-2 \pi i)$.

### 6.3 The Inversion Theorems

In the previous section it was shown that the operator $\mathcal{F}$ defined by $\mathcal{F}(\phi)=\hat{\phi}$ is linear and continuous from $\boldsymbol{S}$ into $\boldsymbol{S}$. In this section our goal is to prove that $\mathcal{F}$ is surjective and invertible, and to give an elegant formula for $\mathcal{F}^{-1}$.

Theorem 1. The function $\theta$ defined on $\mathbb{R}^{n}$ by $\theta(x)=e^{-\pi x^{2}}$ is a fixed point of the Fourier transform. Thus, $\widehat{\theta}=\boldsymbol{\theta}$.

Proof. First observe that the notation is

$$
x^{2}=x x=x \cdot x=\langle x, x\rangle=\sum_{j=1}^{n} x_{j}^{2}=|x|^{2}
$$

We prove our result first when $n=1$ and then derive the general case. Define, for $x \in \mathbb{R}$, the analogous function $\psi(x)=e^{-\pi x^{2}}$. Since $\psi^{\prime}(x)=e^{-\pi x^{2}}(-2 \pi x)=$ $-2 \pi x \psi(x)$, we see that $\psi$ is the unique solution of the initial-value problem

$$
\begin{equation*}
\psi^{\prime}(x)+2 \pi x \psi(x)=0 \quad \psi(0)=1 \tag{1}
\end{equation*}
$$

By Problem 7 in Section 6.2, or the direct use of Theorems 1 and 2 (pages 296-297), we obtain, by taking Fourier transforms in Equation (1),

$$
(\widehat{\psi})^{\prime}(x)+2 \pi x \widehat{\psi}(x)=0
$$

The initial value of $\hat{\psi}$ is

$$
\widehat{\psi}(0)=\int_{-\infty}^{\infty} \psi(x) d x=\int_{-\infty}^{\infty} e^{-\pi x^{2}} d x=1
$$

(See Problem 10 for this.) We have seen that $\psi$ and $\hat{\psi}$ are two solutions of the in itial-value problem (1). By the theory of ordinary differential equations, $\psi=\widehat{\psi}$. This proves the theorem for $n=1$. Now we notice that

$$
\begin{aligned}
\theta(x) & =\exp \left[-\pi\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)\right] \\
& =e^{-\pi x_{1}^{2}} e^{-\pi x_{2}^{2} \cdots e^{-\pi x_{n}^{2}}} \\
& =\psi\left(x_{1}\right) \psi\left(x_{2}\right) \cdots \psi\left(x_{n}\right)
\end{aligned}
$$

By Problem 9 of Section 6.2, page 300,

$$
\widehat{\theta}(x)=\prod_{j=1}^{n} \widehat{\psi}\left(x_{j}\right)=\prod_{j=1}^{n} \psi\left(x_{j}\right)=\theta(x)
$$

Theorem 2. First Inversion Theorem. If $\phi \in \mathbf{S}\left(\mathbb{R}^{n}\right)$, then

$$
\phi(x)=\int_{\mathbb{R}^{n}} \widehat{\phi} \cdot e_{x}=\int_{\mathbb{R}^{n}} \widehat{\phi}(y) e^{2 \pi i y x} d y
$$

Proof. We use the conjurer's tricks of smoke and mirrors. Let $\theta$ be the function in the preceding theorem, and put $g(x)=\theta(x / \lambda)$. Then $\widehat{g}(y)=\lambda^{n} \widehat{\theta}(\lambda y)$. (Problem 8 in Section 6.1, page 293.) By Problem 13 in Section 6.2, page 300,

$$
\begin{aligned}
\int \widehat{\phi}(y) \theta\left(\frac{y}{\lambda}\right) d y & =\int \widehat{\phi}(y) g(y) d y=\int \phi(y) \widehat{g}(y) d y=\lambda^{n} \int \phi(y) \widehat{\theta}(\lambda y) d y \\
& =\int \phi\left(\frac{u}{\lambda}\right) \widehat{\theta}(u) d u
\end{aligned}
$$

In the preceding calculation, let $\lambda=k$, where $k \in \mathbb{N}$, and contemplate letting $k \rightarrow \infty$. In order to use the Dominated Convergence Theorem (Section 8.6, page 406), we must establish $L^{1}$-bounds on the integrands. Here they are:

$$
\begin{aligned}
\left|\widehat{\phi}(y) \theta\left(\frac{y}{k}\right)\right| & \leqslant|\widehat{\phi}(y)|\|\theta\|_{\infty} \quad \hat{\phi} \in L^{1}\left(\mathbb{R}^{n}\right) \\
\left|\phi\left(\frac{u}{k}\right)\right| & \leqslant\|\phi\|_{\infty}|\widehat{\theta}(u)| \quad \hat{\theta} \in L^{1}\left(\mathbb{R}^{n}\right)
\end{aligned}
$$

Then by the Dominated Convergence Theorem,

$$
\begin{equation*}
\theta(0) \int \widehat{\phi}(y) d y=\phi(0) \int \hat{\theta}(u) d u \tag{2}
\end{equation*}
$$

But we have, by the special properties of $\theta$,

$$
1=\theta(0)=\hat{\theta}(0)=\int \theta(x) d x=\int \hat{\theta}(x) d x
$$

Thus Equation (2) becomes

$$
\begin{equation*}
\int \widehat{\phi}(y) d y=\phi(0) \tag{3}
\end{equation*}
$$

This result is now applied to the shifted function $E_{-x} \phi$ :

$$
\int \widehat{E_{-x} \phi}(y) d y=\left(E_{-x} \phi\right)(0)
$$

By Theorem 2 in Section 6.1, page 289, this is equivalent to

$$
\int \widehat{\phi}(y) \cdot e_{x}(y) d y=\phi(x)
$$

Theorem 3. The Fourier transform operator $\mathcal{F}$ from $\mathcal{S}\left(\mathbb{R}^{n}\right)$ to $\boldsymbol{S}\left(\mathbb{R}^{n}\right)$ is a continuous linear bijection, and $\mathcal{F}^{-1}=\mathcal{F}^{3}$.

Proof. The continuity and linearity of $\mathcal{F}$ were established by Theorem 4 in Section 6.2, page 297. The fact that $\mathcal{F}$ is surjective is established by writing the basic inversion formula from the preceding theorem as
$\phi(x)=\int \widehat{\phi}(y) e_{x}(y) d y=\int \widehat{\phi}(y) e_{-x}(-y) d y=\int \widehat{\phi}(-u) e_{-x}(u) d u=[\mathcal{F}(B \widehat{\phi})](x)$
Here $B$ is the operator such that $(B \phi)(x)=\phi(-x)$. The inversion formula also shows that $\mathcal{F}$ is injective, for if $\widehat{\phi}=0$, then obviously $\phi=0$. Again by the inversion formula,

$$
\widehat{(\widehat{\phi})}(y)=\int \widehat{\phi}(x) \cdot e_{-y}(x) d x=\phi(-y)=(B \phi)(y)
$$

Thus $\mathcal{F}^{2}=B$. It follows that $\mathcal{F}^{4}=I$ and $\mathcal{F}^{3} \mathcal{F}=I$.
Theorem 4. Second Inversion Theorem. If $f$ and $\widehat{f}$ belong to $L^{1}\left(\mathbb{R}^{n}\right)$, then for almost all $x$,

$$
f(x)=\int_{\mathbb{R}^{n}} \widehat{f}(y) e^{2 \pi i x y} d y
$$

Proof. Assume that $f$ and $\widehat{f}$ are in $L^{1}\left(\mathbb{R}^{n}\right)$. Let $\phi \in \mathcal{S}$. Then by Theorem 2, $\phi(x)=\int e_{x} \widehat{\phi}$. By Problem 13 in Section 6.2, page 300, $\int \widehat{f} \phi=\int f \widehat{\phi}$. Hence if we put $F(y)=\int \widehat{f} e_{y}$, then we have (with the help of the Fubini theorem)

$$
\begin{aligned}
\int \widehat{\phi}(x) f(x) d x & =\int \phi(x) \widehat{f}(x) d x=\iint e_{x}(y) \widehat{\phi}(y) d y \widehat{f}(x) d x \\
& =\int \widehat{\phi}(y)\left[\int \widehat{f}(x) e_{y}(x) d x\right] d y=\int \widehat{\phi}(y) F(y) d y
\end{aligned}
$$

Thus $\int \psi(x)(f-F)(x) d x=0$ for all $\psi \in \mathcal{S}$, because $\hat{\phi}$ can be any element of $\mathcal{S}$. The same equation is true for all $\psi \in \mathcal{D}$, since $\mathcal{D}$ is a subset of $\mathcal{S}$. Now apply Theorem 2 of Section 5.1 , page 251 , according to which $g=0$ when $\tilde{g}=0$. The conclusion is that that $f(x)=F(x)$ almost everywhere.

## Problems 6.3

1. Does $\mathcal{F}$ commute with the operators $B$ and $E_{x}$ ?
2. Find the inverse Fourier transform of the function

$$
f(t)= \begin{cases}\sin t & |t| \leqslant \pi \\ 0 & |t|>\pi\end{cases}
$$

3. Explain why, for $\phi \in \boldsymbol{S}$,

$$
\iint e^{-2 \pi i x(y+z)} \phi(y) d y d x=\phi(-z)
$$

4. Let $f \in L^{1}(\mathbb{R})$ and define $h(x)=\int_{0}^{x} f(t) d t$. Prove that if $h \in L^{1}(\mathbb{R})$, then $\widehat{h}(t)=$ $(2 \pi i t)^{-1} \widehat{f}(t)$.
5. For the function $f(x)=e^{-|x|}$, show that $\hat{f}(x)=2 /\left(1+4 \pi^{2} x^{2}\right)$. Show that $\widehat{f}$ is analytic in a horizontal strip in the complex plane described by the inequality $|\operatorname{Im}(z)|<1 /\left(4 \pi^{2}\right)$. (Here $n=1$.)
6. Let $f(x)=e^{-x}$ for $x \geqslant 0$ and let $f(x)=0$ for $x<0$. Find $\widehat{f}$ and verify by direct integration that $f(x)=\int \hat{f} \cdot e_{x}$.
7. In Section 6.1 we saw that the following is a Fourier transform pair:

$$
f(x)=\left\{\begin{array}{ll}
1 & -1 \leqslant x \leqslant 1 \\
0 & \text { otherwise }
\end{array} \quad \widehat{f}(t)=\frac{\sin 2 \pi t}{\pi t}\right.
$$

Prove that $f$ belongs to $L^{1}(\mathbb{R})$ but $\widehat{f}$ does not. Explain why this does not violate the inversion theorem.
8. Using Theorem 1 of this section and Problem 8 in Section 6.1, page 293, prove that the Fourier transform of the function $\phi(x)=e^{-a x^{2}}$ is

$$
\widehat{\phi}(t)=\left(\frac{\pi}{a}\right)^{1 / 2} e^{-\pi^{2} x^{2} / a}
$$

Prove also that $\mathcal{F}^{-1} \phi=\mathcal{F} \phi$. Prove that this last equation follows from the sole fact that $\phi$ is an even function.
9. Prove that if $f$ is odd and belongs to $L^{1}(\mathbb{R})$, then

$$
\frac{i}{2} \widehat{f}(t)=\int_{0}^{\infty} f(x) \sin (2 \pi t x) d x
$$

The right-hand side of this equation defines the Fourier Sine Transform of $f$.
10. Prove that

$$
\int_{-\infty}^{\infty} e^{-x^{2}} d x=\frac{1}{\sqrt{\pi}}
$$

This can be accomplished by considering the square of this integral, which can be written as the (double) integral of $e^{-\left(x^{2}+\nu^{2}\right)}$ over $\mathbb{R}^{2}$. This double integral can be computed by polar coordinates.

### 6.4 The Plancherel Theorem

This section is devoted to extending the Fourier operator from the Schwartz space $\boldsymbol{S}\left(\mathbb{R}^{n}\right)$ to $L^{2}\left(\mathbb{R}^{n}\right)$. It turns out that the extended operator has a number of endearing properties, leading one to conclude that $L^{2}\left(\mathbb{R}^{n}\right)$ is the "natural" setting for this important operator.

Lemma 1. If $f$ and $g$ belong to the Schwartz space $S\left(\mathbb{R}^{n}\right)$, then $f * g$ also belongs to $\boldsymbol{S}\left(\mathbb{R}^{n}\right)$, and furthermore, $\widehat{f g}=\widehat{f} * \widehat{g}$.

Proof. Since $f$ and $g$ belong to $S$, so does $f g$ by Lemma 2 in Section 6.2, page 295. By Theorem 4 of Section 6.2, page 297, $\widehat{f}, \widehat{g}$, and $\widehat{f g}$ belong to S. Consequently, $\hat{f} \widehat{g}$ belongs to $S$. By Theorem 4 of Section 6.1, page 290, $\widehat{f * g}=\widehat{f} \widehat{g}$. Hence $\widehat{f * g} \in \mathcal{S}$, and by the inversion theorem (Theorem 2 in the preceding section), $f * g \in \mathbf{S}$. Using the operator $\mathcal{F}$ such that $\mathcal{F}(f)=\widehat{f}$ and the operator $B$ such that $(B f)(x)=f(-x)$, we have

$$
\begin{aligned}
\widehat{f} * \widehat{g} & =\mathcal{F}^{-1} \mathcal{F}(\widehat{f} * \widehat{g})=\mathcal{F}^{-1}\left(\mathcal{F}^{2} f \cdot \mathcal{F}^{2} g\right) \\
& =\mathcal{F}^{-1}(B f \cdot B g)=\mathcal{F}^{-1} B(f g)=\mathcal{F}^{-1} \mathcal{F}^{2}(f g)=\widehat{f g}
\end{aligned}
$$

Lemma 2. If $f \in L^{1}\left(\mathbb{R}^{n}\right)$ and $\phi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$, then $f * \phi \in C^{\infty}\left(\mathbb{R}^{n}\right)$.

Proof. By the theorem in Section 5.5, page 271,

$$
D^{\alpha}(T * \phi)=T * D^{\alpha} \phi \quad\left(T \in \mathcal{D}^{\prime}, \phi \in \mathcal{D}\right)
$$

In particular, for $f \in L^{1}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
D^{\alpha}(f * \phi)=f * D^{\alpha} \phi \tag{1}
\end{equation*}
$$

(Recall that the definition of convolution involving distributions was made to conform to the ordinary convolution if the distribution arises from a function.) Now $f * g$ is continuous for any continuous $g$ with compact support, as is easily seen from writing

$$
(f * g)(x)-(f * g)(y)=\int f(u)[g(x-u)-g(y-u)] d u
$$

Applying this to the right side of Equation (1), we see that $D^{\alpha}(f * g)$ is continuous for every multi-index $\alpha$.

The Lebesgue space $L^{p}\left(\mathbb{R}^{n}\right)$, where $1 \leqslant p<\infty$, has as elements all measurable functions $f$ such that $|f|^{p} \in L^{1}\left(\mathbb{R}^{n}\right)$. The norm is $\|f\|_{p}=\left\||f|^{p}\right\|_{1}^{1 / p}$. Further information about these spaces is found in Section 8.7, pages 409ff.

Lemma 3. The translation operator $E_{x}$ has the following continuity property: If $1 \leqslant p<\infty$ and $f \in L^{p}\left(\mathbb{R}^{n}\right)$, then the mapping $x \longmapsto E_{x} f$ is continuous from $\mathbb{R}^{n}$ to $L^{p}\left(\mathbb{R}^{n}\right)$.

Proof. The continuous functions with compact support form a dense set in $L^{p}$, if $1 \leqslant p<\infty$. Hence, if $\varepsilon>0$, then there exists such a continuous function $h$ for which $\|f-h\|_{p} \leqslant \varepsilon$. Let the support of $h$ be contained in the ball $B_{r}$ of radius $r$ centered at 0 . By the uniform continuity of $h$ there is a $\delta>0$ such that

$$
|x-y|<\delta \quad \Longrightarrow \quad|h(x)-h(y)|<\varepsilon
$$

There is no loss of generality in supposing that $\delta<r$. If $|x-y|<\delta$, then

$$
\left\|E_{x} h-E_{y} h\right\|_{p}^{p}=\int|h(z-x)-h(z-y)|^{p} d z \leqslant \varepsilon^{p} \operatorname{vol}\left(B_{2 r}\right) \leqslant \varepsilon^{p}(4 r)^{n}
$$

From the triangle inequality it follows that

$$
\begin{aligned}
\left\|E_{x} f-E_{y} f\right\|_{p} & \leqslant\left\|E_{x} f-E_{x} h\right\|_{p}+\left\|E_{x} h-E_{y} h\right\|_{p}+\left\|E_{y} h-E_{y} f\right\|_{p} \\
& =\left\|E_{x}(f-h)\right\|_{p}+\left\|E_{x} h-E_{y} h\right\|_{p}+\left\|E_{y}(h-f)\right\|_{p} \\
& \leqslant\|f-h\|_{p}+\varepsilon(4 r)^{n / p}+\|h-f\|_{p} \\
& \leqslant 2 \varepsilon+\varepsilon(4 r)^{n / p}
\end{aligned}
$$

In the next result we use a function $\rho \in \mathcal{D}$ such that $\rho \geqslant 0$ and $\int \rho=1$. This is a "mollifier." Then $\rho_{k}$ is defined by $\rho_{k}(x)=k^{n} \rho(k x)$, for $k=1,2, \ldots$

Theorem 1. If $f \in L^{1}\left(\mathbb{R}^{n}\right)$, then $f * \rho_{k} \rightarrow f$ in the metric of $L^{1}\left(\mathbb{R}^{n}\right)$. Furthermore, $f * \rho_{k} \in C^{\infty}\left(\mathbb{R}^{n}\right)$.

Proof. Since $\int \rho_{k}=1$,

$$
\left(f * \rho_{k}\right)(x)-f(x)=\int[f(x-z)-f(x)] \rho_{k}(z) d z
$$

Hence by Fubini's Theorem (Chapter 8, page 426)

$$
\begin{aligned}
\int\left|f * \rho_{k}-f\right| & \leqslant \iint|f(x-z)-f(x)| \rho_{k}(z) d z d x \\
& =\iint|f(x-z)-f(x)| d x \rho_{k}(z) d z \\
& =\int\left\|E_{z} f-f\right\|_{1} \rho_{k}(z) d z
\end{aligned}
$$

Here we need Lemma 3: If $f \in L^{1}\left(\mathbb{R}^{n}\right)$ and $\varepsilon>0$, then there is a $\delta>0$ such that $\left\|E_{z} f-f\right\|_{1} \leqslant \varepsilon$ whenever $|z| \leqslant \delta$. If $\rho(x)=0$ when $|x|>r$, then $\rho_{k}(x)=0$ when $|x|>r / k$. Hence when $r / k \leqslant \delta$ we will have $\left\|f * \rho_{k}-f\right\|_{1} \leqslant \varepsilon$. Lemma 2 shows that $f * \rho_{k} \in C^{\infty}\left(\mathbb{R}^{n}\right)$.

Theorem 2. The space of test functions $\mathcal{D}\left(\mathbb{R}^{n}\right)$ is a dense subspace of $L^{1}\left(\mathbb{R}^{n}\right)$.

Proof. Let $f \in L^{1}\left(\mathbb{R}^{n}\right)$, and let $\varepsilon>0$. We wish to find an element of $\mathcal{D}\left(R^{n}\right)$ within distance $\varepsilon$ of $f$. The function $f * \rho_{k}$ from the preceding theorem would be a candidate, but it need not have compact support. So, we do the natural thing, which is to define

$$
f_{m}(x)= \begin{cases}f(x) & \text { if }|x| \leqslant m \\ 0 & \text { elsewhere }\end{cases}
$$

Then $f_{m}(x) \rightarrow f(x)$ pointwise, and the Dominated Convergence Theorem (page 406) gives us $\int\left|f_{m}\right| \rightarrow \int|f|$. Consequently, we can select an integer $m$ such that $\|f\|_{1}-\left\|f_{m}\right\|_{1}<\varepsilon / 2$. Then

$$
\int_{|x|>m}|f(x)| d x<\varepsilon / 2
$$

Now select a "mollifier" $\rho$; i.e., $\rho$ is a nonnegative test function such that $\int \rho=1$. As usual, let $\rho_{k}(x)=k^{n} \rho(k x)$. By Theorem 1 , there is an index $k$ such that $\left\|f_{m} * \rho_{k}-f_{m}\right\|_{1}<\varepsilon / 2$. Hence

$$
\left\|f_{m} * \rho_{k}-f\right\|_{1} \leqslant\left\|f_{m} * \rho_{k}-f_{m}\right\|_{1}+\left\|f_{m}-f\right\|_{1}<\varepsilon
$$

Observe that $f_{m} * \rho_{k}$ has compact support and belongs to $C^{\infty}\left(\mathbb{R}^{n}\right)$, by Lemma 2. Hence $f_{m} * \rho_{k}$ is in $\mathcal{D}$.

Plancherel's Theorem. The Fourier operator $\mathcal{F}$ defined originally on $\boldsymbol{S}\left(\mathbb{R}^{n}\right)$ has a unique continuous extension defined on $L^{2}\left(\mathbb{R}^{n}\right)$, and this extended operator is an isometry of $L^{2}\left(\mathbb{R}^{n}\right)$ onto $L^{2}\left(\mathbb{R}^{n}\right)$.

Proof. For two functions in $\boldsymbol{S}$ we have the Parseval formula:

$$
\langle f, g\rangle=\langle\widehat{f}, \widehat{g}\rangle \quad \text { or } \quad \int f \bar{g}=\int \widehat{f} \overline{\hat{g}}
$$

This is proved with the following calculation, in which the inversion theorem is used:

$$
\begin{aligned}
\langle\widehat{f}, \widehat{g}\rangle & =\int \hat{f}(y) \overline{\hat{g}(y)} d y=\iint f(x) e^{-2 \pi i x y} \overline{\hat{g}(y)} d x d y \\
& =\int f(x) \int \overline{e^{2 \pi i x y} \hat{g}(y)} d y d x=\int f(x) \overline{g(x)} d x
\end{aligned}
$$

This leads to the isometry property for functions in $\boldsymbol{S}$ :

$$
\|f\|_{2}^{2}=\int f \bar{f}=\int \hat{f} \overline{\hat{f}}=\|\hat{f}\|_{2}^{2}
$$

Since $\boldsymbol{S}$ is dense in $L^{2}\left(\mathbb{R}^{n}\right)$ (Problem 4), $\mathcal{F}$ has a unique continuous extension with the same bound, $\|\mathcal{F}\| \leqslant 1$ (Problem 6). It is then easily seen that the extension is also an isometry (Problem 7).

The extension of $\mathcal{F}$ referred to in this theorem is sometimes called the Fourier-Plancherel transform. One must not assume that the usual formula for $\widehat{f}$ can be used for $f \in L^{2}\left(\mathbb{R}^{n}\right)$, because the integrand in the usual formula

$$
\widehat{f}(x)=\int f(y) e^{-2 \pi i x y} d y
$$

need not be integrable (i.e., in $L^{1}$ ). However, $f$ is an $L^{2}$ limit of $L^{1}$ functions, because $L^{1}\left(\mathbb{R}^{n}\right)$ is a dense subset of $L^{2}\left(\mathbb{R}^{n}\right)$. For example, we can use this sequence:

$$
f_{m}(x)= \begin{cases}f(x) & \text { if }|x| \leqslant m \\ 0 & \text { if }|x|>m\end{cases}
$$

Since $f$ belongs to $L^{2}, f_{m}$ belongs to $L^{1}$. Indeed, letting $X_{m}$ be the characteristic function of the ball $\{x:|x| \leqslant m\}$, we have by the Cauchy-Schwarz inequality

$$
\left\|f_{m}\right\|_{1}=\int|f(x)| \boldsymbol{X}_{m}(x) d x \leqslant\|f\|_{2}\left\|X_{m}\right\|_{2}
$$

The sequence $\left[f_{m}\right]$ converges to $f$ in the metric of $L^{2}$ because

$$
\left\|f-f_{m}\right\|_{2}^{2}=\int\left|f(x)-f_{m}(x)\right|^{2} d x=\int_{|x|>m}|f(x)|^{2} d x \rightarrow 0
$$

It now follows that $\widehat{f}=\lim \widehat{f}_{m}$, the limit being taken in the $L^{2}$ sense. This state of affairs is often expressed by writing

$$
\widehat{f}(y)=\underset{m \rightarrow \infty}{\text { L.I.M. }} \int_{|x| \leqslant m} f(x) e^{-2 \pi i x y} d y
$$

In this equation, L.I.M. stands for "limit in the mean," and this refers to a limit in the space $L^{2}$.

Another procedure for generating a sequence that converges to $\widehat{f}$ in $L^{2}$ is to select an orthonormal basis $\left[u_{n}\right]$ for $L^{2}$, to express $f$ in terms of the basis, and to take Fourier transforms:

$$
\begin{aligned}
& f=\sum_{m=0}^{\infty}\left(f, u_{m}\right) u_{m} \\
& \widehat{f}=\sum_{m=0}^{\infty}\left(f, u_{m}\right) \widehat{u_{m}}
\end{aligned}
$$

This manipulation is justified by the linearity and continuity of the Fourier transform operator acting on $L^{2}$. In order to be practical, this formula must employ an orthonormal basis of functions whose Fourier transforms are known.

An example in $\mathbb{R}$ is given by the Hermite functions $h_{m}$ of Problem 12. They form an orthogonal basis for $L^{2}(\mathbb{R})$. The functions $H_{m}=h_{m} /\left\|h_{m}\right\|$ provide an orthonormal basis, and by Problem 12,

$$
\widehat{f}=\sum_{m=0}^{\infty}\left\langle f, H_{m}\right\rangle \widehat{H_{m}}=\sum_{m=0}^{\infty}\left\langle f, H_{m}\right\rangle(-i)^{m} H_{m}
$$

Having seen that the Fourier operator $\mathcal{F}$ is continuous from $L^{2}\left(\mathbb{R}^{n}\right)$ to $L^{2}\left(\mathbb{R}^{2}\right)$ and from $L^{1}\left(\mathbb{R}^{n}\right)$ to $L^{\infty}\left(\mathbb{R}^{n}\right)$, one might ask whether it is continuous from $L^{p}\left(\mathbb{R}^{n}\right)$ to $L^{q}\left(\mathbb{R}^{n}\right)$ in general, when $\frac{1}{p}+\frac{1}{q}=1$. The answer is "Yes" if $p \leqslant q$. We quote without proof the Hausdorff-Young Theorem: If $1 \leqslant p \leqslant 2$, and if $\frac{1}{p}+\frac{1}{q}=1$, then the Fourier operator is continuous from $L^{p}\left(\mathbb{R}^{n}\right)$ to $L^{q}\left(\mathbb{R}^{n}\right)$, and its norm is not greater than 1. For further information, consult [RS] and [SW]. The exact value of the norm has been established by Beckner (Bec].

## Problems 6.4

1. In Lemma 2, can we conclude that $f * g$ belongs to $C_{0}\left(\mathbb{R}^{n}\right)$ ?
2. Explain why Lemma 3 is not true for the space $L^{\infty}\left(\mathbb{R}^{n}\right)$.
3. Prove that $S \subset L^{2}\left(\mathbb{R}^{n}\right)$.
4. Prove that $S$ is dense in $L^{2}\left(\mathbb{R}^{n}\right)$.
5. Prove that if $f, g \in \boldsymbol{S}$, then $\int f \bar{g}=\int \hat{f} \overline{\bar{g}}$.
6. Prove this theorem: Let $Y$ be a dense subspace of a normed linear space $X$. Let $A \in$ $\mathcal{L}(Y, Z)$, where $Z$ is a Banach space. Then there is a unique $\bar{A} \in \mathcal{L}(X, Z)$ such that $\bar{A} \mid Y=A$ and $\|\bar{A}\|=\|A\|$. Suggestions: If $x \in X$, then there is a sequence $y_{k} \in Y$ such that $y_{k} \rightarrow x$. Put $\bar{A} x=\lim A y_{k}$. Show that the limit exists and is independent of the sequence $y_{k}$.
7. In the situation of Problem 6, show that if $A$ is an isometry, then so is $\bar{A}$.
8. Show that neither of the inclusions $L^{1}\left(\mathbb{R}^{n}\right) \subset L^{2}\left(\mathbb{R}^{n}\right), L^{2}\left(\mathbb{R}^{n}\right) \subset L^{1}\left(\mathbb{R}^{n}\right)$ is valid.
9. Find an element of $L^{2}(\mathbb{R}) \backslash L^{1}(\mathbb{R})$ and compute its Fourier-Plancherel transform.
10. Prove that the Fourier transform of the function

$$
f(x)= \begin{cases}e^{-a x} & x \geqslant 0 \\ 0 & x<0\end{cases}
$$

is $(2 \pi i x+a)^{-1}$. Here, $a>0$. Show that $\hat{f} \in L^{2}(\mathbb{R}) \backslash L^{1}(\mathbb{R})$.
11. Prove that the equation $\widehat{f g}=\widehat{f} * \widehat{g}$ holds for functions in $L^{2}\left(\mathbb{R}^{n}\right)$.
12. The eigenvalues of $\mathcal{F}: L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})$ are $\pm 1, \pm i$, and no others. Show that $\hat{h}_{m}=$ $(-i)^{m} h_{m}$, where $h_{m}$ is the Hermite function

$$
h_{m}(x)=\exp \left(\pi x^{2}\right) D^{m} \exp \left(-2 \pi x^{2}\right)
$$

Suggestions: Prove that $h_{m+1}(x)=h_{m}^{\prime}(x)-2 \pi x h_{m}(x)$. Then prove that $\widehat{h}_{m+1}(x)=$ $-i\left(\widehat{h}_{m}\right)^{\prime}(x)+2 \pi i x \widehat{h}_{m}(x)$. Show that the functions $(-1)^{m} h_{m}$ obey the same recurrence relation as $\widehat{h}_{m}$.
13. For $f$ and $g$ in $S$, prove that

$$
\mathcal{F}^{-1}(f g)=\left(\mathcal{F}^{-1} f\right) *\left(\mathcal{F}^{-1} g\right)
$$

Then prove this for functions in $L^{2}\left(\mathbb{R}^{n}\right)$.
14. Generalize Lemma 2 so that it applies to $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$. Can the hypotheses on $f$ be relaxed?
15. Define $f(x)=0$ for $x<1$ and $f(x)=x^{-1}$ for $x \geqslant 1$. Find $\widehat{f}$. Useful reference: Chapter 5 in (AS).
16. Is this reasoning correct? If $f \in L^{1}$, then $\widehat{f}$ is continuous. Since $L^{1}$ is dense in $L^{2}$, the same conclusion must hold for $f \in L^{2}$.
17. The variance of a function $f$ is defined to be $\|u f\| /\|f\|$, where $u(x)=x$. Prove this version of the Uncertainty Principle: The product of the variances of $f$ and $\widehat{f}$ cannot be less than $1 /(4 \pi)$.

### 6.5 Applications of the Fourier Transform

We will give some representative examples to show how the Fourier transform can be used to solve differential equations and integral equations. Then, an application to multi-variate interpolation will be presented. These are what might be called direct applications, as contrasted with applications to other branches of abstract mathematics.
Example 1. Let $n=1$ and $D=\frac{d}{d x}$. If $P$ is a polynomial, say $P(\lambda)=\sum_{j=0}^{m} c_{j} \lambda^{j}$, then $P(D)$ is a linear differential operator with constant coefficients:

$$
\begin{equation*}
P(D)=\sum_{j=0}^{m} c_{j} D^{j}=\sum_{j=0}^{m} c_{j}(2 \pi i)^{j}\left(\frac{D}{2 \pi i}\right)^{j} \tag{1}
\end{equation*}
$$

Consider the ordinary differential equation

$$
\begin{equation*}
P(D) u=g \quad-\infty<x<\infty \tag{2}
\end{equation*}
$$

in which $g$ is given and is assumed to be an element of $L^{1}(\mathbb{R})$. Apply the Fourier transform $\mathcal{F}$ to both sides of Equation (2). Then use Theorem 1 of Section 6.2 (page 296), which asserts that if $u \in \mathcal{S}$, then

$$
\begin{equation*}
\mathcal{F}[P(D) u]=P^{+} \mathcal{F}(u) \tag{3}
\end{equation*}
$$

where $P^{+}(x)=P(2 \pi i x)$. The transformed version of Equation (2) is therefore

$$
\begin{equation*}
P^{+} \mathcal{F}(u)=\mathcal{F}(g) \tag{4}
\end{equation*}
$$

The solution of Equation (4) is

$$
\begin{equation*}
\mathcal{F}(u)=\mathcal{F}(g) / P^{+} \tag{5}
\end{equation*}
$$

The function $u$ is recovered by taking the inverse transformation, if it exists:

$$
\begin{equation*}
u=\mathcal{F}^{-1}\left[\mathcal{F}(g) / P^{+}\right] \tag{6}
\end{equation*}
$$

Theorem 4 in Section 6.1, page 291, states that

$$
\begin{equation*}
\mathcal{F}(\phi * \psi)=\mathcal{F}(\phi) \cdot \mathcal{F}(\psi) \tag{7}
\end{equation*}
$$

An equivalent formulation, in terms of $\mathcal{F}^{-1}$, is

$$
\begin{equation*}
\phi * \psi=\mathcal{F}^{-1}[\mathcal{F}(\phi) \cdot \mathcal{F}(\psi)] \tag{8}
\end{equation*}
$$

If $h$ is a function such that $\widehat{h}=1 / P^{+}$, then Equations (6) and (8) yield

$$
\begin{equation*}
u=\mathcal{F}^{-1}\left[\frac{\widehat{g}}{P^{+}}\right]=\mathcal{F}^{-1}[\widehat{g} \widehat{h}]=g * h \tag{9}
\end{equation*}
$$

In detail,

$$
\begin{equation*}
u(x)=\int_{-\infty}^{\infty} g(y) h(x-y) d y \tag{10}
\end{equation*}
$$

The function $h$ must be obtained by the equation $h=\mathcal{F}^{-1}\left(1 / P^{+}\right)$.
Example 2. This is a concrete case of Example 1, namely

$$
\begin{equation*}
u^{\prime}(x)+b u(x)=e^{-|x|} \quad(b>0, \quad b \neq 1) \tag{11}
\end{equation*}
$$

The Fourier transform of the function $g(x)=e^{-|x|}$ is $\widehat{g}(t)=2 /\left(1+4 \pi^{2} t^{2}\right)$ (Problem 5 of Section 6.3, page 304). Hence the Fourier transform of Equation (11) is

$$
2 \pi i t \widehat{u}(t)+b \widehat{u}(t)=2 /\left(1+4 \pi^{2} t^{2}\right)
$$

Solving for $\hat{u}$, we have

$$
\widehat{u}(t)=\frac{2}{\left(1+4 \pi^{2} t^{2}\right)(b+2 \pi i t)}
$$

By the Inversion Theorem,

$$
u(t)=\int_{-\infty}^{\infty} \frac{2 e^{2 \pi i x t} d x}{\left(1+4 \pi^{2} x^{2}\right)(b+2 \pi i x)}
$$

To simplify this, substitute $z=2 \pi x$, to obtain

$$
u(t)=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{e^{i t z} d z}{\left(1+z^{2}\right)(b+i z)}
$$

The integrand, call it $f(z)$, has poles at $z=+i,-i$, and $i b$. In order to evaluate this integral, we use the residue calculus, as outlined at the end of this section. Let the complex variable be expressed as $z=x+i y$. Then

$$
\left|e^{i t z}\right|=\left|e^{i t(x+i y)}\right|=\left|e^{-t y+i t x}\right|=e^{-t y}
$$

For $t>0$ we see that

$$
\lim _{r \rightarrow \infty} \sup \{|z f(z)|:|z|=r, \operatorname{Im}(z) \geqslant 0\}=0
$$

Hence by Theorem 4 at the end of this section,

$$
\int_{-\infty}^{\infty} f(z) d z=2 \pi i \times(\text { residue at } i+\text { residue at } i b)
$$

By partial fraction decomposition we obtain

$$
f(z)=e^{i t z}\left[\frac{(2 i b-2 i)^{-1}}{z-i}-\frac{(2 i b+2 i)^{-1}}{z+i}+\frac{\left(i-i b^{2}\right)^{-1}}{z-i b}\right]
$$

Hence the residues at $i,-i$, and $i b$ are respectively

$$
\frac{e^{-t}}{2 i(b-1)} \quad \frac{-e^{t}}{2 i(b+1)} \quad \frac{e^{-b t}}{i\left(1-b^{2}\right)}
$$

Thus for $t>0$,

$$
\begin{aligned}
u(t) & =\pi^{-1} 2 \pi i\left[\frac{e^{-t}}{2 i(b-1)}+\frac{e^{-b t}}{i\left(1-b^{2}\right)}\right] \\
& =\frac{e^{-t}}{b-1}+\frac{2 e^{-b t}}{1-b^{2}}
\end{aligned}
$$

Similarly, for $t<0$,

$$
u(t)=\frac{-e^{t}}{1+b}
$$

Example 3. Consider the integral equation

$$
\int_{-\infty}^{\infty} k(x-s) u(s) d s=g(x)
$$

in which $k$ and $g$ are given, and $u$ is an unknown function. We can write

$$
u * k=g
$$

After taking Fourier transforms and using Theorem 4 in Section 6.1 (page 290) we have

$$
\widehat{u} \widehat{k}=\widehat{g}
$$

whence $\hat{u}=\widehat{g} / \widehat{k}$ and $\boldsymbol{u}=\mathcal{F}^{-1}(\hat{g} / \widehat{k})$.
For a concrete case, contemplate this integral equation:

$$
\int_{-\infty}^{\infty} e^{-|x-s|} u(s) d s=e^{-x^{2} / 2}
$$

Here, the functions $k$ and $g$ in the above discussion are

$$
k(x)=e^{-|x|} \quad g(x)=e^{-x^{2} / 2}
$$

From Problems 6.3.5 and 6.3.8 (page 304), we have these Fourier transforms:

$$
\widehat{k}(x)=\frac{2}{\left(1+4 \pi^{2} x^{2}\right)} \quad \widehat{g}(x)=(2 \pi)^{1 / 2} e^{-2 \pi^{2} x^{2}}
$$

(It turns out that we do not require $\hat{g}$.) Hence

$$
\widehat{u}(x)=\widehat{g}(x) / \widehat{k}(x)=\widehat{g}(x)\left(1+4 \pi^{2} x^{2}\right) / 2
$$

To take the inverse transform, use the principle in Theorem 1 of Section 6.2 (page 296) that $\widehat{P(D) g}=P^{+} \cdot \widehat{g}$. We let $P(x)=\left(1-x^{2}\right) / 2$, so that $P^{+}(x)=$ $P(2 \pi i x)=\left(1+4 \pi^{2} x^{2}\right) / 2$. Then

$$
\widehat{u}=P^{+} \widehat{g}=\widehat{P(D) g}
$$

The inverse transform then gives us

$$
u(x)=[P(D) g](x)=\frac{1}{2}\left(g-g^{\prime \prime}\right)(x)=\frac{1}{2} e^{-x^{2} / 2}\left(2-x^{2}\right)
$$

As another example of applications of the Fourier transform, we consider a problem of multi-variate interpolation. First, what is meant by "multi-variate interpolation"? Let us work, as usual, in $\mathbb{R}^{n}$. Suppose that at a finite set of points called "nodes" we have data, interpreted as the values of some unknown function. We will assume that the nodes are all different from one another. Since we will not need the components of the nodes, we can use the notation $x_{1}, x_{2}, \ldots, x_{m}$ for the set of nodes. Let the corresponding data values be real numbers $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}$. We seek now an "interpolating" function for this information. That will be some nice, smooth function that is defined everywhere and takes the values $\lambda_{i}$ at the nodes $x_{i}$. (Polynomials are not recommended for this task.) One way of obtaining a simple interpolating function is to start with a suitable function $f$, and use linear combinations of its translates to do the job. Thus, we will try to accomplish the interpolation with a function of the form

$$
x \longmapsto \sum_{j=1}^{m} c_{j} f\left(x-x_{j}\right)
$$

When the interpolation conditions are imposed, we arrive at the equations

$$
\sum_{j=1}^{m} c_{j} f\left(x_{i}-x_{j}\right)=\lambda_{i} \quad(1 \leqslant i \leqslant m)
$$

This is a system of $m$ linear equations in the $m$ unknowns $c_{j}$. How can we be sure that the system has a solution? Since we want to be able to solve this problem for any $\lambda_{i}$, we must have a nonsingular coefficient matrix. This can be called the "interpolation matrix"; it is the matrix $A_{i j}=f\left(x_{i}-x_{j}\right)$. A striking theorem gives us an immense class of useful functions $f$ to play the role described above.

Theorem 1. If $f$ is the Fourier transform of a positive function in $L^{1}\left(\mathbb{R}^{n}\right)$, then for any finite set of points $x_{1}, x_{2}, \ldots, x_{m}$ in $\mathbb{R}^{n}$ the matrix having elements $f\left(x_{i}-x_{j}\right)$ will be positive definite (and hence nonsingular).

Proof. Let $f=\hat{g}$, where $g \in L^{1}\left(\mathbb{R}^{n}\right)$ and $g(x)>0$ everywhere. The interpolation matrix in question must be shown to be positive definite. This means that $u^{*} A u>0$ for all nonzero vectors $u$ in $\mathbb{C}^{m}$. We undertake a calculation of this quadratic form:

$$
\begin{aligned}
u^{*} A u & =\sum_{k=1}^{m} \sum_{j=1}^{m} \bar{u}_{k} A_{k j} u_{j}=\sum \sum \bar{u}_{k} u_{j} f\left(x_{k}-x_{j}\right) \\
& =\sum \sum \bar{u}_{k} u_{j} \int_{\mathbb{R}^{n}} g(y) e^{-2 \pi i y\left(x_{k}-x_{j}\right)} d y \\
& =\int_{\mathbb{R}^{n}} g(y) \sum \bar{u}_{k} e^{-2 \pi i y x_{k}} \sum u_{j} e^{2 \pi i y x_{j}} d y \\
& =\int_{\mathbb{R}^{n}} g(y)|h(y)|^{2} d y \geqslant 0
\end{aligned}
$$

Here we have written

$$
h(y)=\sum_{j=1}^{m} u_{j} e^{2 \pi i y x_{j}} \quad\left(y \in \mathbb{R}^{n}\right)
$$

So far, we have proved only that the interpolation matrix $A$ is nonnegative definite. How can we conclude that the final integral above is positive? It will suffice to establish that the functions $y \longmapsto e^{2 \pi i y x_{j}}$ form a linearly independent set, for in our computation, the vector $u$ was not zero. Once we have the linear independence, it will follow that $|h(y)|^{2}$ is positive somewhere in $\mathbb{R}^{n}$, and by continuity will be positive on an open set. Since $g$ is positive everywhere, the final integral above would have to be positive. The linear independence is proved separately in two lemmas.

Lemma 1. Let $\lambda_{1}, \ldots, \lambda_{m}$ be $m$ distinct complex numbers, and let $c_{1}, \ldots, c_{m}$ be complex numbers. If $\sum_{j=1}^{m} c_{j} e^{\lambda_{j} z}=0$ for all $z$ in a subset of $\mathbb{C}$ that has an accumulation point, then $\sum_{j=1}^{m}\left|c_{j}\right|=0$.

Proof. Use induction on $m$. If $m=1$, the result is obvious, because $e^{\lambda_{1} z}$ is not zero for any $z \in \mathbb{C}$. If the lemma has been established for a certain integer $m-1$, then we can prove it for $m$ as follows. Let $f(z)=\sum_{1}^{m} c_{j} e^{\lambda_{j}{ }^{z}}$, and suppose that $f\left(z_{k}\right)=0$ for some convergent sequence $\left[z_{k}\right]$. Since $f$ is an entire function, we infer that $f(z)=0$ for all $z$ in $\mathbb{C}$. (See, for example, [Ti2] page 88, or [Ru3] page 226.) Consider now the function

$$
F(z)=\frac{d}{d z}\left[e^{-\lambda_{m} z} f(z)\right]=\frac{d}{d z} \sum_{j=1}^{m} c_{j} e^{\left(\lambda_{j}-\lambda_{m}\right) z}=\sum_{j=1}^{m-1} c_{j}\left(\lambda_{j}-\lambda_{m}\right) e^{\left(\lambda_{j}-\lambda_{m}\right) z}
$$

Since $f=0$, we have $F=0$. By the induction hypothesis, $c_{j}\left(\lambda_{j}-\lambda_{m}\right)=0$ for $1 \leqslant j \leqslant m-1$. Since the $\lambda_{j}$ are distinct, we infer that $c_{1}:=\cdots=c_{m-1}=0$. The function $f$ then reduces to $f(z)=c_{m} e^{\lambda_{m} 2}$. Since $f=0, c_{m}=0$.

Lemma 2. Let $w_{1}, \ldots, w_{m}$ be $m$ distinct points in $\mathbb{C}^{n}$. Let $c_{1}, \ldots, c_{m}$ be complex numbers. If $\sum_{j=1}^{m} c_{j} e^{w_{j} x}=0$ for all $x$ in a nonempty open subset of $\mathbb{R}^{n}$, then $\sum_{j=1}^{m}\left|c_{j}\right|=0$.

Proof. Let $\mathcal{O}$ be an open set in $\mathbb{R}^{\boldsymbol{n}}$ having the stated property. Select $\xi \in \mathcal{O}$ such that the complex inner products $w_{j} \xi$ are all different. This is possible by the following reasoning. The condition on $\xi$ can be expressed in the form $w_{j} \xi \neq w_{k} \xi$ for $1 \leqslant j<k \leqslant m$. This, in turn, means that $\xi$ does not lie in any of the sets

$$
H_{j k}=\left\{x \in \mathbb{R}^{n}:\left(w_{j}-w_{k}\right) x=0\right\} \quad(1 \leqslant j<k \leqslant m)
$$

Each set $H_{j k}$ is the intersection of two hyperplanes in $\mathbb{R}^{\boldsymbol{n}}$. (See Problem 4.) Hence each $H_{j k}$ is a set of Lebesgue measure 0 in $\mathbb{R}^{n}$, and the same is true of any countable union of such sets. The finite family of sets $H_{j k}$ therefore cannot cover the open set $\mathcal{O}$, which must have positive measure. Now define, for $t \in \mathbb{C}$, the function $f(t)=\sum_{1}^{m} c_{j} e^{\left(w_{j} \xi\right) t}$. Since $\xi \in \mathcal{O}$, our hypothesis gives us $f(1)=0$. Let $U$ be a neighborhood of 1 in $\mathbb{C}$ such that $t \xi \in \mathcal{O}$ when $t \in U$. Since $f(t)=0$ on $U$, Leınma 1 shows that $\sum_{j=1}^{m}\left|c_{j}\right|=0$.

More information on the topic of interpolation can be found in the textbook [CL]. Functions of the type $f$, as in Theorem 1, are said to be "strictly positive definite on $\mathbb{R}^{n}$." They are often used in neural networks, in the "hidden layers," where most of the heavy computing is done.

The remainder of this section is devoted to a review of the residue calculus. This group of techniques is often needed in evaluating the integrals that arise in inverting the Fourier transform.

Theorem 2. Laurent's Theorem. Let $f$ be a function that is analytic inside and on a circle $C$ in the complex plane, except for having an isolated singularity at the center $\zeta$. Then at each point inside $C$ with the exception of $\zeta$ we have

$$
f(z)=\sum_{n=-\infty}^{\infty} c_{n}(z-\zeta)^{n} \quad c_{n}=\frac{1}{2 \pi i} \int_{C} \frac{f(z) d z}{(z-\zeta)^{n+1}}
$$

The coefficient $c_{-1}$ is called the residue of $f$ at $\zeta$. By Laurent's theorem, the residue is also given by

$$
\begin{equation*}
c_{-1}=\frac{1}{2 \pi i} \int_{C} f(z) d z \tag{12}
\end{equation*}
$$

Example 4. The integral $\int_{C} e^{z} / z^{4} d z$, where $C$ is the unit circle, can be computed with the principle in Equation (12). Indeed, the given integral is $2 \pi i$ times the residue of $e^{z} / z^{4}$ at 0 . Since

$$
\begin{aligned}
e^{z} / z^{4} & =\left(1+z+\frac{z^{2}}{2!}+\frac{z^{3}}{3!}+\cdots\right) / z^{4} \\
& =z^{-4}+z^{-3}+\frac{1}{2} z^{-2}+\frac{1}{6} z^{-1}+\cdots
\end{aligned}
$$

we see that the residue is $\frac{1}{6}$ and the integral is $\frac{1}{3} \pi i$.
Theorem 3 The Residue Theorem. Let $C$ be a simple closed curve inside of which $f$ is analytic with the exception of isolated singularities at the points $\zeta_{1}, \ldots, \zeta_{m}$. Then $\frac{1}{2 \pi i} \int_{C} f(z) d z$ is the sum of the residues of $f$ at $\zeta_{1}, \ldots, \zeta_{m}$.

Proof. Draw mutually disjoint circles $C_{1}, \ldots, C_{m}$ around the singularities and contained within $C$. The integral around the path shown in the figure is zero, by Cauchy's integral theorem. (Figure 6.1a depicts the case $m=2$.) Therefore,

$$
0=\int_{C} f(z) d z-\int_{C_{1}} f(z) d z-\cdots-\int_{C_{m}} f(z) d z
$$

In this equation, divide by $2 \pi i$ and note that the negative terms are the residues of $f$ at $\zeta_{1}, \ldots, \zeta_{m}$.


Figure 6.1
Example 5. Let us compute $\int_{C} \frac{d z}{z^{2}+1}$, where $C$ is the circle described by $|z-i|=1$. By the preceding theorem, the integral is $2 \pi i$ times the sum of the residues inside $C$. We have

$$
f(z)=\frac{1}{z^{2}+1}=\frac{1}{(z+i)(z-i)}=\frac{i / 2}{z+i}-\frac{i / 2}{z-i}
$$

The residue at $i$ is therefore $-i / 2$, and the value of the integral is $\pi$.
Example 6. Let us compute the integral in Example 5 when $C$ is the circle $|z-i|=3$. This circle is large enough to enclose both singularities. The residue at $-i$ is $i / 2$, and the sum of the residues is 0 . The integral is therefore 0 . (This illustrates the next theorem.)

Theorem 4. If $f$ is a proper rational function and if the curve $C$ encloses all the poles of $f$, then $\int_{C} f(z) d z=0$.

Proof. Write $f=p / q$, where $p$ and $q$ are polynomials. Since $f$ is proper, the degree of $p$ is less than that of $q$. Hence the point at $\infty$ is not a singularity of $f$. Now, $C$ is the boundary of one region containing the poles, and it is also the boundary of the complementary region in which $f$ is analytic. Hence $\int_{C} f(z) d z=0$.

Theorem 5. Let $f$ be analytic in the closed upper half-plane with the exception of a finite number of poles, none of which are on the real axis. Define

$$
M_{r} \equiv \sup \{|z f(z)|:|z|=r, \mathcal{I}(z) \geqslant 0\}
$$

If $M_{r}$ converges to 0 as $r \rightarrow \infty$, then $\frac{1}{2 \pi i} \int_{-\infty}^{\infty} f(z) d z$ is the sum of the residues at the poles in the upper half-plane.

Proof. Consider the region shown in Figure 6.1b, where $C$ is the semicircular arc and $r$ is chosen so large that all the poles of $f$ lying in the upper halfplane are contained in the semicircular region. On $C$ we have $z=r e^{i \theta}$ and $d z=i r e^{i \theta} d \theta$. Hence

$$
\int_{C}|f(z)| d z=\int_{0}^{\pi}\left|f\left(r e^{i \theta}\right) \cdot r\right| d \theta \leqslant \pi M_{r} \longrightarrow 0
$$

By Theorem 3,

$$
\int_{-r}^{r} f(z) d z+\int_{C} f(z) d z=2 \pi i \times(\text { sum of residues })
$$

By taking the limit as $r \rightarrow 0$, we obtain the desired result.

## Problems 6.5

1. Solve this integral equation

$$
\int_{-\infty}^{\infty} e^{-|x-s|} u(s) d s=f(x)
$$

2. Solve this integral equation

$$
\int_{-\infty}^{x} u(s) d s-\int_{x}^{\infty} u(s) d s+u(x)=f(x)
$$

3. What happens in Example 2 if $b=1$ ? Is the solution $u(t)=\sinh t$ ?
4. Prove that if $w \in \mathbb{C}^{n}$, then $w=u+i v$ for suitable points $u$ and $v$ in $\mathbb{R}^{n}$. We will write $u=\mathcal{R}(w)$ and $v=\boldsymbol{I}(v)$. Prove, then, that for $x \in \mathbb{R}^{n}$, the equation $x w=0$ holds if and only if $x \mathcal{R}(w)=0$ and $x I(w)=0$.
5. Let $g$ be analytic in a circle $C$ centered at $z_{0}$, and let $f$ be analytic in $C$ except for having a simple pole at $z_{0}$. What is the residue of $g f$ at $z_{0}$ ?
6. Prove that arbitrary data at arbitrary nodes $x_{1}, x_{2}, \ldots, x_{m}$ in $\mathbb{R}^{n}$ can be interpolated by a function of the form $x \longmapsto \sum_{k=1}^{m} c_{k} \exp \left(-\left|x-x_{k}\right|^{2}\right)$. (These are Gaussian functions.)

### 6.6 Applications to Partial Differential Equations

Example 1. The simplest case of the heat equation is

$$
\begin{equation*}
u_{x x}=u_{t} \tag{1}
\end{equation*}
$$

in which the subscripts denote partial derivatives. The distribution of heat in an infinite bar would obey this equation for $\infty<x<\infty$ and $t \geqslant 0$. A fully defined practical problem would consist of the differential equation (1) and some auxiliary conditions. To illustrate, we consider (1) with initial condition

$$
\begin{equation*}
u(x, 0)=f(x) \quad-\infty<x<\infty \tag{2}
\end{equation*}
$$

The function $f$ gives the initial temperature distribution in the rod. We define $\widehat{u}(y, t)$ to be the Fourier transform of $u$ in the space variable. Thus

$$
\widehat{u}(y, t)=\int_{-\infty}^{\infty} u(x, t) e^{-2 \pi i x y} d x
$$

Taking the Fourier transform in Equations (1) and (2) with respect to the space variable, we obtain

$$
\left\{\begin{align*}
-4 \pi^{2} y^{2} \widehat{u}(y, t) & =\widehat{u}_{t}(y, t)  \tag{3}\\
\widehat{u}(y, 0) & =\widehat{f}(y)
\end{align*}\right.
$$

Here, again, we use the principle of Theorem 1 in Section 6.2, page 296: $\widehat{P(D) u}=$ $P^{+} \widehat{u}$, where $P^{+}(x)=P(2 \pi i x)$.

Equation (3) defines an initial-value problem involving a first-order linear ordinary differential equation for the function $\widehat{u}(y, \cdot)$. (The variable $y$ can be ignored, or interpreted as a parameter.) We note that $(\widehat{u})_{t}=\widehat{\left(u_{t}\right)}$. The phenomenon just observed is typical: Often, a Fourier transform will lead us from a partial differential equation to an ordinary differential equation. The solution of $(3)$ is

$$
\begin{equation*}
\widehat{u}(y, t)=\widehat{f}(y) e^{-4 \pi^{2} y^{2} t} \tag{4}
\end{equation*}
$$

Now let us think of $t$ as a parameter, and ignore it. Write Equation (4) as $\widehat{u}(y, t)=\widehat{f}(y) \widehat{G}(y, t)$, where $\widehat{G}(y, t)=e^{-4 \pi^{2} y^{2} t}$. Using the principle that $\widehat{\phi} \widehat{\psi}=$ $\widehat{\phi * \psi}$ (Theorem 4 in Section 6.1, page 291), we have

$$
\begin{equation*}
u(\cdot, t)=f(\cdot) * G(\cdot, t) \tag{5}
\end{equation*}
$$

where $G(\cdot, t)$ is the inverse transform of $y \longmapsto e^{-4 \pi^{2} y^{2} t}$. This inverse is $G(x, t)=(4 \pi t)^{-1 / 2} e^{-x^{2} /(4 t)}$, by Problem 8 of Section 6.3, page 304. Consequently,

$$
\begin{equation*}
u(x, t)=(4 \pi t)^{-1 / 2} \int_{-\infty}^{\infty} f(x-z) e^{-z^{2} /(4 t)} d z \tag{6}
\end{equation*}
$$

Example 2. We consider the problem

$$
\begin{cases}u_{x x}=u_{t} & x \geqslant 0, t \geqslant 0  \tag{7}\\ u(x, 0)=f(x), u(0, t)=0 & x \geqslant 0, t \geqslant 0\end{cases}
$$

This is a minor modification of Example 1. The bar is "semi-infinite," and one end remains constantly at temperature zero. It is clear that $f$ should have the property $f(0)=u(0,0)=0$. Suppose that we extend $f$ somehow into the interval $(-\infty, 0)$, and then use the solution of the previous example. Then at $x=0$ we have

$$
\begin{equation*}
u(0, t)=(4 \pi t)^{-\frac{1}{2}} \int_{-\infty}^{\infty} f(-z) e^{-z^{2} / 4 t} d z \tag{8}
\end{equation*}
$$

The easiest way to ensure that this will be zero (and thus satisfy the boundary condition in our problem) is to extend $f$ to be an odd function. Then the integrand in Equation (8) is odd, and $u(0, t)=0$ automatically. So we define $f(-x)=-f(x)$ for $x>0$, and then Equation (6) gives the solution for Equation (7).
Example 3. Again, we consider the heat equation with boundary conditions:

$$
\begin{cases}u_{x x}=u_{t} & x \geqslant 0, t \geqslant 0  \tag{9}\\ u(x, 0)=f(x) & u(0, t)=g(t)\end{cases}
$$

Because the differential equation is linear and homogeneous, the method of superposition can be applied. We solve two related problems, viz.,

$$
\begin{array}{rlrl}
v_{x x}=v_{t} & & v(x, 0)=f(x) & v(0, t)=0 \\
w_{x x}=w_{\imath} & w(x, 0)=0 & w(0, t)=g(t) \tag{11}
\end{array}
$$

The solution of (9) will then be $u=v+w$. The problem in (10) is solved in Example 2. In (11), we take the sine transform in the space variable, using $w^{s}$ to denote the transformed function. With the aid of Problem 1, we have

$$
2 \pi y g(t)-4 \pi^{2} y^{2} w^{S}(y, t)=w_{t}^{S}(y, t) \quad w^{S}(y, 0)=0
$$

Again this is an ordinary differential equation, linear and of the first order. Its solution is easily found to be

$$
w^{S}(y, t)=2 \pi y e^{-4 \pi^{2} y^{2} t} \int_{0}^{t} e^{4 \pi^{2} y^{2} \sigma} g(\sigma) d \sigma
$$

If $w$ is made into an odd function by setting $w(x, t)=-w(-x, t)$ when $x<0$, then we know from Problem 9 in Section 6.3 (page 304) that

$$
\widehat{w}(y, t)=-2 i w^{S}(y, t)
$$

Therefore by the Inversion Theorem (Section 6.3, page 303)

$$
w(x, t)=\int_{-\infty}^{\infty} \widehat{w}(y, t) e^{2 \pi i x y} d y
$$

or

$$
w(x, t)=-4 \pi i \int_{-\infty}^{\infty} e^{2 \pi i x y} y e^{-4 \pi^{2} y^{2} t} \int_{0}^{t} e^{4 \pi^{2} y^{2} \sigma} g(\sigma) d \sigma d y
$$

To simplify this, let $z=2 \pi y$. Then

$$
w(x, t)=\frac{-i}{\pi} \int_{-\infty}^{\infty} z e^{i x z} \int_{0}^{t} e^{-z^{2}(t-\sigma)} g(\sigma) d \sigma d z
$$

Example 4. The Helmholtz Equation is

$$
\Delta u-g u=f
$$

in which $\Delta$ is the Laplacian, $\sum_{k=1}^{n} \partial^{2} / \partial x_{k}^{2}$. The functions $f$ and $g$ are prescribed on $\mathbb{R}^{n}$, and $u$ is the unknown function of $n$ variables. We shall look at the special case when $g$ is the constant 1 . To illustrate some variety in approaching such problems, let us simply try the hypothesis that the problem can be solved with an appropriate convolution: $u=f * h$. Substitution of this form for $u$ in the differential equation leads to

$$
\Delta(f * h)-f * h=f
$$

Carrying out the differentiation under the integral that defines the convolution, we obtain

$$
f * \Delta h-f * h=f
$$

Is there a way to cancel the three occurrences of $f$ in this equation? After all, $L^{1}$ is a Banach algebra, with multiplication defined by convolution. But there are pitfalls here, since there is no unit element, and therefore there are no inverses. However, the Fourier transform converts the convolutions into ordinary products, according to Theorem 4 in Section 6.1 (page 291):

$$
(\widehat{f})(\Delta h)^{\wedge}-\widehat{f} \hat{h}=\widehat{f}
$$

From this equation cancel the factor $\widehat{f}$, and then express $(\Delta h)^{\wedge}$ as in Example 2 in Section 6.2 (page 297):

$$
\begin{gathered}
-4 \pi^{2}|x|^{2} \widehat{h}(x)-\widehat{h}(x)=1 \\
\widehat{h}(x)=\frac{-1}{1+4 \pi^{2}|x|^{2}}
\end{gathered}
$$

The formula for $h$ itself is obtained by use of the inverse Fourier transform, which leads to

$$
h(x)=\pi^{n / 2} \int_{0}^{\infty} t^{-n / 2} \exp \left(-t-|\pi x|^{2} / t\right) d t
$$

The calculation leading to this is given in [Ev], page 187. In that reference, a different definition of the Fourier transform is used, and Problem 6.1.24, page 293, can be helpful in transferring results among different systems.

## Problems 6.6

1. Define the Sine Transform by the equation

$$
f^{S}(t)=\int_{0}^{\infty} f(x) \sin 2 \pi x t d x
$$

Show that $\left(f^{\prime \prime}\right)^{S}(t)=2 \pi t f(0)-4 \pi^{2} t^{2} f^{S}(t)$. (Two integrations by parts are needed, in addition to the assumption that $f \in L^{1}$.)
2. Define the Cosine Transform by the equation

$$
f^{C}(t)=\int_{0}^{\infty} f(x) \cos 2 \pi x t d x
$$

Show that $\left(f^{\prime \prime}\right)^{C}(t)=-f^{\prime}(0)-4 \pi^{2} t^{2} f^{C}(t)$.
3. A function can be decomposed into odd and even parts by writing $f=f_{o}+f_{e}$, in which

$$
f_{o}(x)=\frac{1}{2} f(x)-\frac{1}{2} f(-x) \quad f_{e}(x)=\frac{1}{2} f(x)+\frac{1}{2} f(-x)
$$

Show that $\hat{f}=2 f_{e}^{C}-2 i f_{o}^{S}$.
4. If $w^{S}$ is the sine transform in the first variable in the function $(x, t) \longmapsto w(x, t)$, what is the difference between $\left(w^{S}\right)_{t}$ and $\left(w_{t}\right)^{S}$ ?
5. Define a scaling operator by the equation $\left(S_{\lambda} f\right)(x)=f(\lambda x)$. Prove that $D^{\alpha} \circ S_{\lambda}=$ $\lambda^{|\alpha|} S_{\lambda} \circ D^{\alpha}$.
6. If the problem $\Delta u-u=f$ is solved by the formula $u=f * h$, for a certain function $h$, how can we solve the problem $\Delta u-c^{2} u=f$, assuming $c>0$ ?

### 6.7 Tempered Distributions

Let, us recall the definitions of two important spaces. The space $\mathcal{D}$, the space of "test functions," consists of all functions in $C^{\infty}\left(\mathbb{R}^{n}\right)$ that have compact support. (Of course, $\mathcal{D}$ depends on $n$, but the notation does not show this.) In $\mathcal{D}$ we define convergence by saying that $\phi_{j} \rightarrow 0$ in $\mathcal{D}$ if there is one compact set
containing the supports of all $\phi_{j}$ and if $\left(D^{\alpha} \phi_{j}\right)(x)$ converges uniformly to 0 for each multi-index $\alpha$.

The space $S$ consists of all functions $\phi$ in $C^{\infty}\left(\mathbb{R}^{n}\right)$ such that the function $P \cdot D^{\alpha} \phi$ is bounded, for all polynomials $P$ and for all multi-indices $\alpha$. In $\mathcal{S}$ we defined $\phi_{j} \rightarrow 0$ to mean that $P \cdot D^{\infty} \phi_{j}$ converges uniformly to 0 , for each $P$ and for each $\alpha$.

It is clear that $\mathcal{D} \subset \mathcal{S}$. A distribution $T$, being a continuous linear functional on $\mathcal{D}$, may or may not possess a continuous linear extension to $\mathcal{S}$. If it does possess such an extension, the distribution $T$ is said to be tempered.

Theorem 1. Every distribution having compact support is tempered.

Proof. Let $T$ be a distribution with compact support $K$. Select $\psi \in \mathcal{D}$ so that $\psi(x)=1$ for all $x$ in an open neighborhood of $K$. We extend $T$ by defining $\bar{T}(\phi)=T(\phi \psi)$ when $\phi \in \boldsymbol{S}$. Is $\bar{T}$ an extension of $T$ ? In other words, do we have $\bar{T}(\phi)=T(\phi)$ for $\phi \in \mathcal{D}$ ? An equivalent question is whether $T(\psi \phi-\phi)=0$ for $\phi \in \mathcal{D}$. We use the definition of the support of $T$ to answer this. We must verify only that the support of $(1-\psi) \phi$ is contained in $\mathbb{R}^{n} \backslash K$. This is true because $1-\psi$ is zero on a neighborhood of $K$. The linearity of $\bar{T}$ is trivial. For the continuity, suppose that $\phi_{j} \rightarrow 0$ in $\mathcal{S}$. Then for any $\alpha, D^{\alpha} \phi_{j}$ tends uniformly to 0 , and $D^{\alpha}\left(\phi_{j} \psi\right)$ tends uniformly to 0 by Leibniz's Rule. Since there is one compact set containing the supports of all $\psi \phi_{j}$, we can conclude that $\psi \phi_{j} \rightarrow 0$ in $\mathcal{D}$. By the continuity of $T, T\left(\psi \phi_{j}\right) \rightarrow 0$ and $\bar{T}\left(\phi_{j}\right) \rightarrow 0$.

If $T$ is a tempered distribution, it is customary to make no notational distinction between $T$ and its extension to $\mathcal{S}$. If $V$ is a continuous linear functional on $S$, then its restriction $V \mid \mathcal{D}$ is a distribution. Indeed, the linearity of $V \mid \mathcal{D}$ is obvious, and the continuity is verified as follows. Let $\phi_{j} \rightarrow 0$ in $\mathcal{D}$. Since there is one compact set $K$ containing the supports of all $\phi_{j}$ and since any polynomial is bounded on $K$, we see that $P(x)\left(D^{\alpha} \phi_{j}\right)(x) \rightarrow 0$ uniformly for any multi-index $\alpha$ and for any polynomial $P$. Hence $\phi_{j} \rightarrow 0$ in $\mathcal{S}$. Since $V$ is continuous, $(V \mid \mathcal{D})\left(\phi_{j}\right) \rightarrow 0$. This proves that the space $\boldsymbol{S}^{\prime}$ of all continuous linear functionals on $\boldsymbol{S}$ can be identified with the space of all tempered distributions.

Lemma. The set $\mathcal{D}\left(\mathbb{R}^{n}\right)$ is dense in the space $\mathcal{S}\left(\mathbb{R}^{n}\right)$.
Proof. Given an element $\phi$ in $\mathcal{S}$, we must construct a sequence in $\mathcal{D}$ converging to $\phi$ (in the topology of $\boldsymbol{S}$ ). For this purpose, select $\psi \in \mathcal{D}$ such that $\psi(x)=1$ whenever $|x| \leqslant 1$. For $j=1,2, \ldots$, let $\psi_{j}(x)=\psi(x / j)$. It is obvious that $\psi_{j} \phi$ belongs to $\mathcal{D}$. In order to show that these elements converge to $\phi$ in $\mathcal{S}$, we must prove that for any polynomial $P$ and any multi-index $\alpha$,

$$
\begin{equation*}
P \cdot D^{\alpha}\left(\phi-\phi \psi_{j}\right) \rightarrow 0 \text { uniformly in } \mathbb{R}^{n} \tag{1}
\end{equation*}
$$

In the following, $P$ and $\alpha$ are fixed. By the Leibniz Formula, the expression in (1) equals

$$
\begin{equation*}
P \cdot \sum_{\beta \leqslant \alpha}\binom{\alpha}{\beta} D^{\alpha-\beta} \phi \cdot D^{\beta}\left(1-\psi_{j}\right) \tag{2}
\end{equation*}
$$

Since $\phi \in \mathcal{S}$, we must have $P \cdot D^{\alpha-\beta} \phi \in \mathcal{S}$ also. Hence $|x|^{2}\left|P(x) \cdot D^{\alpha-\beta} \phi(x)\right|$ is bounded, say by $M$. This bound can be chosen to serve for all $\beta$ in the range $0 \leqslant \beta \leqslant \alpha$. Increase $M$ if necessary so that for all $\beta$ in that same range,

$$
\left|D^{\beta}\left(1-\psi_{j}\right)\right|=\left|\frac{1}{j}\right|^{|\beta|}\left|D^{\beta}(1-\psi)\right| \leqslant\left|D^{\beta}(1-\psi)\right| \leqslant\left|D^{\beta} 1\right|+\left|D^{\beta} \psi\right| \leqslant M
$$

Fix an index $j$. If $|x| \leqslant j$, then $1-\psi_{j}(x)=0$, and the expression in (2) is 0 at $x$. If $|x| \geqslant j$, then

$$
\left|P(x) \cdot D^{\alpha-\beta} \phi(x)\right| \leqslant M /|x|^{2} \leqslant M / j^{2}
$$

Also, for $|x| \geqslant j,\left|D^{\beta}\left(1-\psi_{j}\right)\right| \leqslant M$. Hence the expression in (2) has modulus no greater than

$$
\sum_{0 \leqslant \beta \leqslant \alpha}\binom{\alpha}{\beta} M j^{-2} M=c j^{-2}
$$

This establishes (1).
Theorem 2. Let $f$ be a measurable function such that $f / P \in$ $L^{1}\left(\mathbb{R}^{n}\right)$ for some polynomial $P$. Then $\tilde{f}$ is a tempered distribution.

Proof. For $\phi \in \mathcal{S}$, we have

$$
\tilde{f}(\phi)=\int_{\mathbf{R}^{n}} f(x) \phi(x) d x
$$

Suppose that $P$ is a polynomial such that $f / P \in L^{1}$. Write

$$
\tilde{f}(\phi)=\int(f / P)(P \cdot \phi)
$$

Since $\phi \in \mathcal{S}, P \phi$ is bounded, and the integral exists. If $\phi_{j} \rightarrow 0$ in $\mathcal{S}$, then $P(x) \phi_{j}(x) \rightarrow 0$ uniformly on $\mathbb{R}^{n}$, and consequently,

$$
\left|\tilde{f}\left(\phi_{j}\right)\right| \leqslant \sup _{x}\left|P(x) \phi_{j}(x)\right| \int|f / P| \rightarrow 0
$$

Definition. The Fourier transform of a tempered distribution $T$ is defined by the equation $\widehat{T}(\phi)=T(\widehat{\phi})$ for all $\phi \in \mathcal{S}$. An equivalent equation is $\widehat{T}=T \circ \mathcal{F}$, where $\mathcal{F}$ is the Fourier operator mapping $\phi$ to $\widehat{\phi}$.

Theorem 3. IfT is a tempered distribution, then so is $\widehat{T}$. Moreover, the map $T \longmapsto \widehat{T}$ is linear, injective, surjective, and continuous from $\boldsymbol{S}^{\prime}$ to $\boldsymbol{S}^{\prime}$.

Proof. The Fourier operator $\mathcal{F}$ is a continuous linear bijection from $\mathcal{S}$ onto $\boldsymbol{\mathcal { S }}$ by Theorem 3 in Section 6.3, page 303. Also, $\mathcal{F}^{-1}=\mathcal{F}^{3}$. Since $\widehat{T}=T \circ \mathcal{F}$, we see that $\widehat{T}$ is the composition of two continuous linear maps, and is therefore itself continuous and linear. Hence $\widehat{T}$ is a member of $\mathcal{S}^{\prime}$.

For the linearity of the map in question we write

$$
(a T+b U)^{\wedge}=(a T+b U) \circ \mathcal{F}=a T \circ \mathcal{F}+b U \circ \mathcal{F}=a \widehat{T}+b \widehat{U}
$$

For the injectivity, suppose $\widehat{T}=0$. Then $T \circ \mathcal{F}=0$ and $T(\phi)=0$ for all $\phi$ in the range of $\mathcal{F}$. Since $\mathcal{F}$ is surjective from $\mathcal{S}$ to $\mathcal{S}$, the range of $\mathcal{F}$ is $\mathcal{S}$. Hence $T(\phi)=0$ for all $\phi$ in $S$; i.e., $T=0$.

For the surjectivity, let $T$ be any element of $\mathcal{S}^{\prime}$. Then $T=T \circ \mathcal{F}^{4}=$ $\left(T \circ \mathcal{F}^{3}\right) \circ \mathcal{F}$. Note that $T \circ \mathcal{F}^{3}$ is in $\boldsymbol{S}^{\prime}$ by the first part of this proof.

For the continuity, let $T_{j} \in \boldsymbol{S}^{\prime}$ and $T_{j} \rightarrow 0$. This means that $T_{j}(\phi) \rightarrow 0$ for all $\phi$ in S. Consequently, $\widehat{T_{j}}(\phi)=T_{j}(\widehat{\phi}) \rightarrow 0$ and $\widehat{T}_{j} \rightarrow 0$.

Example. Since the Dirac distribution $\delta$ has compact support, it is a tempered distribution. What is its Fourier transform? We have, for any $\phi \in \boldsymbol{S}$,

$$
\widehat{\delta}(\phi)=\delta(\widehat{\phi})=\widehat{\phi}(0)=\int \phi(x) d x=\tilde{\mathrm{l}}(\phi)
$$

(Remember that the tilde denotes the distribution corresponding to a function.) Thus, $\widehat{\delta}=\widetilde{1}$.

Theorem 4. If $T$ is a tempered distribution and $P$ is a polynomial, then

$$
\widehat{P T}=P\left(\frac{-\partial}{2 \pi i}\right) \hat{T} \quad \text { and } \quad P \cdot \widehat{T}=P \widehat{\left(\frac{\partial}{2 \pi i}\right)} T
$$

Proof. For $\phi$ in $S$ we have
$\widehat{P T}(\phi)=(P T)(\widehat{\phi})=T(P \widehat{\phi})=T\left[\left(P\left(\frac{D}{2 \pi i}\right) \phi\right)^{\wedge}\right]=\widehat{T}\left(P\left(\frac{D}{2 \pi i}\right) \phi\right)=\left[P\left(\frac{-\partial}{2 \pi i}\right) \widehat{T}\right](\phi)$
We used Theorem 1 in Section 6.2, page 296, in this calculation. The other equation is left as Problem 6.

## Problems 6.7

1. Prove that every $f$ in $L^{1}\left(\mathbb{R}^{n}\right)$ is a tempered distribution.
2. Prove that every polynomial is a tempered distribution.
3. Prove that if $f$ is measurable and satisfies $|f| \leqslant|P|$ for some polynomial $P$, then $f$ is a tempered distribution.
4. Prove that the function $f$ defined by $f(x)=e^{x},(n=1)$ is not a tempered distribution. Note that $f$ is a distribution, however,
5. Let $f(x)=(|x|+1)^{-1}$. Explain how it is possible for $\widehat{f}$ to belong to $L^{2}(\mathbb{R})$ in spite of the fact that the integral $\int_{-\infty}^{\infty} f(x) e^{-2 \pi i x t} d x$ is meaningless.
6. Prove the remaining part of Theorem 4.
7. Under what circumstances is the reciprocal of a polynomial a tempered distribution?
8. Define $\delta_{a}$ by $\delta_{a}(\phi)=\phi(a)$. Compute $\widehat{\delta}_{a}$.
9. Prove that our definition of the Fourier transform of a tempered distribution is consistent with the classical Fourier transform of a function.
10. Is the function $f(x)=e^{-|x|}$ a member of $S$ ? Is $f$ a tempered distribution?
11. What flaw is there in defining $\widehat{T} \phi=T \widehat{\phi}$ for $T \in \mathcal{D}^{\prime}$ and $\phi \in \mathcal{D}$ ?
12. Find the Fourier transforms of these functions, interpreted as tempered distributions:
(a) $g(x)=x \quad(x \in \mathbb{R})$
(b) $g(x)=1 \quad\left(x \in \mathbb{R}^{n}\right)$
(c) $g(x)=x^{2} \quad\left(x \in \mathbb{R}^{n}\right)$.
13. Let $T \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$. Why can we not prove that $T$ is tempered by using the density of $\mathcal{D}$ in $\mathcal{S}$ and Problem 6.4.6 on page 309?

### 6.8 Sobolev Spaces

This section provides an introduction to Sobolev spaces. These are Banach spaces that have become essential in the study of differential equations and the numerical processes for solving them, such as the finite element method. It is therefore not surprising that the elements in these Sobolev spaces are functions possessing derivatives of certain orders. The theory relies on distribution theory and capitalizes on the fact that distributions have derivatives of all orders.

Our first step is to generalize the theory of distributions slightly by considering the domain of our test functions to be an arbitrary open set $\Omega$ in $\mathbb{R}^{n}$. Usually, $\Omega$ will remain fixed in any application of the theory. Our test functions are $C^{\infty}$ functions defined on $\Omega$ and having compact support. The support of a test function is, then, a compact subset of $\Omega$. The space of all these test functions is denoted by $\mathcal{D}(\Omega)$. Convergence in this space has the expected meaning: The assertion $\phi_{j} \rightarrow 0$ means that there is a single compact subset $K$ in $\Omega$ containing the supports of all $\phi_{j}$, and that on $K$ we have $\partial^{\alpha} \phi_{j} \rightarrow 0$ uniformly for each multi-index $\alpha$. The use of the distinctive symbol $\rightarrow$ is to remind us of the very special concept of convergence employed in this context.

The dual space of $\mathcal{D}(\Omega)$ is the space of distributions, denoted by $\mathcal{D}^{\prime}(\Omega)$. Its elements are the continuous linear functionals defined on $\mathcal{D}(\Omega)$. Continuity of a distribution $T$ means that $T$ preserves limits: From the hypothesis " $\phi_{j}$ converges to $\phi$ " we may conclude that " $T\left(\phi_{j}\right)$ converges to $T(\phi)$."

As before, we can create distributions from locally integrable functions. Local integrability of a function $f$ defined on $\Omega$ means that for every compact set $K$ in $\Omega$, the integral $\int_{\Omega}|f|$ is finite. We then write $f \in L_{\text {loc }}^{1}(\Omega)$. All these definitions are in harmony with the definitions first seen on $\mathbb{R}^{n}$, and indeed, we include $\Omega=\mathbb{R}^{n}$ as a special case. The distribution corresponding to a locally integrable function $f$ has been denoted by $\tilde{f}$; its definition is now

$$
\begin{equation*}
\tilde{f}(\phi)=\int_{\Omega} f(x) \phi(x) d x \quad(\phi \in \mathcal{D}(\Omega)) \tag{1}
\end{equation*}
$$

Sometimes we do not belabor the distinction between $f$ and $\widetilde{f}$, and think of each $f$ in $L_{\text {loc }}^{1}(\Omega)$ as a distribution. The clear advantage of this is that such functions will possess derivatives of all orders (in the distribution sense). Derivatives of this type are called "weak derivatives" or "distribution derivatives" to distinguish them from the classical derivatives, which are then called "strong" derivatives. Thus if $f \in L_{\text {loc }}^{1}(\Omega)$ and if $\alpha$ is a multi-index, $D^{\alpha} f$ need not exist in the classical sense, but $\partial^{\alpha} \tilde{f}$ will always exist. Recall that in this book the symbol $\partial^{\alpha}$ was reserved for distributions, and

$$
\begin{equation*}
\left(\partial^{\alpha} T\right)(\phi)=(-1)^{|\alpha|} T\left(D^{\alpha} \phi\right) \quad(\phi \in \mathcal{D}(\Omega)) \tag{2}
\end{equation*}
$$

Equation (2) can be written more succinctly as $\partial^{\alpha} T=T \circ(-D)^{\alpha}$. Then, for any polynomial $P$, we have $P(\partial) T=T \circ P(-D)$.

The classical spaces $L^{p}(\Omega)$, for $1 \leqslant p<\infty$, are defined as follows. The elements of $L^{p}(\Omega)$ are the Lebesgue measurable functions $f$ defined on $\Omega$ for which

$$
\begin{equation*}
\|f\|_{p} \equiv\left\{\int_{\Omega}|f(x)|^{p} d x\right\}^{1 / p}<\infty \tag{3}
\end{equation*}
$$

The norm here can also be denoted by $\|f\|_{L^{p}(\Omega)}$. The resulting normed linear space is complete. A fine point that complicates matters is that, in fact, the elements of $L^{p}$ are equivalence classes of functions, two functions being regarded as equivalent (i.e., belonging to the same equivalence class) if they differ only on a set of measure zero. Section 8.7 (pages 409 ff ) provides more information about the $L^{p}$ spaces.
Deflnition. To say that a distribution $T$ belongs to $L^{p}(\Omega)$ means that $T=\tilde{g}$ for some $g \in L^{p}(\Omega)$. When this circumstance occurs, we write $\|T\|_{p}=\|g\|_{p}$. With suitable caution, one can also write $T \in L^{p}(\Omega)$.

Let $k \in \mathbb{Z}_{+}$and $1 \leqslant p \leqslant \infty$. The Sobolev space $W^{k, p}(\Omega)$ consists of all functions $f$ in $L^{p}(\Omega)$ such that $\partial^{\alpha} \tilde{f} \in L^{p}(\Omega)$ for all multi-indices $\alpha$ satisfying $|\alpha| \leqslant k$. More precisely, this space is

$$
\left\{f \in L^{p}(\Omega): \text { there exist } g_{\alpha} \in L^{p}(\Omega) \text { such that } \partial^{\alpha} \tilde{f}=\tilde{g}_{\alpha}, \text { for }|\alpha| \leqslant k\right\}
$$

Observe that we need the fact (indicated in Problem 2) that each member of $L^{p}(\Omega)$ is in $L_{\text {loc }}^{1}(\Omega)$. In the space $W^{k, p}(\Omega)$, a norm is defined by putting

$$
\begin{equation*}
\|f\|_{k, p}=\left(\sum_{|\alpha| \leqslant k}\left\|\partial^{\alpha} \tilde{f}\right\|_{p}^{p}\right)^{1 / p}=\left(\sum_{|\alpha| \leqslant k}\left\|g_{\alpha}\right\|_{p}^{p}\right)^{1 / p} \tag{4}
\end{equation*}
$$

The verification of the norm axioms is relegated to the problems. Notice that in Equation (4) the conventions of the above definition are being used.

Theorem 1. The Sobolev spaces $W^{k, p}(\Omega)$ are complete.
Proof. We begin by observing a useful implication:

$$
\left[h_{j} \rightarrow 0 \text { in } L^{p}(\Omega)\right] \Longrightarrow\left[\begin{array}{lll}
\widetilde{h}_{j} \rightarrow 0 & \text { in } & \mathcal{D}^{\prime}(\Omega) \tag{5}
\end{array}\right]
$$

To prove this, let $\phi$ be a test function. By the Hölder Inequality (Section 8.7, page 409),

$$
\begin{equation*}
\left|\widetilde{h}_{j}(\phi)\right|=\left|\int_{\Omega} h_{j}(x) \phi(x)\right| \leqslant\left\{\int_{\Omega}\left|h_{j}(x)\right|^{p}\right\}^{1 / p}\left\{\int_{\Omega}|\phi(x)|^{q}\right\}^{1 / q} \tag{6}
\end{equation*}
$$

Here $1 \leqslant p<\infty$ and $1 / p+1 / q=1$. Inequality (6) establishes (5).
Now let $\left[f_{j}\right]$ be a Cauchy sequence in $W^{k, p}(\Omega)$. By the definition of this space, there exist functions $g_{j}^{\alpha} \in L^{p}(\Omega)$ such that $\partial^{\alpha} \widetilde{f_{j}}=\widetilde{g_{j}^{\alpha}}$ for $|\alpha| \leqslant k$. By Problem 2, each $g_{j}^{\alpha}$ belongs to $L_{\mathrm{loc}}^{1}(\Omega)$, and therefore $\widetilde{g_{j}^{\alpha}}$ is a distribution. From the definition of the norm (4), we see that for each $\alpha$ the sequence $\left[g_{j}^{\alpha}\right]$ has the Cauchy property in $L^{p}(\Omega)$. Since $L^{p}(\Omega)$ is complete (by the Riesz-Fischer Theorem, page 411), there exist functions $f^{\alpha} \in L^{p}(\Omega)$ such that $g_{j}^{\alpha} \rightarrow f^{\alpha}$ in $L^{p}(\Omega)$. By (5), we conclude that $\widetilde{g_{j}^{\alpha}} \rightarrow \widetilde{f^{\alpha}}$. In particular, for $\alpha=0, g_{j}^{0} \rightarrow f^{0}$. Consider the equation

$$
\begin{equation*}
\widetilde{g_{j}^{\alpha}}(\phi)=\left(\partial^{\alpha} \widetilde{f}_{j}\right)(\phi)=(-1)^{|\alpha|} \widetilde{f}_{j}\left(D^{\alpha} \phi\right)=(-1)^{|\alpha|} \widetilde{g_{j}^{0}}\left(D^{\alpha} \phi\right) \tag{7}
\end{equation*}
$$

By letting $j \rightarrow \infty$ in (7) and using the convergence of $\widetilde{g_{j}^{\alpha}}$, we obtain

$$
\widetilde{f^{\alpha}}(\phi)=(-1)^{|\alpha|} \widetilde{f^{0}}\left(D^{\alpha} \phi\right)=\partial^{\alpha} \widetilde{f^{0}}(\phi)
$$

This proves that $\partial^{\alpha} \widetilde{f^{0}}=\widetilde{f^{\alpha}}$, and shows that for $|\alpha| \leqslant k, \partial^{\alpha} \widetilde{f^{0}} \in L^{p}(\Omega)$. By the definition of the Sobolev space, $f^{0} \in W^{k, p}(\Omega)$. Finally, we write

$$
\left\|f_{j}-f^{0}\right\|_{k, p}^{p}=\sum_{|\alpha| \leqslant k}\left\|\partial^{\alpha} \widetilde{f_{j}}-\partial^{\alpha} \widetilde{f^{0}}\right\|_{p}^{p}=\sum_{|\alpha| \leqslant k}\left\|g_{j}^{\alpha}-f^{\alpha}\right\|_{p}^{p} \rightarrow 0
$$

The test function space $\mathcal{D}(\Omega)$ is, in general, not a dense subspace of the Sobolev space $W^{k, p}(\Omega)$. This is easy to understand: Each $\phi$ in $\mathcal{D}(\Omega)$ has compact support in $\Omega$. Consequently, $\phi(x)=0$ on the boundary of $\Omega$. The closure of $\mathcal{D}(\Omega)$ in $W^{k, p}(\Omega)$ can therefore contain only functions that vanish on the boundary of $\Omega$. However, the special case $\Omega=\mathbb{R}^{n}$ is satisfactory from this standpoint:

Theorem 2. The test function subspace $\mathcal{D}\left(\mathbb{R}^{n}\right)$ is dense in $W^{k, p}\left(\mathbb{R}^{n}\right)$.

For the proof of Theorem 2, consult [Hu]. Some closely related theorems are given in this section.

In many proofs we require a mollifier, which is a test function $\psi$ having these additional properties: $\psi \geqslant 0, \psi(x)=0$ when $\|x\| \geqslant 1$, and $\int \psi=1$. Then one puts $\psi_{j}(x)=j^{n} \psi(j x)$. A "mollification of $f$ with radius $\epsilon$ " is then $\psi_{j} * f$ with $1 / j<\epsilon$. These matters are discussed in Section 5.1 (pages 246ff) and Section 5.5 (pages 269ff).

Lemma 1. If $f \in L^{p}\left(\mathbb{R}^{n}\right)$, and if $\psi_{j}$ is as described above, then $f * \psi_{j} \rightarrow f$ in $L^{p}\left(\mathbb{R}^{n}\right)$, as $j \rightarrow \infty$.

Proof. The case $p=1$ is contained in the proof of Theorem 1 in Section 6.4, page 306. Let $B_{j}$ be the support of $\psi_{j}$ (i.e., the ball at 0 of radius $1 / j$ ). By
familiar calculations and Hölder's inequality (Section 8.7, page 409) we have

$$
\begin{aligned}
\left|\left(f * \psi_{j}\right)(x)-f(x)\right| & =\left|\int_{B_{j}}[f(x-y)-f(x)] \psi_{j}(y) d y\right| \\
& \leqslant\left\{\int_{B_{j}}|f(x-y)-f(x)|^{p} d y\right\}^{1 / p}\left\|\psi_{j}\right\|_{q}
\end{aligned}
$$

(Here $q$ is the index conjugate to $p: p q=p+q$.) Hence,

$$
\left|\left(f * \psi_{j}\right)(x)-f(x)\right|^{p} \leqslant\left\|\psi_{j}\right\|_{q}^{p} \int_{B_{j}}|f(x-y)-f(x)|^{p} d y
$$

Thus, using the Fubini theorem (page 426), we have

$$
\int_{\mathbb{R}^{n}}\left|\left(f * \psi_{j}\right)(x)-f(x)\right|^{p} d x \leqslant\left\|\psi_{j}\right\|_{q}^{p} \int_{B_{j}} \int_{\mathbb{R}^{n}}|f(x-y)-f(x)|^{p} d x d y
$$

We can write this in the form

$$
\left\|f * \psi_{j}-f\right\|_{p}^{p} \leqslant\left\|\psi_{j}\right\|_{q}^{p} \int_{B_{j}}\left\|E_{y} f-f\right\|_{p}^{p} d y
$$

where $E_{y}$ denotes the translation operator defined by $\left(E_{y} \phi\right)(x)=\phi(x-y)$. Recall, from Lemma 3 in Section 6.4 (page 306), that for a fixed element $f$ in $L^{\mathfrak{P}}\left(\mathbb{R}^{n}\right)$, the map $y \longmapsto E_{y} f$ is continuous from $\mathbb{R}^{n}$ to $L^{\mathfrak{p}}\left(\mathbb{R}^{n}\right)$. Hence there corresponds to any positive $\varepsilon$ a positive $\delta$ such that

$$
|y| \leqslant \delta \quad \Longrightarrow \quad\left\|E_{y} f-f\right\|_{p}<\varepsilon
$$

Thus if $1 / j \leqslant \delta$, we shall have, from the above inequalities,

$$
\left\|f * \psi_{j}-f\right\|_{p}^{p} \leqslant \varepsilon^{p} \mu\left(B_{j}\right)\left\|\psi_{j}\right\|_{q}^{p}
$$

where $\mu\left(B_{j}\right)$ is the Lebesgue measure of the ball of radius $1 / j$. By enclosing that ball in a "cube" of side $2 / j$, we see that $\mu\left(B_{j}\right) \leqslant(2 / j)^{n}$. Thus,

$$
\left\|f * \psi_{j}-f\right\|_{p} \leqslant \varepsilon(2 / j)^{n / p}\left\|\psi_{j}\right\|_{q}
$$

In order to estimate the right-hand side in the above inequality, use Problem 6 to get

$$
\varepsilon\left(\frac{2}{j}\right)^{n / p}\left\|\psi_{j}\right\|_{q}=\varepsilon\left(\frac{2}{j}\right)^{n / p} j^{n(q-1) / q}\|\psi\|_{q}=\varepsilon 2^{n} j^{n(1-1 / q-1 / p)}\|\psi\|_{q}=\varepsilon 2^{n}\|\psi\|_{q}
$$

Theorem 3. The set of functions in $W^{k, p}(\Omega)$ that are of class $C^{\infty}$ is dense in $W^{k, p}(\Omega)$.

Proof. Let $B_{1}, B_{2}, \ldots$ be a sequence of open balls such that $\overline{B_{i}} \subset \Omega$ for all $i$ and $\bigcup B_{i}=\Omega$. The center and radius of $B_{i}$ are indicated by writing $B_{i}=B\left(x_{i}, r_{i}\right)$. Appealing to Theorem 1 in Section 5.7 (page 282), we obtain a partition of unity subordinate to the collection of open balls. Thus, we have test functions $\phi_{i}$ satisf ying $0 \leqslant \phi_{i} \leqslant 1$. Further, $\operatorname{supp}\left(\phi_{i}\right) \subset B_{i}$, and for any compact set $K$ in $\Omega$, there exists an integer $m$ such that $\sum_{1}^{m} \phi_{i}=1$ on a neighborhood of $K$. Now suppose that $f \in W^{k, p}(\Omega)$. Let $0<\epsilon<1 / 2$. Eventually, we shall find a $C^{\infty}$-function $g$ in $W^{k, p}(\Omega)$ such that $\|f-g\|<2 \epsilon$.

Select a sequence $\delta_{i} \downarrow 0$ such that $\overline{B\left(x_{i},\left(1+\delta_{i}\right) r_{i}\right)} \subset \Omega$ for each $i$. Define $f_{i}=\phi_{i} f$. Let $g_{i}$ be a mollification of $f$ with radius $\delta_{i} r_{i}$. At the same time, we decrease $\delta_{i}$ if necessary to obtain the inequality $\left\|g_{i}-f_{i}\right\|_{W^{k, p(\Omega)}}<\epsilon / 2^{i}$. (This step requires the preceding lemma.) Define $g=\sum g_{i}$. If $\mathcal{O}$ is a bounded open set in $\Omega$, then $\overline{\mathcal{O}}$ is compact, and for some integer $m, \sum_{i=1}^{m} \phi_{i}=1$ on a neighborhood of $\overline{\mathcal{O}}$. On $\mathcal{O}$, we have

$$
\sum_{i=1}^{m} f_{i}=\sum_{i=1}^{m} \phi_{i} f=f \sum_{i=1}^{m} \phi_{i}=f
$$

Then we can perform the following calculation, in which the norm in the space $W^{k, p}(\mathcal{O})$ is employed (until the last step, where the domain $\Omega$ enters):

$$
\begin{aligned}
\|f-g\| & =\left\|\sum_{i=1}^{m} f_{i}-\sum_{i=1}^{\infty} g_{i}\right\|=\left\|\sum_{i=1}^{\infty}\left(f_{i}-g_{i}\right)\right\| \\
& \leqslant \sum_{i=1}^{\infty}\left\|f_{i}-g_{i}\right\| \leqslant \sum_{i=1}^{\infty}\left\|f_{i}-g_{i}\right\|_{W^{k, p(\Omega)}} \\
& \leqslant \varepsilon / 2+\varepsilon / 4+\cdots=\varepsilon
\end{aligned}
$$

Another way of interpreting the space $W^{k, p}(\Omega)$ will be described here. It allows one to understand this space without an appeal to distributions. Notice, to start with, that the set

$$
V=\left\{f \in C^{k}(\Omega):\|f\|_{k, p}<\infty\right\}
$$

is a linear subspace of $W^{k, p}(\Omega)$. In drawing this conclusion it is necessary to identify any classical derivative $D^{\alpha} f$ with its distributional counterpart $\partial^{\alpha}(\tilde{f})$. Indeed, the elements of $W^{k, p}(\Omega)$ have been defined to be distributions.

Since $V \subset W^{k, p}(\Omega)$, the closure of $V$ is also a subspace, and it is denoted here by $V^{k, p}(\Omega)$. We can also characterize $V^{k, p}(\Omega)$ as the completion of $V$ in the norm $\|\cdot\|_{k, p}$. The true state of affairs is quite simple, as stated in the next theorem, for the proof of which we refer the reader to [Ad] or [Maz].

## Theorem 4. The Meyers-Serrin Theorem.

$$
V^{k, p}(\Omega)=W^{k, p}(\Omega) \quad 1 \leqslant p<\infty
$$

Embedding Theorems. Here we explore the relations that may exist between two Sobolev spaces, in particular, the relation of one such space being continuously embedded in another.

For general normed linear spaces $\left(E,\|\cdot\|_{E}\right)$ and $\left(F,\|\cdot\|_{F}\right)$, we say that $F$ is embedded in $E$ (and write $F \hookrightarrow E$ ) if
(a) $F \subset E$;
(b) There is a constant $c$ such that $\|f\|_{E} \leqslant c\|f\|_{F}$ for all $f \in F$.

Part (a) of this definition is algebraic: It asserts that $F$ is a linear subspace of the linear space $E$. Part (b) is topological: It asserts that the identity map $I: F \rightarrow E$ is continuous (i.e., bounded). Indeed, if

$$
\|I\|=\sup \left\{\|I f\|_{E}:\|f\|_{F}=1\right\}=c
$$

then the inequality in Part (b) follows.
Example 1. Every continuous function on the interval $[a, b]$ is integrable. Hence, this simple containment relation is valid: $C[a, b] \subset L^{1}[a, b]$. Is this an embedding? We seek a constant $c$ such that

$$
\|f\|_{1} \leqslant c\|f\|_{\infty} \quad(f \in C[a, b])
$$

The constant $c=b-a$ obviously serves:

$$
\|f\|_{1}=\int_{a}^{b}|f(x)| d x \leqslant \int_{a}^{b}\|f\|_{\infty}=(b-a)\|f\|_{\infty}
$$

Example 2. If $1 \leqslant s<r<\infty$ and if the domain $\Omega$ has finite Lebesgue measure, then $L^{r}(\Omega) \hookrightarrow L^{s}(\Omega)$. To prove this, start with an $f$ in $L^{r}(\Omega)$ and write $r=p s$. We may assume that $f \geqslant 0$. Then $f^{s}$ is in $L^{p}(\Omega)$ because $\int f^{s p}=\int f^{r}$. Use the Hölder Inequality (page 409) with conjugate indices $p$ and $q=p /(p-1)$ :

$$
\int f^{s} \cdot 1 \leqslant\left\|f^{s}\right\|_{p} \cdot\|1\|_{q}
$$

Taking the $1 / s$ power in this inequality gives us

$$
\|f\|_{s} \leqslant\left\|f^{s}\right\|_{p}^{1 / s}\|1\|_{q}^{1 / s}=\|f\|_{r} \mu(\Omega)^{(1 / s)-(1 / r)}
$$

Theorem 5. $\quad W^{1,2}(\mathbb{R}) \hookrightarrow W^{0, \infty}(\mathbb{R})$.
Proof. (In outline. For details, see [LL], Chapter 8.) Let $f$ be an element of $W^{1,2}(\mathbb{R})$. Since $\mathcal{D}(\mathbb{R})$ is dense in $W^{1,2}(\mathbb{R})$, there exists a sequence $\left[f_{i}\right]$ in $\mathcal{D}(\mathbb{R})$ converging to $f$ in the norm of $W^{1,2}$. Each $f_{i}$ has compact support and therefore satisfies $f_{i}( \pm \infty)=0$. Since $f_{i} f_{i}^{\prime}=\left(f_{i}^{2}\right)^{\prime} / 2$, we have

$$
f_{i}^{2}(x)=\frac{1}{2}\left[f_{i}^{2}(x)-f_{i}^{2}(-\infty)\right]-\frac{1}{2}\left[f_{i}^{2}(\infty)-f_{i}^{2}(x)\right]=\int_{-\infty}^{x} f_{i} f_{i}^{\prime}-\int_{x}^{\infty} f_{i} f_{i}^{\prime}
$$

By taking the limit of a suitable subsequence, we obtain the same equation for $f$, at almost all points $x$. Then, with the aid of the Cauchy-Schwarz inequality and the inequality between the geometric and arithmetic means, we have

$$
f^{2}(x) \leqslant \int_{-\infty}^{x}\left|f f^{\prime}\right|+\int_{x}^{\infty}\left|f f^{\prime}\right|=\int_{-\infty}^{\infty}\left|f f^{\prime}\right| \leqslant\|f\|_{2}\left\|f^{\prime}\right\|_{2} \leqslant \frac{1}{2}\|f\|_{2}^{2}+\frac{1}{2}\left\|f^{\prime}\right\|_{2}^{2}
$$

Consequently,

$$
|f(x)| \leqslant \frac{1}{\sqrt{2}} \sqrt{\|f\|_{2}^{2}+\left\|f^{\prime}\right\|_{2}^{2}}
$$

This establishes the embedding inequality:

$$
\|f\|_{0, \infty} \leqslant \frac{1}{\sqrt{2}}\|f\|_{1,2}
$$

The next theorem is one of many embedding theorems, and is given here as just a sample from this vast landscape. It involves one of the spaces $W_{0}^{k, p}(\Omega)$. This space is defined to be the closed subspace of $W^{k, p}(\Omega)$ generated by the set of test functions $\mathcal{D}(\Omega)$. For this theorem and many others in the same area, consult [Zie] pages 53 ff , or [Ad] pages 97 ff .

Theorem 6. Let $\Omega$ be an open set in $\mathbb{R}^{n}$. Let $k$ and $j$ be nonnegative integers. If $1 \leqslant p<\infty, k p \leqslant n$, and $p \leqslant r \leqslant n p /(n-k p)$, then

$$
W_{0}^{j+k, p}(\Omega) \hookrightarrow W^{j, r}(\Omega)
$$

There are in the literature many theorems concerning compact embeddings of Sobolev spaces. This means, naturally, that the identity map that arises in the definition is a compact operator, i.e., it maps bounded sets to sets having compact closure. An example of such a theorem is the next one, known by the names Rellich and Kondrachov. It is obviously a counterpart of Theorem 6.

Theorem 7. Let $\Omega_{0}$ be an open and bounded subset of an open domain $\Omega$ in $\mathbb{R}^{n}$. If $j \geqslant 0, k \geqslant 1,1 \leqslant p<\infty, 0<n-k p \leqslant n, k p \leqslant n$, and $1 \leqslant r<n p /(n-k p)$, then there is a compact embedding

$$
W_{0}^{j+k, p}(\Omega) \hookrightarrow W^{j, r}\left(\Omega_{0}\right)
$$

For describing embeddings into spaces of continuous functions, define $C_{b}^{m}(\Omega)$ to be the set of all functions defined on $\Omega$ such that the derivatives $D^{\alpha} f$ exist, are continuous, and are bounded on $\Omega$, for all multi-indices $\alpha$ satisfying $|\alpha| \leqslant m$. The norm adopted for this space is

$$
\|f\|_{C_{b}^{m}(\Omega)}=\max _{|a| \leqslant m} \sup _{x \in \Omega}\left|D^{\alpha} f(x)\right|
$$

Theorem 8. If $k>n m / 2$, then $W_{0}^{k, p}(\Omega) \hookrightarrow C_{b}^{m}(\Omega)$.
Theorem 8 (and others like it) can be used to establish that a distributional solution of a partial differential equation is in fact a classical solution.

The Sobolev-Hilbert Spaces. The spaces $W^{k, 2}(\Omega)$ are Hilbert spaces and are conventionally denoted by $H^{k}(\Omega)$. For the special case $\Omega=\mathbb{R}^{n}$, we can follow Friedlander [Fri], and define them for arbitrary real indices $s$ as follows. The space $H^{s}\left(\mathbb{R}^{n}\right)$ consists of all tempered distributions $T$ for which

$$
\left(1+|x|^{2}\right)^{s / 2} \hat{T} \quad \in \quad L^{2}\left(\mathbb{R}^{n}\right)
$$

Matters not touched upon here: (1) The importance of conditions on the boundary of $\Omega \Omega$ for more powerful embeddings. (2) The Sobolev spaces for noninteger values of $k$. (3) The duality theory of Sobolev spaces; i.e., identifying their conjugate spaces as function spaces.

## Problems 6.8

1. Prove that the norm defined in Equation (4) satisfies all the postulates for a norm.
2. Prove that $L^{p}(\Omega) \subset L_{\text {loc }}^{1}(\Omega)$.
3. Prove that for $1 \leqslant p<\infty, \mathcal{D}(\Omega) \subset L^{p}(\Omega) \subset \mathcal{D}^{\prime}(\Omega)$. Show that the embedding of $L^{p}(\Omega)$ in $\mathcal{D}^{\prime}(\Omega)$ is continuous and injective.
4. Show that the function

$$
f(x)= \begin{cases}1 & |x|<1 \\ 0 & |x| \geqslant 1\end{cases}
$$

belongs to $W^{0 \cdot p}(\mathbb{R})$ but not to $W^{1 \cdot p}(\mathbb{R})$.
5. Prove this theorem of W.H. Young. If $f \in L^{p}(\mathbb{R})$ and $g \in L^{1}(\mathbb{R})$, then $f * g \in L^{p}(\mathbb{R})$, and

$$
\|f * g\|_{p} \leqslant\|f\|_{p}\|g\|_{1}
$$

(See [HewS], page 414, for a stronger result.)
6. Prove that if $\phi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$ and $\phi_{j}(x)=j^{n} \phi(j x)$, then $\left\|\phi_{j}\right\|_{q}=j^{n(q-1) / q}\|\phi\|_{q}$.
7. Why can we not define a more general Sobolev space, say $W_{\alpha}^{p}(\Omega)$, where $\alpha$ is a multiindex, and admit all functions such that $\partial^{\boldsymbol{\theta}} \tilde{f} \in L^{p}(\Omega)$ for all multi-indices $\beta \leqslant \alpha$ ? What would the norm be? Would the space be complete?
8. Find the norm of the identity operator for these embeddings: (a) $C[a, b] \hookrightarrow L^{2}[a, b]$; (b) $\ell^{1} \hookrightarrow \ell^{2} ;(\mathrm{c})\left(\mathbb{R}^{n},\|\cdot\| \|_{\infty}\right) \hookrightarrow\left(\mathbb{R}^{n},\|\cdot\|_{2}\right)$.
9. Prove that if $m \geqslant k$, then $W^{m, p}(\Omega) \subset W^{k, p}(\Omega)$, and this set inclusion is actually a continuous embedding. That is, the identity map of $W^{m, p}(\Omega)$ into $W^{k \cdot p}(\Omega)$ is continuous. What is the relationship between the norms in these two spaces?
10. If $\tilde{f} \in L^{p}(\Omega)$, does it follow that $f \in L^{p}(\Omega)$ ?
11. Let $\mathcal{O}$ be an open set in $\mathbb{R}^{n}$ that contains the closed ball $\overline{B(x, r)}$. Prove that for some $\rho>r, B(x, \rho)$ is contained in $\mathcal{O}$. (This was used in the proof of Theorem 2.)
12. Prove that the following formula defines an inner product in the space $W^{k, 2}(\Omega)$ :

$$
\langle f, g\rangle=\sum_{a \leqslant k} \int_{\Omega}\left(D^{\alpha} f\right)\left(D^{\alpha} g\right) d x
$$

13. Let $g$ and $h$ be locally integrable functions on the open set $\Omega$. If

$$
\int_{\Omega} g(x) \phi(x) d x=\int_{\Omega} h(x) D^{a} \phi(x) d x
$$

for all $\phi \in \mathcal{D}(\Omega)$, what conclusion can be drawn?
14. Prove that if $\phi \in \mathcal{D}(\Omega)$, then extending this function to $\mathbb{R}^{n}$ by setting $\phi(x)=0$ on $\mathbb{R}^{n} \backslash \Omega$ produces a function in $\mathcal{D}\left(\mathbb{R}^{n}\right)$.
15. Prove that if $|\alpha| \leqslant k$, then $D^{\alpha}$ is a continuous linear transformation from $W^{k, p}(\Omega)$ into $L^{p}(\Omega)$.
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### 7.1 Fixed-Point Theorems

The Contraction Mapping Theorem was proved in Section 4.2, and was accompanied by a number of applications that illustrate its power. In the literature, past and present, there are many other fixed-point theorems, based upon a variety of hypotheses. We shall sample some of these theorems here.

In reading this chapter, refer, if necessary, to Section 7.6 for topological spaces, and to Section 7.7 for linear topological spaces.

Let us say that a topological space $X$ has the fixed-point property if every continuous map $f: X \rightarrow X$ has a fixed point (that is, a point $p$ such that $f(p)=p$ ). An important problem, then, is to identify all the topological spaces that have the fixed-point property. A celebrated theorem of Brouwer (1910) begins this program.

## Theorem 1. Brouwer's Fixed-Point Theorem. Every compact convex set in $\mathbb{R}^{n}$ has the fixed-point property.

We shall not prove this theorem here, but refer the reader to proofs in [DS] page 468 , [Vic] page 28 , [Dug] page 340, [Schj] page 74, [Lax], [KA] page 636, [Sma] page 11, [Gr] page 149, and [Smi] page 406.

Theorem 2. If a topological space has the fixed-point property, then the same is true of every space homeomorphic to it.

Proof. Let spaces $X$ and $Y$ be homeomorphic. This means that there is a homeomorphism $h: X \rightarrow Y$ (a continuous map having a continuous inverse). Suppose that $X$ has the fixed-point property. To prove that $Y$ has the fixedpoint property, let $f$ be a continuous map of $Y$ into $Y$. Then the map $h^{-1} \circ$ $f \circ h$ is continuous from $X$ to $X$, and thus has a fixed point $x$. The equation $h^{-1}(f(h(x)))=x$ leads immediately to $f(h(x))=h(x)$, and $h(x)$ is a fixed point of $f$.

Lemma. If $K$ is a compact set in a locally convex linear topological space, and if $U$ is a symmetric, convex, open neighborhood of 0 , then there is a finite set $F$ in $K$ and a continuous map $P$ from $K$ to the convex hull of $F$ such that $x-P x \in U$ for all $x \in K$.

Proof. The family $\{x+U: x \in K\}$ is an open cover of $K$, and by compactness there must exist points $x_{1}, \ldots, x_{n}$ in $K$ such that $K \subset \bigcup_{i=1}^{n}\left(x_{i}+U\right)$. Let $h$ be the Minkowski functional of $U$, defined by the equation

$$
h(x)=\inf \left\{\lambda: \frac{x}{\lambda} \in U, \lambda>0\right\}
$$

(See [KN], page 15.) Define

$$
g_{i}(x)=\max \left\{0,1-h\left(x-x_{i}\right)\right\} \quad(1 \leqslant i \leqslant n)
$$

It is elementary to verify that the inequality $g_{i}(x)>0$ is equivalent to the assertion that $x-x_{i} \in U$. Since each $x$ in $K$ belongs to at least one of the sets $x_{i}+U$, we have $\sum_{i=1}^{n} g_{i}(x)>0$ for all $x \in K$. Define

$$
P x=\frac{\sum_{i=1}^{n} g_{i}(x) x_{i}}{\sum_{j=1}^{n} g_{j}(x)} \equiv \sum_{i=1}^{n} \theta_{i}(x) x_{i}
$$

Since $\theta_{i}(x) \geqslant 0$ and $\sum \theta_{i}(x)=1$, we see that $P x$ is in the convex hull of $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ whenever $x \in K$. Since the condition $\theta_{i}(x)>0$ occurs if and only if $x_{i} \in x+U$, we see that $P x$ is a convex combination of points in $x+U$. By the convexity of this set, $P x \in x+U$.

## Theorem 3. The Schauder-Tychonoff Fixed-Point Theorem. Every compact convex set in a locally convex linear topological Hausdorff space has the fixed-point property.

Proof. ([Day], [Sma]) Let $K$ be such a set, and let $f$ be a continuous map of $K$ into $K$. We denote the family of all convex, symmetric, open neighborhoods of 0 by $\left\{U_{\alpha}: \alpha \in A\right\}$. The set $A$ is simply an index set, which we partially order by writing $\alpha \geqslant \beta$ when $U_{\alpha} \subset U_{\beta}$. Thus ordered, $A$ becomes a directed set,
suitable as the domain of a net. Since $K$ is compact, the map $f$ is uniformly continuous, and there corresponds to any $\alpha \in A$ an $\alpha^{\prime} \in A$ such that $U_{\alpha^{\prime}} \subset U_{\alpha}$ and $f(x)-f(y) \in U_{\alpha}$ whenever $x-y \in U_{\alpha^{\prime}}$.

For any $\alpha \in A$, the preceding lemma provides a continuous map $P_{\alpha}$ such that $P_{\alpha}(K)$ is a compact, convex, finite-dimensional subset of $K$. This map has the further property that $x-P_{\alpha} x \in U_{\alpha}$ for each $x$ in $K$. The composition $P_{\alpha} \circ f$ maps $P_{\alpha}(K)$ into itself. Hence, by the Brouwer Fixed-Point Theorem (Theorem 1 above), $P_{\alpha} \circ f$ has a fixed point $z_{\alpha}$ in $P_{\alpha}(K)$. By the compactness of $K$, the net $\left[z_{\alpha}: \alpha \in A\right]$ has a cluster point $z$ in $K$. In order to see that $z$ is a fixed point of $f$, write

$$
\begin{equation*}
f(z)-z=\left[f(z)-f\left(z_{\alpha}\right)\right]+\left[f\left(z_{\alpha}\right)-P_{\alpha} f\left(z_{\alpha}\right)\right]+\left[z_{\alpha}-z\right] \tag{1}
\end{equation*}
$$

For any $\beta \in A$, we can select $\alpha \in A$ such that $\alpha \geqslant \beta$ and $z-z_{\alpha} \in U_{\mathcal{\beta}^{\prime}}$. Then $f(z)-f\left(z_{\alpha}\right) \in U_{\mathcal{\beta}}$. Also, $f\left(z_{\alpha}\right)-P_{\alpha} f\left(z_{\alpha}\right) \in U_{\alpha} \subset U_{\mathcal{\beta}}$. Finally, $z-z_{\alpha} \in U_{\beta^{\prime}} \subset U_{\mathcal{\beta}}$. Equation (1) now shows that $f(z)-z \in 3 U_{\beta}$. Since $\beta$ is any element of $A$, $f(z)=z$. Theorem 1 in Section 7.7 (page 368) justifies this last conclusion.

Corollary. If a continuous map is defined on a domain $D$ in a locally convex linear topological Hausdorff space and takes values in a compact, convex subset of $D$, then it has a fixed point.

Proof. Let $F: D \rightarrow K$, where $K$ is a compact, convex set in $D$. Then the restriction of $F$ to $K$ is a continuous map of $K$ to $K$. By the Schauder-Tychonoff Theorem, $F \mid K$ has a fixed point.

In Section 4.2 it was shown how fixed-point theorems can lead to existence proofs for solutions of differential equations. This topic is taken up again here. We consider an initial-value problem for a system of first-order differential equations:

$$
\begin{cases}x_{i}^{\prime}(t)=f_{i}\left(t, x_{1}(t), \ldots, x_{n}(t)\right. & (1 \leqslant i \leqslant n) \\ x_{i}(0)=0 & (1 \leqslant i \leqslant n)\end{cases}
$$

This is written more compactly in the form

$$
\left\{\begin{array}{l}
\mathbf{x}^{\prime}(t)=\mathbf{f}(t, \mathbf{x}(t))  \tag{2}\\
\mathbf{x}(0)=0
\end{array}\right.
$$

where $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\mathbf{f}=\left(f_{1}, f_{2}, \ldots, f_{n}\right)$.
Although the choice of initial values $x_{i}(0)=0$ may seem to sacrifice generality, these initial values can always be obtained by making simple changes of variable. Changing $t$ to $t-a$ shifts the initial point, and changing $x_{i}$ to $x_{i}-c_{i}$ shifts the initial values.

The space $C_{n}[a, b]$ consists of $n$-tuples of functions in $C[a, b]$. If $\mathbf{x}=$ $\left(x_{1}, \ldots, x_{n}\right) \in C_{n}[a, b]$, we write

$$
\|\mathbf{x}\|_{\infty}=\sup _{a \leqslant t \leqslant b}\left\|\left(x_{1}(t), \ldots, x_{n}(t)\right)\right\|_{1}=\sup _{a \leqslant t \leqslant b}\|\mathbf{x}(t)\|_{1}
$$

where $\left\|\|_{1}\right.$ denotes the $\ell^{1}$-norm on $\mathbb{R}^{n}$. That is,

$$
\|u\|_{1}=\sum_{i=1}^{n}\left|u_{i}\right| \text { if } u=\left(u_{1}, u_{2}, \ldots, u_{n}\right) \in \mathbb{R}^{n}
$$

Theorem 4. Let $\mathbf{f}(t, \mathbf{u})$ be defined for $0 \leqslant t \leqslant a$ and for $\mathbf{u} \in \mathbb{R}^{\boldsymbol{n}}$ such that $\|\mathbf{u}\|_{1} \leqslant r$. Assume that on this domain $\mathbf{f}$ is continuous and satisfies $\|\mathbf{f}(t, \mathbf{u})\|_{1} \leqslant r / a$. Then the initial-value problem (2) has a solution $\mathbf{x}$ in $C_{n}[0, a]$, and $\|\mathbf{x}\|_{\infty} \leqslant r$.

Proof. Refer to Section 4.2, page 179, where an initial-value problem is shown to be equivalent to an integral equation. In the present circumstances, the integral equation arising from Equation (2) is

$$
\begin{equation*}
\mathbf{x}(t)=\int_{0}^{t} \mathbf{f}(s, \mathbf{x}(s)) d s \tag{3}
\end{equation*}
$$

Equation (3) presents us with a fixed-point problem for the nonlinear operator $A$ defined by

$$
(A \mathbf{x})(t)=\int_{0}^{t} \mathbf{f}(s, \mathbf{x}(s)) d s
$$

The domain of $A$ is taken to be

$$
D=\left\{\mathbf{x} \in C_{n}[a, b]:\|\mathbf{x}\|_{\infty} \leqslant r\right\}
$$

First, we shall prove that $A$ maps $D$ into $D$. Let $\mathbf{x} \in D$ and $\mathbf{y}=A \mathbf{x}$. Since $\|\mathbf{x}\|_{\infty} \leqslant r$, the inequality $\|\mathbf{x}(s)\|_{1} \leqslant r$ follows for all $s$ in the interval $[0, a]$. Hence

$$
\begin{aligned}
\|\mathbf{y}(t)\|_{1} & =\sum_{i=1}^{n}\left|y_{i}(t)\right|=\sum_{i=1}^{n}\left|\int_{0}^{t} f_{i}(s, \mathbf{x}(s)) d s\right| \leqslant \sum_{i=1}^{n} \int_{0}^{a}\left|f_{i}(s, \mathbf{x}(s))\right| d s \\
& =\int_{0}^{a} \sum_{i=1}^{n}\left|f_{i}(s, \mathbf{x}(s))\right| d s=\int_{0}^{a}\|\mathbf{f}(s, \mathbf{x}(s))\|_{1} d s \leqslant a\left(\frac{r}{a}\right)=r
\end{aligned}
$$

This shows that $\|y\|_{\infty} \leqslant r$.
The next step is to prove that $A(D)$ is equicontinuous. If $\mathbf{x}$ and $\mathbf{y}$ are as in the preceding paragraph, and if $0 \leqslant t_{1} \leqslant t_{2} \leqslant a$, then

$$
\begin{aligned}
\left\|\mathbf{y}\left(t_{2}\right)-\mathbf{y}\left(t_{1}\right)\right\|_{1} & =\sum_{i=1}^{n}\left|y_{i}\left(t_{2}\right)-y_{i}\left(t_{1}\right)\right| \\
& =\sum_{i=1}^{n}\left|\int_{0}^{t_{2}} f_{i}(s, \mathbf{x}(s)) d s-\int_{0}^{t_{1}} f_{i}(s, \mathbf{x}(s)) d s\right| \\
& \leqslant \sum_{i=1}^{n} \int_{t_{1}}^{t_{2}}\left|f_{i}(s, \mathbf{x}(s))\right| d s=\int_{t_{1}}^{t_{2}} \sum_{i=1}^{n}\left|f_{i}(s, \mathbf{x}(s))\right| d s \\
& =\int_{t_{1}}^{t_{2}}\|\mathbf{f}(s, \mathbf{x}(s))\|_{1} d s \leqslant \frac{r}{a}\left(t_{2}-t_{1}\right)
\end{aligned}
$$

The set $A(D)$ is an equicontinuous subset of the bounded set $D$ in $C_{n}[0, a]$. By the Ascoli Theorem (Section 7.4, page 349), the closure of $A(D)$ is compact. By Mazur's Theorem (Theorem 10, below), the closed convex hull $H$ of $A(D)$ is compact. Since $D$ is closed and convex, $H \subset D$. The preceding corollary is therefore applicable, and $A$ has a fixed point $\mathbf{x}$ in $H$. Then $\|\mathbf{x}\|_{\infty} \leqslant r$, and $\mathbf{x}$ solves the initial-value problem.

Theorem 5. There is no continuous mapping of the closed unit ball in $\mathbb{R}^{\boldsymbol{n}}$ to its boundary that leaves all boundary points fixed. (In other words, there is no "retraction" of the unit ball in $\mathbb{R}^{n}$ onto its boundary.)

Proof. Let $B^{n}$ be the ball and $S^{n-1}$ the sphere that is its boundary. Suppose that $f: B^{n} \rightarrow S^{n-1}$, that $f$ is continuous, and that $f(x)=x$ for all $x \in S^{n-1}$. Let $g$ be the antipodal map on $S^{n-1}$, given by $g(x)=-x$. Then $g \circ f$ has no fixed point (in violation of the Brouwer Fixed-Point Theorem). To see this, suppose $g(f(z))=z$. Then $f(z)=-z$ and $1=\|f(z)\|=\|-z\|=\|z\|$. Thus $z \in S^{n-1}$. The point $z$ contradicts our assumption that $f(x)=x$ on $S^{n-1}$.

The next theorem is a companion to the corollary of Theorem 3. Notice that the hypothesis of convexity has been transferred from the range to the domain of $f$.

> Theorem 6. Let $D$ be a convex set in a locally convex linear topological Hausdorff space. If $f$ maps $D$ continuously into a compact subset of $D$, then $f$ has a fixed point.

Proof. As in the proof of Theorem 3, we use the family of neighborhoods $U_{\alpha}$. Let $K$ be a compact subset of $D$ that contains $f(D)$. Proceed as in the proof of Theorem 3, using the same set of neighborhoods $U_{\alpha}$. By the lemma, for each $\alpha$ there is a finite set $F_{\alpha}$ in $K$ and a continuous map $P_{\alpha} K \rightarrow \operatorname{co}\left(F_{\alpha}\right)$ such that $x-P_{\alpha} x \in U_{\alpha}$ for each $x \in K$. If $x \in \operatorname{co}\left(F_{\alpha}\right)$, then $x \in D, f(x) \in K$, and $P_{\alpha}(f(x)) \in \operatorname{co}\left(F_{\alpha}\right)$. Thus $P_{\alpha} \circ f$ maps the compact, convex, finite-dimensional set $\operatorname{co}\left(F_{\alpha}\right)$ into itself. By the Brouwer Theorem, $P_{\alpha} \circ f$ has a fixed point $z_{\alpha}$ in $\operatorname{co}\left(F_{\alpha}\right)$. Then $f\left(z_{\alpha}\right)$ lies in the compact set $K$, and the net $\left[f\left(z_{\alpha}\right): \alpha \in A\right]$ has a cluster point $y$ in $K$. We will show that $f(y)=y$ by establishing that $f(y)-y \in U_{\alpha}$ for all $\alpha$. Theorem 1 in Section 7.7, page 368, applies here.

Let $\alpha$ be given. Select $\beta \geqslant \alpha$ so that $U_{\mathcal{\beta}}+U_{\beta} \subset U_{\alpha}$. By the continuity of $f$ at $y$, select $\gamma \geqslant \beta$ so that $f(y)-f(x) \in U_{\beta}$ whenever $x \in K$ and $y-x \in U_{\gamma}$. Select $\delta \geqslant \gamma$ so that $U_{\delta}+U_{\delta} \subset U_{\gamma}$. Select $\varepsilon \geqslant \delta$ so that $f\left(z_{\varepsilon}\right) \in y+U_{\delta}$. Then we have

$$
y-z_{\varepsilon}=\left[y-f\left(z_{\varepsilon}\right)\right]+\left[f\left(z_{\varepsilon}\right)+P_{\varepsilon} f\left(z_{\varepsilon}\right)\right] \in U_{\delta}+U_{\varepsilon} \subset U_{\delta}+U_{\delta} \subset U_{\gamma}
$$

Hence $f(y)-f\left(z_{\varepsilon}\right) \in U_{\beta}$. Furthermore,

$$
f(y)-y=\left[f(y)-f\left(z_{\varepsilon}\right)\right]+\left[f\left(z_{\varepsilon}\right)-y\right] \in U_{\mathcal{\beta}}+U_{\delta} \subset U_{\mathcal{\beta}}+U_{\mathcal{\beta}} \subset U_{\alpha}
$$

Theorem 7. Rothe's Theorem. Let $B$ denote the closed unit ball of a normed linear space $X$. If $f$ maps $B$ continuously into a compact subset of $X$ and if $f(\partial B) \subset B$, then $f$ has a fixed point.

Proof. Let $r$ denote the radial projection into $B$ defined by $r(x)=x$ if $\|x\| \leqslant 1$ and $r(x)=x /\|x\|$ if $\|x\|>1$. This map is continuous (Problem 1). Hence $r \circ f$ maps $B$ into a compact subset of $B$. By Theorem $6, r \circ f$ has a fixed point $x$ in $B$. If $\|x\|=1$, then $\|f(x)\|=1$ by hypothesis, and we have $x=r(f(x))=f(x)$ by the definition of $r$. If $\|x\|<1$, then $\|r(f(x))\|<1$ and $x=r(f(x))=f(x)$, again by the definition of $r$.

Theorem 8. Let $B$ denote the closed unit ball in a normed space $X$. Let $\left\{f_{t}: 0 \leqslant t \leqslant 1\right\}$ be a family of continuous maps from $B$ into one compact subset of $X$. Assume that
(i) $f_{0}(\partial B) \subset B$.
(ii) The map $(t, x) \mapsto f_{t}(x)$ is continuous on $[0,1] \times B$.
(iii) No $f_{t}$ has a fixed point in $\partial B$.

Then $f_{1}$ has a fixed point in $B$.
Proof. (From [Sma]) If $0<\varepsilon<1$, define

$$
g_{\varepsilon}(x)= \begin{cases}f_{1}\left(\frac{x}{1-\varepsilon}\right) & \|x\| \leqslant 1-\varepsilon \\ f_{(1-\|x\| / \| / \varepsilon}\left(\frac{x}{\|x\|}\right) & 1-\varepsilon \leqslant\|x\| \leqslant 1\end{cases}
$$

Notice that $g_{\varepsilon}$ is continuous, since the two formulas agree when $\|x\|=1-\varepsilon$. If $x \in \partial B$, then $\|x\|=1$ and $g_{\varepsilon}(x)=f_{0}(x) \in B$. Thus $f$ maps $\partial B$ into $B$. If $K$ is a compact set containing all the images $f_{t}(B)$, then $g_{\epsilon}(B) \subset K$, by the definition of $g_{\varepsilon}$. The map $g_{\varepsilon}$ satisfies the hypotheses of Theorem 7, and $g_{\epsilon}$ has a fixed point $x_{\varepsilon}$ in $B$.

We now shall prove that for all sufficiently small $\varepsilon,\left\|x_{\varepsilon}\right\| \leqslant 1-\varepsilon$. If this is not true, then we can let $\varepsilon$ converge to zero through a suitable sequence of values and have, for each $\varepsilon$ in the sequence, $\left\|x_{\epsilon}\right\|>1-\varepsilon$. Since $g_{\varepsilon}\left(x_{\varepsilon}\right)=x_{\varepsilon}$, we see that $x_{\varepsilon}$ is in $K$. By compactness, we can assume that the sequence of $\varepsilon$ 's has the further properties $x_{\varepsilon} \rightarrow x_{o}$ and $\left(1-\left\|x_{\varepsilon}\right\|\right) / \varepsilon \rightarrow t$, where $x_{o} \in K$ and $t \in[0,1]$. By the definition of $g_{\epsilon}$,

$$
f_{\left(1-\left\|x_{\varepsilon}\right\|\right) / \varepsilon}\left(\frac{x_{\varepsilon}}{\left\|x_{\varepsilon}\right\|}\right)=x_{\epsilon}
$$

In the limit, we have $f_{t}\left(x_{o}\right)=x_{o}$ and $\left\|x_{o}\right\|=1$, in contradiction of hypothesis (iii).

We now know that $\left\|x_{\epsilon}\right\| \leqslant 1-\varepsilon$ for all sufficiently small $\varepsilon$. Thus, for such values of $\varepsilon$,

$$
x_{\varepsilon}=g_{\varepsilon}\left(x_{\varepsilon}\right)=f_{1}\left(\frac{x_{\varepsilon}}{1-\varepsilon}\right)
$$

The points $\boldsymbol{x}_{\boldsymbol{\varepsilon}}$ belong to $K$, and for any cluster point we will have $x=f_{1}(x)$.

## Problems 7.1

1. Prove that the radial projection defined in the proof of Theorem $\mathbf{7}$ is continuous.
2. Prove Theorem 7 for an arbitrary closed convex set that contains 0 as an interior point. Hint: Replace the norm by a Minkowski functional as in the proof of the lemma.
3. In Theorem 6 assume that $D$ is closed. Show that the theorem is now an easy corollary of Theorem 3, by using the closed convex hull of $K$ and Mazur's Theorem.
4. Prove that the unit ball in $\ell^{2}(\mathbb{Z})$ does not have the fixed-point property by following this outline. Points in $\ell^{2}(\mathbb{Z})$ are functions on $\mathbb{Z}$ such that $\sum|x(n)|^{2}<\infty$. Let $\delta$ be the element in $\ell^{2}(\mathbb{Z})$ such that $\delta(0)=1$, and $\delta(n)=0$ otherwise. Let $A$ be the linear operator defined by $(A x)(n)=x(n+1)$. Define $f(x)=(1-\|x\|) \delta+A x$. This function maps the unit ball into itself continuously but has no fixed point. This example is due to Kakutani.
5. In $\mathbb{R}^{n}$, define $B=\{x: 0<\|x\| \leqslant 1\}$ and $S=\{x:\|x\|=1\}$. Is there a continuous $\operatorname{map} f: B \rightarrow S$ such that $f(x)=x$ when $x \in S$ ? (Cf. Theorem 5.)
6. In an alternative exposition of fixed-point theory, Theorem 5 is established first, and then the Brouwer theorem is proved from it. Fill in this outline of such a proof. Suppose $f: B^{n} \rightarrow B^{n}$ is continuous and has no fixed point. Define a retraction $g$ of $B^{n}$ onto $S^{n-1}$ as follows. Let $g(x)$ be the point where the ray from $f(x)$ through $x$ pierces $S^{n-1}$.
7. In 1904, Bohl proved that the "cube" $K=\left\{x \in \mathbb{R}^{n}:\|x\|_{\infty} \leqslant 1\right\}$ has this property: If $f$ maps $K$ continuously into $K$ and maps no point to 0 , then for some $x$ on the boundary of $K, f(x)$ is a negative multiple of $x$. Using Bohl's Theorem, prove that the boundary of $K$ is not a retract of $K$ (and thus substantiate the claim that Bohl deserves much credit for the Brouwer Theorem).

### 7.2 Selection Theorems

Let $X$ and $Y$ be two topological spaces. The notation $2^{Y}$ denotes the family of all subsets of $Y$. Let $\Phi: X \rightarrow 2^{Y}$. Thus, for each $x \in X, \Phi(x)$ is a subset of $Y$. Such a map is said to be set-valued. A selection for $\Phi$ is a map $f: X \rightarrow Y$ such that $f(x) \in \Phi(x)$ for each $x \in X$. Thus $f$ "selects" an element of $\Phi(x)$, namely $f(x)$. If $\Phi(x)$ is a nonempty subset of $Y$ for each $x \in X$, then a selection $f$ must exist. This is one way of expressing the axiom of choice. In the setting adopted above, one can ask whether $\Phi$ has a continuous selection. The Michael Selection Theorem addresses this question.

Here is a concrete situation in which a good selection theorem can be used. Let $X$ be a Banach space, and $Y$ a finite-dimensional subspace in $X$. For each $x \in X$, we define the distance from $x$ to $Y$ by the formula

$$
\operatorname{dist}(x, Y)=\inf _{y \in Y}\|x-y\|
$$

Since $Y$ is finite-dimensional, an easy compactness argument shows that for each $x$, the set

$$
\Phi(x)=\{y \in Y:\|x-y\|=\operatorname{dist}(x, Y)\}
$$

is nonempty. That is, each $x$ in $X$ has at least one nearest point (or "best approximation") in $Y$. In general, the nearest point will not be unique. See the sketch in Figure 7.1 for the reason.


Figure 7.1

In the sketch, the box with center at 0 is the unit ball. The line of slope 1 represents a subspace $Y$. The small box is centered at a point $x$ outside $Y$. That box is the ball of least radius centered at $x$ that intersects $Y$. The intersection is $\boldsymbol{\Phi}(x)$. The set $\boldsymbol{\Phi}(x)$ is the set of all best approximations to $x$ in $Y$. In this case $\Phi(x)$ is convex, since it is the intersection of a subspace with a ball. It is also closed, by the definition of $\Phi$ and the continuity of the norm. Now we ask, is there a continuous map $f: X \rightarrow Y$ such that for each $x, f(x)$ is a nearest point to $x$ in $Y$ ? One way to answer such questions is to invoke Michael's theorem, to which we now turn.

First some definitions are required. An open covering of a topological space $X$ is a family of open sets whose union is $X$. One covering $\mathcal{B}$ is a refinement of another $\mathcal{A}$ if each member of $\mathcal{B}$ is contained in some member of $\mathcal{A}$. A covering $\mathcal{B}$ is said to be locally finite if each point of $X$ has a neighborhood that intersects only finitely many members of $\mathcal{B}$. A Hausdorff space $X$ is paracompact if each open covering of $X$ has a refinement that is an open and locally finite covering of $X$ ([Kel], page 156). Clearly, a compact Hausdorff space is paracompact.

It is a nontrivial and useful fact that all metric spaces are paracompact ([Kel], page 156). In many applications this obviates the proving of paracompactness by means of special arguments.

Given the set-valued mapping $\Phi: X \rightarrow 2^{\gamma}$ and a subset $\mathcal{U}$ in $Y$, we put

$$
\boldsymbol{\Phi}^{-}(\mathcal{U})=\{x \in X: \Phi(x) \cap \mathcal{U} \text { is nonempty }\}
$$

Finally, we declare $\Phi$ to be lower semicontinuous if $\Phi^{-}(\mathcal{U})$ is open in $X$ whenever $\mathcal{U}$ is open in $Y$.

Theorem 1. The Michael Selection Theorem. Let $\Phi$ be a lower semicontinuous set-valued map defined on a paracompact topological space and taking as values nonempty closed convex sets in a Banach space. Then $\boldsymbol{\Phi}$ has a continuous selection.

For the proof of this theorem, we refer the reader to [Mich1] and [Mich2]. As an application of Michael's theorem, we give a result about approximating possibly discontinuous maps by continuous ones.

Theorem 2 Let $X$ be a paracompact space, $Y$ a Banach space, and $H$ a closed subspace in $Y$. Suppose that $f: X \rightarrow Y$ is continuous and $g: X \rightarrow H$ is bounded. Then for each $\varepsilon>0$ there is a continuous map $\overline{\boldsymbol{g}}: X \rightarrow H$ that satisfies

$$
\begin{equation*}
\sup _{x \in X}\|f(x)-\bar{g}(x)\| \leqslant \sup _{x \in X}\|f(x)-g(x)\|+\varepsilon \tag{1}
\end{equation*}
$$

Thus when approximating the continuous map $f$ by the bounded map $g$, we can find a continuous map $\bar{g}$ that is almost as good as $g$.

Proof. Let $\lambda$ denote the number on the right in Inequality (1). For each $x \in X$, define

$$
\Phi(x)=\{h \in H:\|f(x)-h\| \leqslant \lambda\}
$$

This set is nonempty because $g(x) \in \Phi(x)$. (Notice that $g$ is a selection for $\Phi$ but not necessarily a continuous selection.) The set $\boldsymbol{\Phi}(x)$ is closed and convex in the Banach space $H$.

We shall prove that $\Phi$ is lower semicontinuous. Let $\mathcal{U}$ be open in $H$. It is to be shown that $\Phi^{-( }(\mathcal{U})$ is open in $X$. Let $x \in \Phi^{-}(\mathcal{U})$. Then $\Phi(x) \cap \mathcal{U}$ is nonempty. Select $h$ in this set. Then $h \in U$ and $\|f(x)-h\| \leqslant \lambda$. Also $\|f(x)-g(x)\|<\lambda$. So, by considering the line segment from $h$ to $g(x)$, we conclude that there is an $h^{\prime} \in U$ such that $\left\|f(x)-h^{\prime}\right\|<\lambda$. Since $f$ is continuous at $x$, there is a neighborhood $\mathcal{N}$ of $x$ such that

$$
\|f(u)-f(x)\|<\lambda-\left\|f(x)-h^{\prime}\right\| \quad(u \in \mathcal{N})
$$

By the triangle inequality, $\left\|f(s)-h^{\prime}\right\|<\lambda$ when $s \in \mathcal{N}$. This proves that $\boldsymbol{h}^{\prime} \in \Phi(s)$, that $\boldsymbol{\Phi}(s) \cap \mathcal{U}$ is nonempty, that $s \in \boldsymbol{\Phi}^{-}(\mathcal{U})$, that $\mathcal{N} \subset \boldsymbol{\Phi}^{-}(\mathcal{U})$, that $\Phi^{-}(\mathcal{U})$ is open, and that $\Phi$ is lower semicontinuous.

Now apply Michael's theorem to obtain a continuous selection $\bar{g}$ for $\boldsymbol{\Phi}$. Then $\bar{g}$ is a continuous map of $X$ into $H$ and satisfies $\bar{g}(x) \in \Phi(x)$ for all $\boldsymbol{x}$. Hence $\bar{g}$ satisfies (1).

Another important theorem that follows readily from Michael's is the theorem of Bartle and Graves:

Theorem 3. The Bartle-Graves Theorem. A continuous linear map of one Banach space onto another must have a continuous (but not necessarily linear) right inverse.

Proof. Let $A: X \rightarrow Y$, as in the hypotheses. Since $A$ is surjective, the equation $A x=y$ has solutions $x$ for each $y \in Y$. At issue, then, is whether a continuous choice of $x$ can be made. It is clear that we should set

$$
\Phi(y)=\{x \in X: A x=y\}
$$

Obviously, each set $\Phi(y)$ is closed, convex, and nonempty. Is $\Phi$ lower semicontinuous? Let $\mathcal{O}$ be open in $X$. We must show that the set $\Phi^{-}(\mathcal{O})$ is open in $Y$. But $\Phi^{-}(\mathcal{O})=A(\mathcal{O})$ by a short calculation. By the Interior Mapping Theorem (Section 1.8, page 48), $A(\mathcal{O})$ is open. Thus $\Phi$ is lower semicontinuous, and by Michael's theorem, a continuous selection $f$ exists. Thus $f(y) \in \Phi(y)$, or $A(f(y))=y$.

In the literature there are many selection theorems that involve measurable functions instead of continuous ones. If $X$ is a measurable space and $Y$ a topological space, a map $\Phi: X \rightarrow 2^{Y}$ is said to be weakly measurable if the set

$$
\{x \in X: \Phi(x) \cap \mathcal{O} \text { is not empty }\}
$$

is measurable in $X$ for each open set $\mathcal{O}$ in $Y$. (For a discussion of measurable spaces, see Section 8.1, pages 381 ff .) The measurable selection theorem of $\mathrm{Ku}-$ ratowski and Ryll-Nardzewski follows. Its proof can be found in [KRN], [Part], and [Wag].

> Theorem 4. Kuratowski and Ryll-Nardzewski Theorem. Let $\Phi$ be a weakly measurable map of $X$ to $2^{Y}$, where $X$ is a measurable space and $Y$ is a complete, separable metric space. Assume that for each $x, \Phi(x)$ is closed and nonempty. Then $\Phi$ has a measurable selection. Thus, there exists a function $f: X \rightarrow Y$ such that $f(x) \in \Phi(x)$ for all $x$, and $f^{-1}(\mathcal{O})$ is measurable for each open set $\mathcal{O}$ in $Y$.

### 7.3 Separation Theorems

The next three theorems are called "separation theorems." They pertain to disjoint pairs of convex sets, and to the positioning of a hyperplane so that the convex sets are on opposite sides of the hyperplane. In $\mathbb{R}^{2}$, the hyperplanes are lines, and simple figures show the necessity of convexity in carrying out this separation. In Theorem 3, one can see the necessity of compactness by considering one set to be the lower half plane and the other to be the set of points $(x, y)$ for which $y \geqslant x^{-1}$ and $x>0$.

Theorem 1. Let $X$ be a normed linear space and let $K$ be a convex subset of $X$ that contains 0 as an interior point. If $z \in X \backslash K$, then there is a continuous linear functional $\phi$ defined on $X$ such that for all $x \in K, \phi(x) \leqslant 1 \leqslant \phi(z)$.

Proof. Again, we need the Minkowski functional of $K$. It is

$$
p(x)=\inf \{\lambda: \lambda>0 \text { and } x / \lambda \in K\}
$$

We prove now that $p(x+y) \leqslant p(x)+p(y)$ for all $x$ and $y$. Select $\lambda, \mu>0$ so that $x / \lambda$ and $y / \mu$ are in $K$. By the convexity of $K$,

$$
\frac{x+y}{\lambda+\mu} \equiv \frac{\lambda}{\lambda+\mu} \frac{x}{\lambda}+\frac{\mu}{\lambda+\mu} \frac{y}{\mu} \in K
$$

Hence $p(x+y) \leqslant \lambda+\mu$. Taking the infima of $\lambda$ and $\mu$, we obtain $p(x+y) \leqslant$ $p(x)+p(y)$. Next we prove that for $\lambda \geqslant 0$ the equation $p(\lambda x)=\lambda p(x)$ is true. Select $\mu>0$ so that $x / \mu \in K$. Then $\lambda x / \lambda \mu \in K$ and $p(\lambda x) \leqslant \lambda \mu$. Taking the infimum of $\mu$, we conclude that $p(\lambda x) \leqslant \lambda p(x)$. From this we obtain the reverse inequality by writing $\lambda p(x)=\lambda p\left(\lambda^{-1} \lambda x\right) \leqslant \lambda \lambda^{-1} p(\lambda x)=p(\lambda x)$.

Now define a linear functional $\phi$ on the one-dimensional subspace generated by $z$ by writing

$$
\phi(\lambda z)=\lambda p(z) \quad(\lambda \in \mathbb{R})
$$

If $\lambda \geqslant 0$, then $\phi(\lambda z)=p(\lambda z)$. If $\lambda<0$, then $\phi(\lambda z)=\lambda p(z) \leqslant 0 \leqslant p(\lambda z)$. Hence $\phi \leqslant p$. By the Hahn-Banach Theorem (Section 1.6, page 32), $\phi$ has a linear extension (denoted also by $\phi$ ) that is dominated by $p$. For each $x \in K$ we have $\phi(x) \leqslant p(x) \leqslant 1$. As for $z$, we have $\phi(z)=p(z) \geqslant 1$, because if $p(z)<1$, then $z / \lambda \in K$ for some $\lambda \in(0,1)$, and by convexity the point

$$
z \equiv \lambda(z / \lambda)+(1-\lambda) 0
$$

would belong to $K$.
Lastly, we prove that $\phi$ is continuous. Select a positive $r$ such that the ball $B(0, r)$ is contained in $K$. For $\|x\|<1$ we have $r x \in B(0, r)$ and $r x \in K$. Hence $p(r x) \leqslant 1, \phi(r x) \leqslant 1$, and $\phi(x) \leqslant 1 / r$. Thus $\|\phi\| \leqslant 1 / r$.

Theorem 2. Let $K_{1}, K_{2}$ be a disjoint pair of convex sets in a normed linear space $X$. If one of them has an interior point, then there is a nonzero functional $\phi \in X^{*}$ such that

$$
\sup _{x \in K_{1}} \phi(x) \leqslant \inf _{x \in K_{2}} \phi(x)
$$

Proof. By performing a translation and by relabeling the two sets, we can assume that 0 is an interior point of $K_{1}$. Fix a point $z$ in $K_{2}$ and consider the set $K_{1}-K_{2}+z$. This set is convex and contains 0 as an interior point. Also, $z \notin K_{1}-K_{2}+z$ because $K_{1}$ is disjoint from $K_{2}$. By the preceding theorem, there is a $\phi \in X^{*}$ such that for $u \in K_{1}$ and $v \in K_{2}$ we have $\phi(u-v+z) \leqslant 1 \leqslant \phi(z)$. Hence $\phi(u) \leqslant \phi(v)$.

Theorem 3. Let $K_{1}, K_{2}$ be a disjoint pair of closed convex sets in a normed linear space $X$. Assume that at least one of the sets is compact. Then there is a $\phi \in X^{*}$ such that

$$
\sup _{x \in K_{2}} \phi(x)<\inf _{x \in K_{1}} \phi(x)
$$

Proof. The set $K_{1}-K_{2}$ is closed and convex. (See Problems 1.2.19 on page 12 and 1.4 .17 on page 23.) Also, $0 \notin K_{1}-K_{2}$, and consequently there is a ball $B(0, r)$ that is disjoint from $K_{1}-K_{2}$. By the preceding theorem, there is a nonzero continuous functional $\phi$ such that

$$
\sup _{\|x\| \leqslant r} \phi(x) \leqslant \inf _{x \in K_{1}-K_{2}} \phi(x)
$$

Since $\phi$ is not zero, there is an $\varepsilon>0$ such that for $u \in K_{1}$ and $v \in K_{2}$, $\varepsilon \leqslant \phi(u)-\phi(v)$.

Separation theorems have applications in optimization theory, game theory, approximation theory, and in the study of linear inequalities. The next theorem gives an example of the latter.

Theorem 4. Let $U$ be a compact set in a real Hilbert space. In order that the system of linear inequalities

$$
\begin{equation*}
\langle u, x\rangle>0 \quad(u \in U) \tag{1}
\end{equation*}
$$

be consistent (i.e., have a solution, $x$ ) it is necessary and sufficient that 0 not be in the closed convex hull of $U$.

Proof. For the sufficiency of the condition, assume the condition to be true. Thus, $0 \notin \overline{\operatorname{co}}(U)$. By Theorem 3, there is a vector $x$ and a real number $\lambda$ such that $\overline{\mathrm{co}}(U)$ and 0 are on opposite sides of the hyperplane

$$
\{y:\langle y, x\rangle=\lambda\}
$$

We can suppose that $\langle y, x\rangle>\lambda$ for $y \in \overline{\operatorname{co}}(U)$ and that $\langle 0, x\rangle<\lambda$. Obviously, $\lambda>0$ and $x$ solves the system (1).

Now assume that system (1) is consistent and that $x$ is a solution of it. By continuity and compactness, there exists a positive $\varepsilon$ such that $\langle u, x\rangle \geqslant \varepsilon$ for all $u \in U$. For any $v \in \operatorname{co}(U)$ we can write a convex combination $v=\sum \theta_{i} u_{i}$ and then compute

$$
\langle v, x\rangle=\left\langle\sum \theta_{i} u_{i}, x\right\rangle=\sum \theta\left\langle u_{i}, x\right\rangle \geqslant \sum \theta_{i} \varepsilon=\varepsilon
$$

Then, by continuity, $\langle w, x\rangle \geqslant \varepsilon$ for all $w \in \overline{\mathrm{co}}(U)$. Obviously, $0 \notin \overline{\mathrm{co}}(U)$.

In order to prove a representative result in game theory, some notation will be useful. The standard $n$-dimensional simplex is the set

$$
S_{n}=\left\{x \in \mathbb{R}^{n}: x \geqslant 0 \text { and } \sum_{i=1}^{n} x_{i}=1\right\}
$$

Theorem 5. For an $m \times n$ matrix $A$, either $A x \geqslant 0$ for some $x \in S_{n}$, or $y^{T} A<0$ for some $y \in S_{m}$.

Proof. Suppose that there is no $x$ in the simplex $S_{n}$ for which $A x \geqslant 0$. Then $A\left(S_{n}\right)$ contains no point in the nonnegative orthant,

$$
P_{m}=\left\{y \in \mathbb{R}^{m}: y \geqslant 0\right\}
$$

Consequently, the convex sets $A\left(S_{n}\right)$ and $P_{m}$ can be separated by a hyperplane. Suppose, then, that

$$
\begin{gathered}
P_{m} \subset\left\{y \in \mathbb{R}^{m}:\langle u, y\rangle>\lambda\right\} \\
A\left(S_{n}\right) \subset\left\{y \in \mathbb{R}^{m}:\langle u, y\rangle<\lambda\right\}
\end{gathered}
$$

Since $0 \in P_{m}, \lambda<0$. Let $e_{i}$ denote the $i$-th standard unit vector in $\mathbb{R}^{m}$. For positive $t$, $t_{e_{i}} \in P_{m}$. Hence $\left\langle u, t e_{i}\right\rangle>\lambda, t u_{i}>\lambda, u_{i}>\lambda / t$, and $u_{i} \geqslant 0$. Thus $u \in P_{m}$ and $\langle u, A x\rangle<0$ for all $x \in S_{n}$. Obviously, $u \neq 0$, so we can assume $u \in S_{m}$. Since $u^{T} A x<0$ for all $x \in S_{n}$, we have $u^{T} A e_{i}<0$ for $1 \leqslant i \leqslant n$, or, in other terms, $u^{T} A<0$. (In this last argument, $e_{i}$ was a standard unit vector in $\mathbb{R}^{n}$.)

This section concludes with a brief discussion of a fundamental topic in game theory. A rectangular two-person game depends on an $m \times n$ matrix of real numbers. Player 1 selects in secret an integer $i$ in the range $1 \leqslant i \leqslant m$. Likewise, Player 2 selects in secret an integer $j$ in the range $1 \leqslant j \leqslant n$. The two chosen integers $i$ and $j$ are now revealed, and the payoff to Player 1 is the quantity $a_{i j}$ in the matrix. If this payoff is positive, Player 2 pays Player 1. If the payoff is negative, Player 1 pays Player 2.

Both players have full knowledge of the matrix $A$. If Player 1 chooses $i$, then he can assure himself of winning at least the quantity $\min _{j} a_{i j}$. His best choice for $i$ ensures that he will win $\max _{i} \min _{j} a_{i j}$. Player 2 reasons similarly: By choosing $j$, he limits his loss to $\max _{i} a_{i j}$. His best choice for $j$ will minimize the worst loss and that number is then $\min _{j} \max _{i} a_{i j}$. If

$$
\min _{j} \max _{i} a_{i j}=\max _{i} \min _{j} a_{i j}
$$

then this common number is the amount that one player can be sure of winning and is the limit on what the other can lose.

In the more interesting case (which will include the case just discussed) the players will make random choices of the two integers (following carefully assigned probability distributions) and play the game over and over. Player 1 will assign
specific probabilities to each possible choice from the set $\{1,2, \ldots, m\}$. The probabilities can be denoted by $x_{i}$. We will then want $x_{i} \geqslant 0$ for each $i$ as well as $\sum_{i=1}^{m} x_{i}=1$. In brief, $x \in S_{m}$. Similarly, Player 2 assigns probabilities $y_{j}$ to the choices in $\{1,2, \ldots, n\}$. Thus $y \in S_{n}$. When the game is played just once, the expected payoff to Player 1 can be computed to be $\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j} x_{i} y_{j}$. Player 1 seeks to maximize this with an appropriate choice of $x$ in $S_{m}$, while Player 2 seeks to minimize this by a suitable choice of $y$ in $S_{n}$. The principal theorem in this subject is as follows.

Theorem 6. The Min-Max Theorem of Von Neumann Let $A$ be any $m \times n$ matrix. Then

$$
\max _{x \in S_{m}} \min _{y \in S_{n}} x^{T} A y=\min _{y \in S_{n}} \max _{x \in S_{m}} x^{T} A y
$$

Proof. It is easy to prove an inequality $\leqslant$ between the terms in the above equation. To do so, let $u \in S_{n}$ and $v \in S_{m}$. Then

$$
\min _{y \in S_{n}} v^{T} A y \leqslant v^{T} A u \leqslant \max _{x \in S_{m}} x^{T} A u
$$

Since $u$ and $v$ were arbitrary in the sets $S_{n}$ and $S_{m}$, respectively, we can choose them so that we get

$$
\begin{equation*}
\max _{x \in S_{m}} \min _{y \in S_{n}} x^{T} A y \leqslant \min _{y \in S_{n}} \max _{x \in S_{m}} x^{T} A y \tag{2}
\end{equation*}
$$

Now suppose that a strict inequality holds in Inequality (2). Select a real number $r$ such that

$$
\begin{equation*}
\max _{x \in S_{m}} \min _{y \in S_{n}} x^{T} A y<r<\min _{y \in S_{n}} \max _{x \in S_{m}} x^{T} A y \tag{3}
\end{equation*}
$$

Consider the matrix $A^{\prime}$ whose generic element is $a_{i j}-r$. By Theorem 5 (applied actually to $-A^{\prime}$ ), either $A^{\prime} u \leqslant 0$ for some $u \in S_{n}$ or $v^{T} A^{\prime} \geqslant 0$ for some $v \in S_{m}$.

If the first of these alternatives is true, then for all $x \in S_{m}$, we have $x^{T} A^{\prime} u \leqslant$ 0 . In quick succession, one concludes that $\max _{x} x^{T} A^{\prime} u \leqslant 0, \min _{y} \max _{x} x^{T} A^{\prime} y \leqslant$ 0 , and $\min _{y} \max _{x} x^{T} A y \leqslant r$. In the last inequality we simply compute the bilinear form $x^{T} A^{\prime} y$, remembering that $x \in S_{m}$ and $y \in S_{n}$. The concluding inequality here is a direct contradiction of Inequality (3).

Similarly, if there exists $v \in S_{m}$ for which $v^{T} A^{\prime} \geqslant 0$, then we have for all $y \in$ $S_{n}, v^{T} A^{\prime} y \geqslant 0, \min _{y} v^{T} A^{\prime} y \geqslant 0, \max _{x} \min _{y} x^{T} A^{\prime} y \geqslant 0$, and $\max _{x} \min _{y} x^{T} A y \geqslant$ $r$, contradicting Inequality (3) again.

In the language of game theory, Theorem 6 asserts that each player of a rectangular game has an optimal strategy. These are the "probability vectors" $\bar{x} \in S_{m}$ and $\bar{y} \in S_{n}$ such that

$$
\bar{x}^{T} A \bar{y}=\max _{x \in S_{m}} \min _{y \in S_{n}} x^{T} A y=\min _{y \in S_{n}} \max _{x \in S_{m}} x^{T} A y
$$

The common value of these three quantities is called the value of the game. Convenient references for these matters and for the theory of games in general are [McK] and [Mor].

## Problems 7.3

1. Let $f: X \times Y \rightarrow \mathbb{R}$, where $X$ and $Y$ are arbitrary sets. Prove that

$$
\operatorname{supinf}_{y} f(x, y) \leqslant \inf _{y} \sup _{x} f(x, y)
$$

(In order for this to be universally valid, one must admit $+\infty$ as a permissible value for the supremum and $-\infty$ for the infimum.)
2. Prove for any $u \in \mathbb{R}^{n}$ that $\max _{x \in S_{n}}\langle u, x)=\max _{1 \leqslant i \leqslant n} u_{i}$.
3. Let $P_{n}$ denote the set of $x$ in $\mathbb{R}^{n}$ that satisfy $x \geqslant 0$. Prove that for $u \in \mathbb{R}^{n}$ and $\lambda \in \mathbb{R}$ these properties are equivalent:
a. $P_{n} \subset\{x:\{u, x\rangle>\lambda\}$
b. $u \in P_{n}$ and $\lambda<0$.
4. Saddle points. If there is a pair of integers $(r, s)$ such that $a_{i s} \leqslant a_{r s} \leqslant a_{r j}$ for all $i$ and $j$, then $a_{r}$ is called a "saddle point" for the rectangular game. Prove that if such a point exists, each player has an optimal strategy of the form ( $0, \ldots, 0,1,0, \ldots, 0$ ).
5. (A variation on Theorem 4) Let $X$ be any linear space, $\Phi$ a set of linear functionals on $X$. Prove that the system of linear inequalities

$$
\phi(x)<0 \quad(\phi \in \Phi)
$$

has a finite inconsistent subsystem if and only if $0 \in \operatorname{co}(\Phi)$.
6. (A result in approximation theory) Let $K$ be a closed convex set in a normed linear space $X$. Let $u$ be a point not in $K$, and set $r=\operatorname{dist}(u, K)$. Prove that there exists a functional $\phi \in X^{*}$ such that

$$
\sup _{\|x-u\| \leqslant r} \phi(x) \leqslant \inf _{x \in K} \phi(x)
$$

7. (Separation theorem in Hilbert space) Let $K$ be a closed convex set in Hilbert space, and $u$ a point outside $K$. Then there is a unique point $v$ in $K$ such that for all $x$ in $K$,

$$
\langle x, u-v\rangle \leqslant\langle v, u-v\rangle<\langle u, u-v)
$$

8. Let $\phi_{1}, \phi_{2}, \ldots, \phi_{n}$ be continuous linear functionals on a normed space. Let $a_{1}, a_{2}, \ldots, a_{n}$ be scalars, and define affine functionals $\psi_{i}(x)=\phi_{i}(x)+a_{i}$. Define $F(x)=\max _{i} \psi_{i}(x)$. Prove that $F$ is bounded below if and only if the inequality $\max _{i} \phi_{i}(x) \geqslant 0$ is true for all $x$ of norm 1 .

### 7.4 The Arzelà-Ascoli Theorems

The hypothesis of compactness is often present in important theorems of analysis. For this reason, much attention has been directed to the problem of characterizing the compact sets in various Banach spaces. The Arzelà-Ascoli Theorem does this for spaces of continuous functions. The Dunford-Pettis Theorem does
this for $L^{1}$-spaces, and the Fréchet-Kolmogorov Theorem does it for the $L^{p_{-}}$ spaces. The most extensive source for results on this topic is [DS], Chapter 4. See also [Yo] for the Fréchet-Kolmogorov Theorem.

We begin with spaces of continuous functions. Let $(X, d)$ and $(Y, \rho)$ be compact metric spaces. For example, $X$ and $Y$ could be compact intervals on the real line. We denote by $C(X, Y)$ the space of all continuous maps from $X$ into $Y$. It is known that continuity and uniform continuity are the same for maps of $X$ into $Y$. Thus, a map $f$ of $X$ into $Y$ belongs to $C(X, Y)$ if and only if there corresponds to each positive $\varepsilon$ a positive $\delta$ such that $\rho(f(u), f(v))<\varepsilon$ whenever $d(u, v)<\delta$.

The space $C(X, Y)$ is made into a metric space by defining its distance function $\Delta$ by the equation

$$
\begin{equation*}
\Delta(f, g)=\sup _{x \in X} \rho(f(x), g(x)) \tag{1}
\end{equation*}
$$

A first goal is to characterize the compact sets in $C(X, Y)$.
Let $K$ be a subset of $C(X, Y)$. We say that $K$ is equicontinuous if to each positive $\varepsilon$ there corresponds a positive $\delta$ such that this implication is valid:

$$
\begin{equation*}
[f \in K \text { and } d(u, v)<\delta] \quad \Longrightarrow \quad \rho(f(u), f(v))<\varepsilon \tag{2}
\end{equation*}
$$

Theorem 1. First Arzelà-Ascoli Theorem. Let $X$ and $Y$ be compact metric spaces. A subset of $C(X, Y)$ is compact if and only if it is closed and equicontinuous.

Proof. Let $K$ be the subset in question. First, suppose that $K$ is compact. Then it is closed, by the theorem in general topology that asserts that compact sets in Hausdorff spaces are closed ([Kel], page 141). In order to prove that $K$ is equicontinuous, let $\varepsilon$ be a prescribed positive number. Since $K$ is compact, it is totally bounded ([Kel], page 198). Consequently, there exist elements $f_{1}, f_{2}, \ldots, f_{n}$ in $K$ such that

$$
K \subset \bigcup_{i=1}^{n} B\left(f_{i}, \varepsilon\right)
$$

where $B(f, \varepsilon)$ is the ball $\{g: \Delta(f, g)<\varepsilon\}$. A finite set of continuous functions is obviously equicontinuous, and therefore there exists a $\delta$ for which this implication is valid:

$$
[1 \leqslant i \leqslant n \text { and } d(u, v)<\delta] \quad \Longrightarrow \quad \rho\left(f_{i}(u), f_{i}(v)\right)<\varepsilon
$$

If $g \in K$ and $d(u, v)<\delta$, then for a suitable value of $j$ we have

$$
\rho(g(u), g(v)) \leqslant \rho\left(g(u), f_{j}(u)\right)+\rho\left(f_{j}(u), f_{j}(v)\right)+\rho\left(f_{j}(v), g(v)\right) \leqslant 3 \varepsilon
$$

The index $j$ is chosen so that $\Delta\left(g, f_{j}\right)<\varepsilon$. The above inequality establishes the equicontinuity of $K$.

Now suppose that $K$ is closed and equicontinuous. The space $M(X, Y)$ of all maps from $X$ into $Y$ with the metric $\Delta$ as defined in Equation (1) is a metric space that contains $C(X, Y)$ as a closed subset. It suffices then to prove that $K$ is compact in $M(X, Y)$.

Let $\varepsilon$ be a prescribed positive number. Select a positive $\delta$ such that the implication (2) above is valid. Since $X$ and $Y$ are totally bounded, we can arrange that

$$
X \subset \bigcup_{i=1}^{n} B\left(x_{i}, \delta\right) \quad Y \subset \bigcup_{i=1}^{m} B\left(y_{i}, \varepsilon\right)
$$

In order to have a disjoint cover of $X$, let

$$
A_{i}=B\left(x_{i}, \delta\right) \backslash\left[B\left(x_{1}, \delta\right) \cup \cdots \cup B\left(x_{i-1}, \delta\right)\right] \quad(1 \leqslant i \leqslant n)
$$

Notice that if $x \in A_{i}$, then it follows that $x \in B\left(x_{i}, \delta\right)$, that $d\left(x_{i}, x\right)<\delta$, and that $\rho\left(f\left(x_{i}\right), f(x)\right)<\varepsilon$ for all $f \in K$.

Now consider the functions $g$ from $X$ to $Y$ that are constant on each $A_{i}$ and are allowed to assume only the values $y_{1}, y_{2}, \ldots, y_{m}$. (There are exactly $m^{n}$ such functions.) The balls $B(g, 2 \varepsilon)$ cover $K$. To verify this, let $f \in K$. For each $i$, select $y_{j_{i}}$ so that $\rho\left(f\left(x_{i}\right), y_{j_{i}}\right)<\varepsilon$. Then let $g$ be a function of the type described above whose value on $A_{i}$ is $\boldsymbol{y}_{j_{i}}$. For each $x \in X$ there is an index $i$ such that $x \in A_{i}$. Then

$$
\rho(f(x), g(x)) \leqslant \rho\left(f(x), f\left(x_{i}\right)\right)+\rho\left(f\left(x_{i}\right), g(x)\right)<2 \varepsilon
$$

Hence $\Delta(f, g)<2 \varepsilon$. This proves that $K$ is totally bounded. Since a closed and totally bounded set is compact, $K$ is compact.

As usual, if $X$ is a compact metric space, $C(X)$ will denote the Banach space of all continuous real-valued functions on $X$, normed by writing

$$
\|f\|=\sup _{x \in X}|f(x)|
$$

Theorem 2. Arzelà-Ascoli Theorem II. Let $X$ be a compact metric space. A subset of $C(X)$ is compact if and only if it is closed, bounded, and equicontinuous.

Proof. Suppose that $K$ is a compact set in $C(X)$. Then it is closed. It is also totally bounded, and can be covered by a finite number of balls of radius 1 :

$$
K \subset \bigcup_{i=1}^{n} B\left(f_{i}, 1\right)
$$

For any $g \in K$ there is an index $i$ for which $g \in B\left(f_{i}, 1\right)$. Then

$$
\|g\| \leqslant\left\|g-f_{i}\right\|+\left\|f_{i}\right\| \leqslant 1+\max _{i}\left\|f_{i}\right\| \equiv M
$$

Thus $K$ is bounded. Let $Y=[-M, M]$. Then

$$
K \subset C(X, Y)
$$

The preceding theorem now is applicable, and $K$ is equicontinuous.
For the other half of the proof let $K$ be a closed, bounded, and equicontinuous set. Since $K$ is bounded, we have again $K \subset C(X, Y)$, where $Y$ is a suitable compact interval. The preceding theorem now shows that $K$ is compact.

Theorem 3. Dini's Theorem. Let $f_{1}, f_{2}, \ldots$ be continuous realvalued functions on a compact topological space. For each $x$ assume that $\left|f_{n}(x)\right| \downarrow 0$. Then this convergence is uniform.

Proof. Given $\varepsilon>0$, put $S_{k}=\left\{x:\left|f_{k}(x)\right| \geqslant \varepsilon\right\}$. Then each $S_{k}$ is closed, and $S_{k+1} \subset S_{k}$. For each $x$ there is an index $k$ such that $x \notin S_{k}$. Hence $\bigcap_{k=1}^{\infty} S_{k}$ is empty. By compactness and the finite intersection property, we conclude that $\bigcap_{k=1}^{n} S_{k}$ is empty for some $n$. This means that $S_{n}$ is empty, and that $\left|f_{n}(x)\right|<\varepsilon$ for all $x$. Thus $\left|f_{k}(x)\right|<\varepsilon$ for all $k \geqslant n$. This is uniform convergence.

We conclude this section by quoting some further compactness theorems. In the spaces $L^{p}(\mathbb{R})$, the following characterization of compact sets holds. Here, $1 \leqslant p<\infty$. A precursor of this theorem was given by Riesz, and a generalization to locally compact groups with their Haar measure has been proved by Weil. See [Edw] page 269, [DS] page 297, and [Yo] page 275.

Theorem 4. The Fréchet-Kolmogorov Theorem. A closed and bounded set $K$ in the space $L^{p}(\mathbb{R})$ is compact if and only if the following two limits hold true, uniformly for $f$ in $K$ :

$$
\begin{gathered}
\lim _{h \rightarrow 0} \int_{\mathbb{R}}|f(x+h)-f(x)|^{p} d x=0 \\
\lim _{M \rightarrow \infty} \int_{|x|>M}|f(x)|^{p} d x=0
\end{gathered}
$$

Theorem 5. A closed and bounded set $K$ in the space $c_{0}$ (defined in Section 1.1) is compact if and only if for each positive $\varepsilon$ there corresponds an integer $n$ such that $\sup _{x \in K} \sup _{i>n}|x(i)|<\varepsilon$.

Theorem 6. A closed and bounded set $K$ in $\ell^{2}$ is compact if and only if

$$
\lim _{n \rightarrow \infty} \sup _{x \in K} \sum_{i \geqslant n} x(i)^{2}=0
$$

## Problems 7.4

1. Define $f_{n} \in C[0,1]$ by $f_{n}(x)=n x /(n x+1)$. Is the set $\left\{f_{n}: n \in \mathbb{N}\right\}$ equicontinuous? Is it bounded? Is it closed?
2. Let $f_{\lambda}(x)=\mathrm{e}^{\lambda x}$. Show that $\left\{f_{\lambda}: \lambda \leqslant b\right\}$ is equicontinuous on $[0, a]$.
3. In the space $C[a, b]$ let $K$ be the set of all polynomials of degree at most $n$ that, satisfy $\|p\| \leqslant 1$. (Here $n$ is fixed.) Is $K$ equicontinuous? Is it compact?
4. Let $\alpha$ and $\lambda$ be fixed positive numbers. Let $K$ be the set of all functions $f$ on $[a, b]$ that satisfy the Lipschitz condition

$$
|f(x)-f(y)| \leqslant \lambda|x-y|^{\alpha}
$$

Is $K$ closed? compact? equicontinuous? bounded?
5. Let $K$ be a set of continuously differentiable functions on $[a, b]$. Put $K^{\prime}=\left\{f^{\prime}: f \in K\right\}$. Prove that if $K^{\prime}$ is bounded, then $K$ is equicontinuous.
6. Let $K$ be an equicontinuous set in $C[a, b]$. Prove that if there exists a point $x_{0}$ in $[a, b]$ such that $\left\{f\left(x_{0}\right): f \in K\right\}$ is bounded, then $K$ is bounded.
7. Define an operator $L$ on the space $C[a, b]$ by

$$
(L f)(x)=\int_{a}^{b} k(x, y) f(y) d y
$$

where $k$ is continuous on $[a, b] \times[a, b]$. Prove that $L$ is a compact operator; that is, it maps the unit ball into a compact set.
8. Prove or disprove: Let $\left[f_{n}\right]$ be a sequence of continuous functions on a compact space. Let $f$ be a function such that $\left|f(x)-f_{n}(x)\right| \downarrow 0$ for all $x$. Then $f$ is continuous and the convergence $f_{n} \rightarrow f$ is uniform.
9. Select an element $a \in \ell^{2}$, and define

$$
K=\left\{x \in \ell^{2}:\left|x_{i}\right| \leqslant\left|a_{i}\right| \text { for all } i\right\}
$$

Prove that $K$ is compact. The special case when $a_{i}=1 / i$ gives the so-called Hilbert cube.
10. Prove that not every compact set in $\ell^{2}$ is of the form described in the preceding problem.
11. Reconcile the compactness theorems for $L^{2}$ and $\ell^{2}$, in the light of the isometry between these spaces.

### 7.5 Compact Operators and the Fredholm Theory

This section is devoted to operators that we think of as "perturbations of the identity," meaning operators $I+A$, where $I$ is the identity and $A$ is a compact operator. The definition and elementary properties of compact operators were given in Section 2.3, page 85. In particular, we found that operators with finitedimensional range are compact, and that the set of compact members of $\mathcal{L}(X, Y)$ is closed if $X$ and $Y$ are Banach spaces. Thus, a limit of operators, each having finite-dimensional range, is necessarily a compact operator. In many (but not all) Banach spaces, every compact operator is such a limit. This fact can be exploited in practical problems involving compact operators; one begins by approximating the operator by a simpler one having finite-dimensional range. Typically, this leads to a system of linear equations that must be solved numerically. (Examples of problems involving operators with finite-dimensional range occur in Problems 20, 21, 22, and 29 in Section 2.1, pages 68-69.)

Here, however, we consider a related class of operators, namely those of the form $I+A$ (where $A$ is compact), and find that such operators have favorable properties too. Intuitively, we expect such operators to be well behaved, because they are close to the identity operator. For example, we shall prove the famous Fredholm Theorem, which asserts that for such operators the property of injectivity (one-to-oneness) is equivalent to surjectivity (being "onto"). This is a theorem familiar to us in the context of linear operators from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$ :

For an $n \times n$ matrix, the properties of having a 0 -dimensional kernel and an $n$ dimensional range are equivalent. The proof of the Fredholm Theorem is given in several pieces, and then further properties of such operators are explored. We have relied heavily on the exposition in [Jam], and recommend this reference to the reader.

Lemma 1. Let $A$ be a compact operator on a normed linear space. If $I+A$ is surjective, then it is injective.

Proof. Let $B=I+A$ and $X_{n}=\operatorname{ker}\left(B^{n}\right)$. Suppose that $B$ is surjective but not injective. We shall be looking for a contradiction. Note that $0 \subset X_{1} \subset X_{2} \subset \cdots$ It is now to be proved that these inclusions are proper. Select a nonzero element $y_{1}$ in $X_{1}$. Since $B$ is surjective, there exist points $y_{2}, y_{3}, \ldots$ such that $B y_{n+1}=y_{n}$ for $n=2,3, \ldots$ We have

$$
B^{n} y_{n}=B^{n-1} B y_{n}=B^{n-1} y_{n-1}=\cdots=B^{2} y_{2}=B y_{1}=0
$$

Furthermore,

$$
B^{n-1} y_{n}=B^{n-2} B y_{n}=B^{n-2} y_{n-1}=\cdots=B^{2} y_{3}=B y_{2}=y_{1} \neq 0
$$

These two equations prove that $y_{n} \in X_{n} \backslash X_{n-1}$ and that those inclusions mentioned above are proper.

By the Riesz Lemma, (Section 1.4, page 22), there exist points $x_{n}$ such that $x_{n} \in X_{n},\left\|x_{n}\right\|=1$, and $\operatorname{dist}\left(x_{n}, X_{n-i}\right) \geqslant 1 / 2$. If $m>n$, then we have $B^{m} x_{m}=0$ because $x_{m} \in X_{m}=\operatorname{ker}\left(B^{m}\right)$. Also, $B^{m-1} x_{n}=0$ because $x_{n} \in X_{n} \subset X_{m-1}$. Finally, $B^{m} x_{n}=0$ because $x_{n} \in X_{n} \subset X_{m}$. These observations show that

$$
B^{m-1}\left(B x_{m}-x_{n}-B x_{n}\right)=B^{m} x_{m}-B^{m-1} x_{n}-B^{m} x_{n}=0
$$

Now we can write

$$
\begin{aligned}
\left\|A x_{n}-A x_{m}\right\| & =\left\|(B-I) x_{n}-(B-I) x_{m}\right\|=\left\|B x_{n}-x_{n}-B x_{m}+x_{m}\right\| \\
& =\left\|x_{m}-\left(B x_{m}+x_{n}-B x_{n}\right)\right\| \geqslant \operatorname{dist}\left(x_{m}, X_{m-1}\right) \geqslant 1 / 2
\end{aligned}
$$

The sequence $\left[A x_{n}\right]$ therefore can have no Cauchy subsequence, contradicting the compactness property of $A$.

Lemma 2. If $A$ is a compact operator on a Banach space, then the range of $I+A$ is closed.

Proof. Let $B=I+A$. Take a convergent sequence $\left[y_{n}\right]$ in the range of $B$, and write $y=\lim y_{n}$. We want to prove that $y$ is in the range of $B$. Since this is obvious if $y=0$, we assume that $y \neq 0$. Denote the kernel (null space) of $B$ by $K$. Let $y_{n}=B x_{n}$ for suitable points $x_{n}$.

If $\left[x_{n}\right]$ contains a bounded subsequence, then (because $A$ is compact) $\left[A x_{n}\right]$ contains a convergent subsequence, say $A x_{n_{i}} \rightarrow u$. Since $A x_{n_{i}}+x_{n_{i}}=B x_{n_{i}}=$
$y_{n_{i}} \rightarrow y$, we infer that $x_{n_{i}}=y_{n_{i}}-A x_{n_{i}} \rightarrow y-u$. Then $y=\lim B x_{n_{i}}=B(y-u)$, and $y$ is in the range of $B$. This completes the proof in this case.

If $\left[x_{n}\right]$ contains no bounded subsequence, then $\left\|x_{n}\right\| \rightarrow \infty$. Since $y \neq 0$, we can discard a finite number of terms from the sequence $\left[x_{n}\right]_{\text {, and }}$ assume that $x_{n} \notin K$ for all $n$. Using Riesz's Lemma, construct vectors $v_{n}=k_{n}+\alpha_{n} x_{n}$ so that $\left\|v_{n}\right\|=1, k_{n} \in K$, and $\operatorname{dist}\left(v_{n}, K\right) \geqslant 1 / 2$. Note that

$$
\begin{equation*}
B v_{n}=\alpha_{n} B x_{n}=\alpha_{n} y_{n} \tag{1}
\end{equation*}
$$

Since $\left\|\alpha_{n} y_{n}\right\|=\left\|B v_{n}\right\| \leqslant\|B\|$ and $y_{n} \rightarrow y \neq 0$, we see that $\left[\alpha_{n}\right]$ is bounded. Since $\left[v_{n}\right]$ is bounded, $\left[A v_{n}\right]$ contains a convergent subsequence. Using the boundedness of $\left[\alpha_{n}\right]$, we can arrange that

$$
A v_{n_{i}} \rightarrow z \quad \text { and } \quad \alpha_{n_{i}} \rightarrow \alpha
$$

From Equation (1), we conclude that $(I+A) v_{n_{i}}=\alpha_{n_{i}} y_{n_{i}}$ and

$$
v_{n_{i}}=\alpha_{n_{i}} y_{n_{i}}-A v_{n_{i}} \rightarrow \alpha y-z
$$

If $\alpha$ were 0 , we would have $v_{n_{i}} \rightarrow-z$ and $-B z=\lim B v_{n_{i}}=\lim \left(v_{n_{i}}+A v_{n_{i}}\right)=$ $-z+z=0$. This would show that $z \in K$. This cannot be true because it would imply

$$
1 / 2 \leqslant \operatorname{dist}\left(v_{n_{i}}, K\right) \leqslant\left\|v_{n_{i}}+z\right\|=0
$$

Hence $\alpha \neq 0$. Since $B v_{n_{i}} \rightarrow \alpha y$, we have

$$
B\left(\alpha^{-1} v_{n_{i}}\right) \rightarrow y
$$

Consequently, $B\left(y-\alpha^{-1} z\right)=y$, and $y$ is in the range of $B$.
Lemma 3. Let $A$ be a compact operator on a Banach space. If $I+A$ is injective, then it is surjective.

Proof. Let $B=I+A$ and let $X_{n}$ denote the range of $B^{n}$. We have

$$
B^{n}=(I+A)^{n}=\sum_{k=0}^{n}\binom{n}{k} A^{k}=I+\sum_{k=1}^{n}\binom{n}{k} A^{k}
$$

Since each $A^{k}$ is compact (for $k \geqslant 1$ ), $B^{n}$ is the identity plus a compact operator. Thus $X_{n}$ is closed by Lemma 2.

If $x \in X_{n}$ for some $n$, then for an appropriate $u$ we have

$$
x=B^{n} u=B^{n-1} B u \in X_{n-1}
$$

Thus

$$
\begin{equation*}
X=X_{0} \supset X_{1} \supset X_{2} \supset \cdots \tag{2}
\end{equation*}
$$

Now our objective is to establish that $X_{1}=X_{0}$.

If all the inclusions in the list (2) are proper, we can use Riesz's Lemma to select $x_{n} \in X_{n}$ such that $\left\|x_{n}\right\|=1$ and $\operatorname{dist}\left(x_{n}, X_{n+1}\right) \geqslant 1 / 2$. Then, for $n<m$, we have

$$
\begin{aligned}
\left\|A x_{m}-A x_{n}\right\| & =\left\|(B-I) x_{m}-(B-I) x_{n}\right\|=\left\|x_{n}-\left(x_{m}+B x_{n}-B x_{m}\right)\right\| \\
& \geqslant \operatorname{dist}\left(x_{n}, X_{n+1}\right) \geqslant 1 / 2
\end{aligned}
$$

because $x_{m} \in X_{m} \subset X_{n+1}, B x_{m} \in X_{m+1} \subset X_{n+1}$, and $B x_{n} \in X_{n+1}$. This argument slows that $\left[A x_{n}\right]$ can contain no Cauchy subsequence, contradicting the compactness of $A$.

Thus, not all the inclusions in the list (2) are proper, and for some $n$, $X_{n}=X_{n+1}$. We define $n$ to be the first integer having this property. All we have to do now is prove that $n=0$.

If $n>0$, let $x$ be any point in $X_{n-1}$. Then $x=B^{n-1} y$ for some $y$, and

$$
B x=B^{n} y \in X_{n}=X_{n+1}
$$

It follows that $B x=B^{n+1} z$ for some $z$. Since $B$ is injective by hypothesis, $x=$ $B^{n} z \in X_{n}$. Since $x$ was an arbitrary point in $X_{n-1}$, this shows that $X_{n-1} \subset X_{n}$. But the inclusion $X_{n-1} \supset X_{n}$ also holds. Hence $X_{n-1}=X_{n}$, contrary to our choice of $n$. Hence $n=0$.

Theorem 1. The Fredholm Alternative. Let $A$ be a compact linear operator on a Banach space. The operator $I+A$ is surjective if and only if it is injective.

Proof. This is the result of putting Lemmas 1 and 3 together.
The name attached to this theorem is derived from its traditional formulation, which states that one and only one of the these alternatives holds: (1) $I+A$ is surjective; (2) $I+A$ is not injective. A stronger result is known, and we refer the reader to $[\mathrm{BN}]$ or $[\mathrm{KA}]$ for its proof:

Theorem 2. If $A$ is a bounded linear operator on a Banach space and if $A^{n}$ is compact for some natural number $n$, then the properties of surjectivity and injectivity of $I+A$ imply each other.

An easy extension of Theorem 1 is important:
Theorem 3. Let $B$ be a bounded linear invertible operator, and let $A$ be a compact operator, both defined on one Banach space and taking values in another. Then $B+A$ is surjective if and only if it is injective.

Proof. Suppose that $B+A$ is injective. Then so are $B^{-1}(B+A)$ and $I+B^{-1} A$. Now, the product of a compact operator with a bounded operator is compact. (See Problem 7.) Thus, Theorem 1 is applicable, and $I+B^{-1} A$ is surjective. Hence so are $B\left(I+B^{-1} A\right)$ and $B+A$. The proof of the reverse implication is similar.

Theorem 4. A compact linear transformation operating from one normed linear space to another maps weakly convergent sequences into strongly convergent sequences.

Proof. Let $A$ be such an operator, $A: X \rightarrow Y$. Let $x_{n} \rightharpoonup x$ (weak convergence) in $X$. It suffices to consider only the case when $x=0$. Thus we want to prove that $A x_{n} \rightarrow 0$. By the weak convergence, $\phi\left(x_{n}\right) \rightarrow 0$ for all $\phi \in X^{*}$. Interpret $\phi\left(x_{n}\right)$ as a sequence of linear maps $x_{n}$ acting on an element $\phi \in X^{*}$. Since $X^{*}$ is complete even if $X$ is not, the Uniform Boundedness Theorem (Section 1.7, page 42) is applicable in $X^{*}$. One concludes that $\left\|x_{n}\right\|$ is bounded. For any $\psi \in Y^{*}$,

$$
\psi\left(A x_{n}\right)=(\psi \circ A) x_{n} \rightarrow 0
$$

because $\psi \circ A \in X^{*}$. Thus $A x_{n} \rightharpoonup 0$. If $A x_{n}$ does not converge strongly to 0 , there will exist a subsequence such that $\left\|A x_{n_{i}}\right\| \geqslant \varepsilon>0$. By the compactness of $A$, and by taking a further subsequence, we may assume that $A x_{n_{i}} \rightarrow y$ for some $y$. Obviously, $\|y\| \geqslant \varepsilon$. Now we have the contradiction $A x_{n_{i}} \rightharpoonup y$ and $A x_{n_{i}} \rightharpoonup 0$.

Lemma 4. Let $\left[A_{n}\right]$ be a bounded sequence of continuous linear transformations from one normed linear space to another. If $A_{n} x \rightarrow 0$ for each $x$ in a compact set $K$, then this convergence is uniform on $K$.

Proof. Suppose that the convergence in question is not uniform. Then there exist a positive $\varepsilon$, a sequence of integers $n_{i}$, and points $x_{n_{i}} \in K$ such that $\left\|A_{n_{i}} x_{n_{i}}\right\| \geqslant \varepsilon$. Since $K$ is compact, we can assume at the same time that $x_{n_{i}}$ converges to a point $x$ in $K$. Then we have a contradiction of pointwise convergence from this inequality:

$$
\begin{aligned}
\left\|A_{n_{i}} x\right\| & =\left\|A_{n_{i}} x_{n_{i}}+\left(A_{n_{i}} x-A_{n_{i}} x_{n_{i}}\right)\right\| \\
& \geqslant\left\|A_{n_{i}} x_{n_{i}}\right\|-\left\|A_{n_{i}} x-A_{n_{i}} x_{n_{i}}\right\| \\
& \geqslant \varepsilon-\left\|A_{n_{i}}\right\|\left\|x-x_{n_{i}}\right\|
\end{aligned}
$$

For some Banach spaces $X$, each compact operator $A: X \rightarrow X$ is a limit of operators of finite rank. This is true of $X=C(T)$ and $X=L^{2}(T)$, but not of all Banach spaces. One positive general result in this direction is as follows.

Theorem 5. Let $X$ and $Y$ be Banach spaces. If $Y$ has a (Schauder) basis, then every compact operator from $X$ to $Y$ is a limit of finite-rank operators.

Proof. If $\left[v_{n}\right]$ is a basis for $Y$, then each $y$ in $Y$ has a unique representation of the form

$$
y=\sum_{k=1}^{\infty} \lambda_{k}(y) v_{k}
$$

(See Problems 24-26 in Section 1.6, pages 38-39.) The functionals $\lambda_{k}$ are continuous, linear, and satisfy $\sup _{k}\left\|\lambda_{k}\right\|<\infty$. By taking the partial sum of the
first $n$ terms, we define a projection $P_{n}$ of $Y$ onto the linear span of the first $n$ vectors $v_{k}$. Now let $A$ be a compact linear transformation from $X$ to $Y$, and let $S$ denote the unit ball in $X$. The closure of $A(S)$ is compact in $Y$, and $P_{n}-I$ converges pointwise to 0 in $Y$. By the preceding lemma, this convergence is uniform on $A(S)$. This implies that $\left(P_{n} A-A\right)(x)$ converges uniformly to 0 on $S$. Since each $P_{n} A$ has finite-dimensional range, this completes the proof.

Theorem 6. Let $A$ be a compact operator acting between two Banach spaces. If the range of $A$ is closed, then it is finite dimensional.

Proof. Since $A$ is compact, it is continuous and has a closed graph. Assume that $A: X \rightarrow Y$ and that $A(X)$ is closed in $Y$. Then $A(X)$ is a Banach space. Let $S$ denote the unit ball in $X$. By the Interior Mapping Theorem (Section 1.8, page 48), $A(S)$ is a neighborhood of 0 in $A(X)$. On the other hand, by its compactness, $A$ maps $S$ into a compact subset of $A(X)$. Since $A(X)$ has a compact neighborhood of $0, A(X)$ is finite dimensional, by Theorem 2 in Section 1.4, page 22.

Let us consider the very practical problem of solving an equation $A x-\lambda x=b$ when $A$ is of finite rank. In other words, $A$ has a finite-dimensional range. Let $\left\{v_{1}, \ldots, v_{n}\right\}$ be a basis for the range of $A$. Let $b \in X, A b=\sum \beta_{i} v_{i}$, and $A v_{j}=\sum_{i} a_{i j} v_{i}$.

We must assume that the numerical values of $a_{i j}$ and $\beta_{i}$ are available to us. Determining the unknown $x$ will now reduce to a standard problem in numerical linear algebra. The case when $\lambda=0$ is somewhat different, and we dispose of that first.

If $\lambda=0$, we find $u_{i}$ such that $A u_{i}=v_{i}$. Since the equation $A x=b$ can be solved only if $b$ is in the range of $A$, we write $b=\sum \gamma_{i} v_{i}$. Then the solution is $x=\sum_{i=1}^{n} \gamma_{i} u_{i}$, because with that definition of $x$ we have $A x=\sum_{i=1}^{n} \gamma_{i} A u_{i}=$ $\sum_{i=1}^{n} \gamma_{i} v_{i}=b$.

Now assume that $\lambda$ is not zero. The following two assertions are equivalent:
(a) There is an $x \in X$ such that $A x-\lambda x=b$.
(b) There exist $c_{1}, \ldots, c_{n} \in \mathbb{R}$ such that $\sum_{j} a_{i j} c_{j}-\lambda c_{i}=\beta_{i}$ (for $i=1, \ldots, n$ ).

To prove this equivalence, first assume that (a) is true. Define $c_{i}$ by $A x=$ $\sum c_{i} v_{i}$. Then one has successively

$$
\begin{gathered}
\sum_{j=1}^{n} c_{j} v_{j}-\lambda x=b \\
\sum_{j=1}^{n} c_{j} A v_{j}-\lambda A x=A b \\
\sum_{j=1}^{n} c_{j} \sum_{i=1}^{n} a_{i j} v_{i}-\lambda \sum_{i=1}^{n} c_{i} v_{i}=\sum_{i=1}^{n} \beta_{i} v_{i}
\end{gathered}
$$

Since $\left\{v_{1}, \ldots, v_{n}\right\}$ is linearly independent,

$$
\begin{equation*}
\sum_{j=1}^{n} a_{i j} c_{j}-\lambda c_{i}=\beta_{i} \quad \text { for } i=1, \ldots, n \tag{3}
\end{equation*}
$$

This proves (b).
For the converse, suppose that (b) is true. Define $x=\left(\sum c_{j} v_{j}-b\right) / \lambda$. Then we verify (a) by calculating

$$
\begin{aligned}
A x-\lambda x & =\frac{1}{\lambda}\left[\sum_{j=1}^{n} c_{j} A v_{j}-A b-\lambda \sum_{i=1}^{n} c_{i} v_{i}\right]+b \\
& =\frac{1}{\lambda}\left[\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} c_{j} v_{i}-\sum_{i=1}^{n} \beta_{i} v_{i}-\lambda \sum_{i=1}^{n} c_{i} v_{i}\right]+b=b
\end{aligned}
$$

This analysis has established that the original problem is equivalent to a matrix problem of order $n$, where $n$ is the dimension of the range of the operator $A$. The actual numerical calculations to obtain $x$ involve solving the Equation (3) for the unknown coefficients $\boldsymbol{c}_{\boldsymbol{j}}$. We have not yet made any assumptions to guarantee the solvability of Equation (3).

Now one can prove the Fredholm Alternative for this case by elementary linear algebra. Indeed we have these equivalences (in which $\lambda \neq 0$ ):
(i) $A-\lambda I$ is surjective.
(ii) For each $b$ there is an $x$ such that $A x-\lambda x=b$.
(iii) For all $\left(\beta_{1}, \ldots, \beta_{n}\right)$ the system $\sum_{j=1}^{n} a_{i j} c_{j}-\lambda c_{i}=\beta_{i}(i=1, \ldots, n)$ is soluble.
(iv) The system $\sum_{j=1}^{n} a_{i j} c_{j}-\lambda c_{i}=0$ has only the trivial solution.
(v) The equation $A x-\lambda x=0$ has only the trivial solution.
(vi) $\lambda$ is not an eigenvalue of the operator $A$.
(vii) $A-\lambda I$ is injective.

Integral Equations. The theory of linear operators is well illustrated in the study of integral equations. These have arisen in earlier parts of this book, such as in Sections 2.3, 2.5, 4.1, 4.2, and 4.3. A special type of integral equation has what is known as a degenerate kernel. A kernel is called degenerate or separable if it is of the form $k(s, t)=\sum_{1}^{n} u_{i}(s) v_{i}(t)$. The corresponding integral operator is

$$
\begin{aligned}
(K x)(t) & =\int k(s, t) x(s) d s=\int \sum_{i=1}^{n} u_{i}(s) v_{i}(t) x(s) d s \\
& =\sum_{i=1}^{n} v_{i}(t) \int u_{i}(s) x(s) d s
\end{aligned}
$$

If we use the inner-product notation for the integrals in the above equation, we have the simpler form

$$
K x=\sum_{i=1}^{n}\left\langle x, u_{i}\right) v_{i}
$$

It is clear that $K$ has a finite-dimensional range and is therefore a compact operator. (Various spaces are suitable for the discussion.)

Lemma 5. In the definition of the degenerate kernel $k=\sum_{i=1}^{n} u_{i} v_{i}$, there is no loss of generality in supposing that $\left\{u_{1}, \ldots, u_{n}\right\}$ and $\left\{v_{1}, \ldots, v_{n}\right\}$ are linearly independent sets.

Proof. Suppose that $\left\{v_{1}, \ldots, v_{n}\right\}$ is linearly dependent. Then one vector is a linear combination of the others, say $v_{n}=\sum_{i=1}^{n-1} a_{i} v_{i}$. Then we can write the kernel with a sum of fewer terms as follows:

$$
\begin{aligned}
K x & =\sum_{i=1}^{n}\left\langle x, u_{i}\right\rangle v_{i}=\sum_{i=1}^{n-1}\left\langle x, u_{i}\right\rangle v_{i}+\left\langle x, u_{n}\right\rangle v_{n} \\
& =\sum_{i=1}^{n-1}\left\langle x, u_{i}\right\rangle v_{i}+\left\langle x, u_{n}\right\rangle \sum_{i=1}^{n-1} a_{i} v_{i} \\
& =\sum_{i=1}^{n-1}\left[\left\langle x, u_{i}\right\rangle+a_{i}\left\langle x, u_{n}\right\rangle\right] v_{i}=\sum_{i=1}^{n-1}\left\langle x, u_{i}+a_{i} u_{n}\right\rangle v_{i}
\end{aligned}
$$

A similar argument applies if $\left\{u_{1}, \ldots, u_{n}\right\}$ is dependent.
To solve the integral equation $K x-\lambda x=b$ when $K$ has a separable kernel (as above), we assume $\lambda \neq 0$ and that $\left\{v_{1}, \ldots, v_{n}\right\}$ is independent. Then $\left\{v_{1}, \ldots, v_{n}\right\}$ is a basis for the range of $K$, and the theory of the preceding pages applies. If the integral equation has a solution, then the system of linear equations

$$
\sum_{j=1}^{n} a_{i j} c_{j}-\lambda c_{i}=\beta_{i} \quad(1 \leqslant i \leqslant n)
$$

has a solution, where $K v_{j}=\sum_{i} a_{i j} v_{i}$ and $K b=\sum \beta_{i} v_{i}$. It follows that the solution is $x=\lambda^{-1}\left(\sum c_{i} v_{i}-b\right)$.

The spectrum of a linear operator $A$ on a normed linear space is the set of all complex numbers $\lambda$ for which $A-\lambda I$ is not invertible.

Theorem 7. Let $A$ be a compact operator on a Banach space. Each nonzero element of the spectrum of $A$ is an eigenvalue of $A$.

Proof. Let $\lambda \neq 0$ and suppose that $\lambda$ is not an eigenvalue of $A$. We want to show that $\lambda$ is not in the spectrum, or equivalently, that $A-\lambda I$ is invertible. Since $\lambda$ is not an eigenvalue, the equation $(A-\lambda I) x=0$ has only the solution $x=0$. Hence $A-\lambda I$ is injective. By the Fredholm Alternative, $A-\lambda I$ is surjective. Hence $(A-\lambda I)^{-1}$ exists as a linear map. The only question is whether it is a bounded linear map. The affirmative answer comes immediately from the Interior Mapping Theorem and its corollaries in Section 1.8, page 48ff. That would complete the proof. There is an alternative that avoids use of the Interior Mapping Theorem but uses again the compactness of $A$. To follow this path, assume that $(A-\lambda I)^{-1}$ is not bounded. We can find $x_{n}$ such that $\left\|x_{n}\right\|=1$ and $\left\|(A-\lambda I)^{-1} x_{n}\right\| \rightarrow \infty$. Put $y_{n}=(A-\lambda I)^{-1} x_{n}$. Then $\left\|y_{n}\right\| /\left\|(A-\lambda I) y_{n}\right\| \rightarrow \infty$.

Put $z_{n}=y_{n} /\left\|y_{n}\right\|$, so that $\left\|z_{n}\right\|=1$ and $\left\|(A-\lambda I) z_{n}\right\| \rightarrow 0$. Since $A$ is compact, there is a convergent subsequence $A z_{n_{k}} \rightarrow w$. Then

$$
z_{n_{k}}=\lambda^{-1}\left[A z_{n_{k}}-(A-\lambda I) z_{n_{k}}\right] \rightarrow \lambda^{-1} w
$$

Hence $A\left(\lambda^{-1} w\right)=w$ or $(A-\lambda I) w=0$. Since $\|w\|=|\lambda| \neq 0$, we have contradicted the injective property of $A-\lambda I$.

For an integral equation having a more general kernel, there is a possibility of approximating the kernel by a separable (degenerate) one, and solving the resulting simpler integral equation. The approximation is possible, as we shall see. We begin by recalling the important Stone-Weierstrass Theorem:

Theorem 8. Stone-Weierstrass Theorem. Let T be a compact topological space. Every subalgebra of $C(T)$ that contains the constant functions and separates the points of $T$ is dense in $C(T)$.

Definition. A family of functions on a set is said to separate the points of that set if for every pair of distinct points in the set there exists a function in the family that takes different values at the two points.
Example 1. Let $T=[a, b] \subset \mathbb{R}$. Let $\mathcal{A}$ be the algebra of all polynomials in $C(T)$. Then $\mathcal{A}$ is dense in $C(T)$, by the Stone-Weierstrass Theorem. This implies that for any continuous function $f$ defined on $[a, b]$ and for any $\epsilon>0$ there is a polynomial $p$ such that

$$
\|f-p\| \equiv \max \{|f(t)-p(t)|: a \leqslant t \leqslant b\}<\epsilon
$$

Example 2. Let $S$ and $T$ be compact spaces. Then the set

$$
\left\{f: f(s, t)=\sum_{i=1}^{n} a_{i}(s) b_{i}(t) \quad \text { for some } n, a_{i} \in C(S), b_{i} \in C(T)\right\}
$$

is dense in $C(S \times T)$.
The next theorem shows that theoretically we obtain a solution to the original problem as a limit of solutions to the simpler ones involving operators of finite rank.

Theorem 9. Let $A_{0}, A_{1}, \ldots$ be compact operators on a Banach space, and suppose $\lim _{n} A_{n}=A_{0}$. If $\lambda$ is not an eigenvalue of $A_{0}$ and if for each $n$ there is a point $x_{n}$ such that $A_{n} x_{n}-\lambda x_{n}=b$, then for all sufficiently large $n$,

$$
\left\|x_{0}-x_{n}\right\| \leqslant\left\|\left(A_{n}-\lambda I\right)^{-1}\right\|\left\|A_{0}-A_{n}\right\|\left\|x_{0}\right\|
$$

Proof. Since $\lambda$ is not an eigenvalue of $A_{0}$, it is not in the spectrum of $A_{0}$, by Theorem 7. Hence $A_{0}-\lambda I$ is invertible. Select $m$ such that for $n \geqslant m$

$$
\left\|\left(A_{n}-\lambda I\right)-\left(A_{0}-\lambda I\right)\right\|=\left\|A_{n}-A_{0}\right\|<\left\|\left(A_{0}-\lambda I\right)^{-1}\right\|^{-1}
$$

By Problem 2 in Section 4.3 (page 189), $\left(A_{n}-\lambda I\right)^{-1}$ exists (when $n \geqslant m$ ). Now write

$$
\begin{aligned}
x_{n}-x_{0} & =\left[\left(A_{n}-\lambda I\right)^{-1}-\left(A_{0}-\lambda I\right)^{-1}\right] b \\
& =\left(A_{n}-\lambda I\right)^{-1}\left[I-\left(A_{n}-\lambda I\right)\left(A_{0}-\lambda I\right)^{-1}\right] b \\
& =\left(A_{n}-\lambda I\right)^{-1}\left[I-\left\{A_{0}-\lambda I-\left(A_{0}-A_{n}\right)\right\}\left(A_{0}-\lambda I\right)^{-1}\right] b \\
& =\left(A_{n}-\lambda I\right)^{-1}\left(A_{0}-A_{n}\right)\left(A_{0}-\lambda I\right)^{-1} b \\
& =\left(A_{n}-\lambda I\right)^{-1}\left(A_{0}-A_{n}\right) x_{0}
\end{aligned}
$$

## Problems 7.5

1. Supply the "similar" argument omitted from the proof of Lemma 1.
2. Let $k(s, t)=\sum_{1}^{n} u_{i}(s) v_{i}(t)$, where $u_{i} \in L_{2}(S)$ and $v_{i} \in L_{2}(T)$. Show that $k(s, t)$ can also be represented as $\sum_{1}^{n} \tilde{u}_{i}(s) \widetilde{v}_{i}(t)$, where $\left\{\tilde{v}_{i}\right\}$ an orthonormal stt.
3. On page 358 we saw how to solve $K x-\lambda x=b$ if $K$ is an integral operator having a separable kernel and $\lambda \neq 0$. Give a complete analysis of the case when $\lambda=0$.
4. Is the set of polynomials of the form $c_{0}+c_{1} t^{17}+c_{2} t^{34}+c_{3} t^{51}+\cdots$ dense in $C[a, b]$ ? Generalize.
5. Solve the integral equation

$$
\int_{0}^{1}(t-s) x(s) d s-\lambda x(t)=b(t)
$$

6. Solve the integral equation

$$
\int_{0}^{1}[a(s)+b(t)] x(s) d s-x(t)=c(t)
$$

7. Prove that the set of compact operators in $\mathcal{L}(X, X)$ is an ideal. This means that if $A$ is compact and $B$ is any bounded linear operator, then $A B$ and $B A$ are compact. (This property is in addition to the subspace axioms.)
8. Let $A$ be a compact operator on a Banach space. Prove that if $I-A$ is injective, then it is invertible.
9. Let $A, B \in \mathcal{L}(X, X)$. Assume that $A B=B A$ and that $A B$ is invertible. Prove that (a) $A(A B)^{-1}=(A B)^{-1} A ;$ (b) $B^{-1}=A(A B)^{-1}$; (c) $A^{-1}=B(A B)^{-1}$; (d) $A(A B)^{-1}=(A B)^{-1} A ; \quad$ (e) $(B A)^{-1}=A^{-1} B^{-1}$.
10. Let $A$ be a linear operator from $X$ to $Y$. Suppose that we are in possession of elements $u_{1}, u_{2}, \ldots, u_{n}$ whose images under $A$ span the range of $A$. Describe how to solve the equation $A x=b$.
11. Prove that if $A$ is a compact operator on a normed linear space, then for some natural number $n$, the ranges of $(I+A)^{n},(I+A)^{n+1}, \ldots$ are all identical.
12. Let $A$ be a linear transformation defined on and taking values in a linear space. Prove that if $A$ is surjective but not injective, then $\operatorname{ker}\left(A^{n}\right)$ is a proper subset of $\operatorname{ker}\left(A^{n+1}\right)$, for $n=1,2,3, \ldots$
13. Let $A$ be a bounded linear operator defined on and taking values in a normed linear space. Suppose that for $n=1,2,3, \ldots$, the range of $A^{n}$ properly contains the range of $A^{n+1}$. Prove that the sum $A+K$ is never invertible when $K$ is a compact operator.
14. Prove that if $A_{\boldsymbol{n}}$ are continuous linear transformations acting between two Banach spaces, and if $A_{\boldsymbol{n}} x \rightarrow 0$ for all $x$, then this convergence is uniform on all compact sets. (Cf. Lemma 4.)
15. Give examples of operators on the space $c_{0}$ that have one but not both of the properties injectivity and surjectivity.
16. (More general form of Lemma 5) Let $A$ be an operator defined by the equation $A x=$ $\sum_{i=1}^{n} \phi_{i}(x) v_{i}$, in which $x \in X, v_{i} \in Y$, and $\phi_{i} \in X^{*}$. Prove that there is no loss of generality in supposing that $\left\{v_{1}, \ldots, v_{n}\right\}$ and $\left\{\phi_{1}, \ldots, \phi_{n}\right\}$ are linearly independent sets.
17. Show how to solve the equation $A x-x=b$ if the range of $A$ is spanned by $\left\{A u_{1}, \ldots, A u_{n}\right\}$, for some $u_{i} \in X$. Prove that the equation is solvable if 1 is not an eigenvalue of $A$.
18. Let $A$ and $B$ be members of $\mathcal{C}(X, Y)$, where $X$ and $Y$ are Banach spaces. Suppose that $B$ is invertible and that $\left(B^{-1} A\right)^{m}$ is compact for some natural number $m$. Prove that $B+A$ is sur jective if and only if it is in jective.
19. Provide the details for the assertions in Example 2.
20. Use the Stone-Weierstrass Theorem to prove this result of Diaconis and Shahshahani [DiS]: If $X$ is a normed linear space and $f$ is a continuous function from $X$ to $\mathbb{R}$, then for any compact set $K$ in $X$ and for any positive $\varepsilon$ there exist $\phi_{i} \in X^{*}$ and coefficients $c_{i}$ such that

$$
\sup _{x \in K}\left|f(x)-\sum_{i=1}^{n} c_{i} e^{\phi_{i}(x)}\right|<\varepsilon
$$

21. Prove this for an arbitrary compact operator $A$ : The transformation $I+A$ is surjective if and only if -1 is not an eigenvalue of $A$.
22. Prove the finite-dimensional version of the Fredholm alternative, which we formulate as follows, for an arbitrary matrix $A$ and vector $b$ : The system $A x=b$ is consistent if and only if the system $y^{T} A=0 \quad y^{T} b \neq 0$ is inconsistent.
23. Discuss the existence and uniqueness of solutions to the integral equation

$$
\int_{0}^{\pi} \cos (s-t) u(s) d s=f(t)
$$

where $f$ is a prescribed function, and $u$ is the unknown function.

### 7.6 Topological Spaces

In this section we provide an abbreviated introduction to topological notionshardly more than enough to bring us to the Tychonoff Theorem.

So far in this book we have been dealing routinely with topological spaces, but of a special kind, usually metric spaces or normed linear spaces. Now we require a more general discussion so that there will be a suitable framework for the weak topologies on linear spaces and for other examples.

A good starting point is the question, What is a topology? It is a family of sets such that:
a. The empty set, $\varnothing$, is a member of the family.
b. The intersection of any two members of the family is also in the family.
c. The union of any subfamily is also in the family.

If $\mathcal{T}$ is a topology, we define $X$ to be the union of all members of $\mathcal{T}$. We say that $X$ is the space of $\mathcal{T}$ and that $\mathcal{T}$ is a topology on $X$. We call the pair
( $X, \mathcal{T}$ ) a topological space. Each member of $\mathcal{T}$ is called an open set in $X$. By Axiom c, $X$ is open. So is the empty set, $\varnothing$. The use of the word "open" will be unambiguous if there is only one topology being discussed. If there are several, a more exact terminology will be needed. For example, one could refer to the $\mathcal{T}$-open sets and the $\mathcal{S}$-open sets, if $\mathcal{T}$ and $\mathcal{S}$ are topologies. In any case, $X$ and $\varnothing$ will always be open, no matter what topology has been assigned to $X$.
Example 1. Let $X$ be any set and let $\mathcal{T}=2^{X}$. That notation signifies that $\mathcal{T}$ is the family of all subsets of $X$, including the empty set and $X$ itself. Obviously, the axioms are fulfilled in this example. This topology is the largest one that can be defined on $X$, and is called the discrete topology. Every singleton $\{x\}$ is an open set in this topological space. Every topology on $X$ is contained in the discrete topology on $X$.

Example 2. Let $X$ be any set, and define $\mathcal{T}$ to consist of only the empty set and the given set $X$. This is the smallest topology on $X$, and is called whimsically the indiscrete topology on $X$. Every topology on $X$ contains the indiscrete topology.

Example 3. In $\mathbb{R}$ define a set $V$ to be open if every point $x$ in $V$ is the center of an interval $(x-\varepsilon, x+\varepsilon)$ that lies wholly in $V$. This defines the usual topology on $\mathbb{R}$. We do not stop to prove that this definition of "open" leads to a family satisfying the axioms (but this is a good exercise for the reader).

Example 4. In any set $X$ let a notion of distance between points be introduced. The distance froin $x$ to $y$ can be denoted by $d(x, y)$, and this function should satisfy three axioms:
a. If $x \neq y$, then $d(x, y)=d(y, x)>0$.
b. For each $x, d(x, x)=0$.
c. For all $x, y, z, d(x, z) \leqslant d(x, y)+d(y, z)$.

Then a topology can be defined as in Example 3. Namely, a set $V$ is open if each point $x$ in $V$ is the center of a "ball"

$$
B(x, \varepsilon)=\{y: d(x, y)<\epsilon\}
$$

that lies wholly in $V$. The pair $(X, d)$ is a metric space, and is a topological space, it being understood that its topology is the one just described. All normed linear spaces are metric spaces, because the equation $d(x, y)=\|x-y\|$ defines a metric.

A topological space is said to be a Hausdorff space if for any pair of distinct points $x$ and $y$ there is a disjoint pair of open sets $U$ and $V$ such that $x \in U$ and $y \in V$. Every metric space is a Hausdorff space, since $B(x, \varepsilon)$ and $B(y, \varepsilon)$ will be disjoint from each other if $\varepsilon$ is sufficiently small. The Hausdorff property is one of a number of separation axioms that topological spaces may satisfy. It is useful in questions of convergence, for it ensures that a sequence (or net) can converge to at most one limit.

A base for a topology $\mathcal{T}$ is any subfamily $\mathcal{B}$ of $\mathcal{T}$ such that every open set is a union of sets in $\mathcal{B}$. For example, the open intervals with rational endpoints form a base for the usual topology on $\mathbb{R}$. In a discrete space, the singletons $\{x\}$ form a base.

A subbase for a topology $\mathcal{T}$ is a subfamily $\mathcal{S}$ of $\mathcal{T}$ such that the finite intersections of sets in $\mathcal{S}$ form a base for $\mathcal{T}$. For example, the intervals of the form $(a, \infty)$ and $(-\infty, b)$ provide a subbase for the (usual) topology of $\mathbb{R}$. This is evident, since by intersecting two such intervals we can obtain an interval ( $a, b$ ).

A topology on a space $X$ can be defined by specifying any family $\mathcal{S}$ of subsets of $X$ as a subbase for the topology. A base $\mathcal{B}$ is then the family of all finite intersections of sets in $\mathcal{S}$, and the topology itself consists of all unions of sets in $\mathcal{B}$. An easy proof then establishes that the resulting family satisfies the axioms for a topology.

If $A$ is any set in a topological space, we can form the largest open set contained in $A$ by simply taking the union of all open sets that are subsets of $A$. The resulting set is called the interior of $A$ and is often denoted by $A^{\circ}$. The reader can verify that a set is open if and only if it equals its interior.

In a topological space, a neighborhood of a point is any set whose interior contains the given point. It is easily verified that a set is open if and only if it is a neighborhood of each of its points.

In a topological space, the closed sets are the complements of the open sets. Further properties are easily proved:
a. The empty set and the space itself are closed.
b. The intersection of any family of closed sets is closed.
c. The union of any finite collection of closed sets is closed.

As a consequence of the preceding definitions, each set can be enclosed in a smallest closed set, called the closure of that set. Namely, we take as the closure of $A$ the intersection of all closed sets containing $A$. Then a set is closed if and only if it equals its closure. One quickly proves that a point $x$ belongs to the closure of a set $A$ if and only if each neighborhood of $x$ intersects $A$.

Another basic notion in general topology is that of the relative topology in a subset of a topological space. If $Y$ is a subset of a topological space $X$, and if $\mathcal{T}$ is the topology on $X$, then we take as the "relative" topology on $Y$ the family

$$
\mathcal{U}=\{Y \cap \mathcal{O}: \mathcal{O} \in \mathcal{T}\}
$$

A set can be open in $Y$ (meaning that it belongs to $\mathcal{U}$ ) without necessarily being open in $X$. For example, if $Y$ is a non-open subset of $X$, then $Y \in \mathcal{U}$, while $Y \notin \mathcal{T}$.

Another ingredient of general topology is an extended concept of convergence. It turns out that sequential convergence is inadequate for describing topological notions, in general. Sequential convergence suffices in some spaces, such as metric spaces, but not in all spaces. The generalization of sequences consists principally in allowing an ordered set other than the natural numbers to serve as the domain of the indices. The definitions pertaining to this topic are as follows.

A partially ordered set is a pair $(D, \prec)$ in which $D$ is a set and $\prec$ is a relation obeying these axioms:
a. $\alpha \prec \alpha$
b. If $\alpha \prec \beta$ and $\beta \prec \gamma$, then $\alpha \prec \gamma$.

A directed set is a partially ordered set in which an additional axiom is required:
c. Given $\alpha$ and $\beta$ in $D$, there is $\gamma \in D$ such that $\alpha \prec \gamma$ and $\beta \prec \gamma$.

The reader will recognize $\mathbb{N}$ as a familiar example of a directed set, it being understood that $\prec$ is the ordinary relation $\leqslant$. Another important example is the set of all neighborhoods of a point in a topological space, where $\prec$ is interpreted as $\supset$.

A net or generalized sequence is a function on a directed set. This is obviously more general than a sequence, which is a function on $\mathbb{N}$. We can use the notation $[x, D, \prec]$ for a net, specifying the function $x$, the directed set $D$, and the relation $\prec$. When we need not concern ourselves with niceties, the notation $\left[x_{\alpha}\right]$ can be used, just as we abuse notation for sequences and write $\left[x_{n}\right]$.

Useful conventions are as follows. A net $\left[x_{\alpha}\right]$ is eventually in a set $V$ if there is a $\beta$ such that $x_{\alpha} \in V$ whenever $\beta \prec \alpha$. If a net is eventually in every neighborhood of a point $y$, then we say that the net converges to $y$. Let us illustrate with one example of a theorem employing nets.

Theorem 1. A point $y$ is in the closure of a set $S$ in a topological space if and only if some net in $S$ converges to $y$.

Proof. If the net $\left[x_{\alpha}\right]$ is in $S$ and converges to $y$, then to each neighborhood $U$ of $y$ there corresponds an index $\beta$ such that $x_{\alpha} \in U$ whenever $\beta \prec \alpha$. In particular, $x_{\mathcal{\beta}} \in U$. Thus each neighborhood of $y$ contains a point of $S$, and $y$ is in the closure of $S$. Conversely, suppose that $y$ is in the closure of $S$. Let $D$ be the family of all neighborhoods of $y$, ordered by inclusion: $\alpha \prec \beta$ means $\beta \subset \alpha$. Since $y$ is in the closure of $S$, there exists for each $\alpha \in D$ a point $x_{\alpha} \in \alpha \cap S$. The net $\left[x_{\alpha}\right]$ thus defined (with the aid of the Axiom of Choice) is in $S$ and converges to $y$.

In the preceding proof, had we known in advance that the point $y$ possessed a countable neighborhood base, we could have used a sequential argument. However, there exist spaces in which some points do not have a countable neighborhood base. (A base for the neighborhoods of a point $x$ is a family of neighborhoods of $x$ such that every neighborhood of $x$ contains one of the sets in the family.)

A family $\mathcal{A}$ of sets in a topological space $X$ is said to be an open cover of $X$ if all the sets in $\mathcal{A}$ are open and if $X$ is contained in the union of the sets in $\mathcal{A}$. If every open cover of $X$ has a finite subfamily that is also an open cover of $X$, then $X$ is said to be compact. The compact sets on the real line are precisely the closed and bounded sets. The same assertion is true for any finite-dimensional normed linear space. These matters were investigated in Section 1.4, pages 19-22. But in that part of the book we adopted a sequential definition of compactness that is inadequate for general topology.


#### Abstract

Alexander's Theorem. Let a subbase be specified for a topology on a space. If every cover of the space by subbase elements has a finite subcover, then the space is compact.


Proof. Let $X$ be the space, $\mathcal{T}$ the topology, and $\mathcal{S}$ the subbase in question. Assume that every cover of $X$ by elements of $\mathcal{S}$ has a finite subcover. Suppose that $X$ is not compact. We seek a contradiction.

The family of open covers that do not have finite subcovers is a nonempty family. Partially order this family by inclusion, and invoke Zorn's Lemma (Section 1.6, page 32). This maneuver produces an open cover $\mathcal{A}$ of $X$ that is maximal with respect to the property of possessing no finite subcover. Define $\mathcal{A}^{\prime}=\mathcal{S} \cap \mathcal{A}$. Certainly, no finite subfamily of $\mathcal{A}^{\prime}$ covers $X$. Since all sets in $\mathcal{A}^{\prime}$ are members of the subbase, our hypotheses imply that $\mathcal{A}^{\prime}$ itself does not cover $X$.

This last assertion implies that there exists a point $x$ that is contained in no member of $\mathcal{A}^{\prime}$. Since $\mathcal{A}$ is an open cover of $X$, we can select $U \in \mathcal{A}$ such that $x \in U$. By the properties of a subbase, there exist sets $S_{1}, \ldots, S_{n}$ in $\mathcal{S}$ such that $x \in \bigcap_{i=1}^{n} S_{i} \subset U$. Since $x$ is contained in no member of $\mathcal{A}^{\prime}$, one concludes that $S_{i} \notin \mathcal{A}^{\prime}$. Hence $S_{i} \notin \mathcal{A}$. By the maximal property of $\mathcal{A}$, each enlarged family $\mathcal{A} \cup\left\{S_{i}\right\}$ contains a finite subcover of $X$, for $i=1,2, \ldots, n$. Hence, for each $i$ in $\{1,2, \ldots, n\}$, there is an open set $\mathcal{O}_{i}$ that is a union of finitely many sets in $\mathcal{A}$ and has the property $\mathcal{O}_{i} \cup S_{i}=X$. Define $B=\mathcal{O}_{1} \cup \cdots \cup \mathcal{O}_{n}$. Then $B \cup S_{i}=X$ for each $i$, and $\bigcap_{i=1}^{n}\left(B \cup S_{i}\right)=X$. It follows that

$$
X \subset B \cup\left(S_{1} \cap S_{2} \cap \cdots \cap S_{n}\right) \subset B \cup U
$$

Since $B$ is the union of finitely many sets in $\mathcal{A}$, and since $U \in \mathcal{A}$, we see that a finite subfamily of $\mathcal{A}$ covers $X$, contradicting a property of $\mathcal{A}$ established previously.

If we have two topological spaces, say $\left(X_{1}, \mathcal{T}_{1}\right)$ and $\left(X_{2}, \mathcal{T}_{2}\right)$, then we can topologize the Cartesian product $X_{1} \times X_{2}$ in a standard way: We take as a base for the topology of $X_{1} \times X_{2}$ the family of all sets $A \times B$, where $A$ is open in $X_{1}$ and $B$ is open in $X_{2}$. (The topology itself consists of all unions of sets in the base.)

The notion of a product extends to any family (finite, countable, or uncountable) of topological spaces $\left(X_{i}, \mathcal{T}_{i}\right)$, where $i \in I$. The index set $I$ can be of arbitrary cardinality. The product space is denoted by $\Pi X_{i}$ or $\Pi\left\{X_{i}: i \in I\right\}$ and is defined to be the set of all functions $x$ on $I$ such that $x(i) \in X_{i}$ for all $i \in I$. In this context, we usually write $x_{i}=x(i)$. This is exactly the process by which we construct $\mathbb{R}^{n}$ from $\mathbb{R}$. We take $n$ factors, all equal to $\mathbb{R}$ The generic element of the product space is a "vector" that we write as $x=\left[x_{1}, x_{2}, \ldots, x_{n}\right]$. Thus, $x$ is a function on the index set $\{1,2, \ldots, n\}$.

For each $i \in I$ there is a projection $P_{i}$ from the product space $X=\Pi X_{i}$ to $X_{i}$. It is defined by $P_{i}(x)=x_{i}$. The topology on $X$ is taken to be the weakest one that makes each of these projections continuous. One then must require that each set $P_{i}^{-1}[\mathcal{O}]$ be open when $\mathcal{O}$ is an open set in $X_{i}$. The family of all these sets is taken as a subbase for the product topology on $X$.

Tychonoff Theorem. A topological product of compact spaces is compact.

Proof. For each $i$ in an index set $I$, let $\left(X_{i}, \mathcal{T}_{i}\right)$ be a compact topological space. We form the product space $X=\Pi X_{i}$, and give it the product topology as described above. Use the projections $P_{i}$ described above also. A subbase for the product topology is the family $\mathcal{S}$ of all sets of the form $P_{i}^{-1}(\mathcal{O})$, where $i$ ranges over $I$ and $\mathcal{O}$ ranges over $\mathcal{T}_{\boldsymbol{i}}$. In order to take advantage of Alexander's Theorem, let $\mathcal{W}$ be a cover of $X$ by subbase sets. Thus

$$
\mathcal{W} \subset \mathcal{S} \quad \text { and } \quad X=\bigcup\{\mathcal{O}: \mathcal{O} \in \mathcal{W}\}
$$

For each $\boldsymbol{i}$ let $\mathcal{V}_{\boldsymbol{i}}$ be the family of all open sets in $X_{i}$ whose inverse images by $P_{i}$ are in $\mathcal{W}$ :

$$
\mathcal{V}_{i}=\left\{\mathcal{O} \in \mathcal{T}_{i}: P_{i}^{-1}(\mathcal{O}) \in \mathcal{W}\right\}
$$

Assertion: For some $i, \nu_{i}$ covers $X_{i}$. To prove this, assume that it is false. Then for each $i, \mathcal{V}_{i}$ fails to cover $X_{i}$, and consequently, there exists a point $x_{i} \in X_{i}$ such that $x_{i} \notin \bigcup\left\{\mathcal{O}: \mathcal{O} \in \mathcal{V}_{i}\right\}$. By the Axiom of Choice we can select these points $x_{i}$ simultaneously and thereby construct an $x$ in $X$ such that

$$
P_{i} x=x(i)=x_{i} \in X_{i} \backslash \bigcup_{i \in I}\left\{\mathcal{O}: \mathcal{O} \in \mathcal{V}_{i}\right\}
$$

Consequently, we have for each $i$ and for each open set $\mathcal{O}$ in $X_{i}$ the following implications:

$$
P_{i}^{-1}(\mathcal{O}) \in \mathcal{W} \Longrightarrow \mathcal{O} \in \mathcal{V}_{i} \Longrightarrow x_{i} \notin \mathcal{O} \Longrightarrow P_{i} x \notin \mathcal{O} \Longrightarrow x \notin P_{i}^{-1}(\mathcal{O})
$$

However, $\mathcal{W}$ consists exclusively of sets having the form $P_{i}^{-1}(\mathcal{O})$, and so the above implication reads as follows:

$$
U \in \mathcal{W} \Longrightarrow x \notin U
$$

This contradicts the fact that $\mathcal{W}$ is a cover of $X$, and proves the assertion.
Now select an index $j \in I$ such that $\mathcal{V}_{j}$ covers $X_{j}$. By the compactness of $X_{j}$, a finite subfamily of $\mathcal{V}_{j}$ covers $X_{j}$, say $\mathcal{O}_{1}, \ldots, \mathcal{O}_{n} \in \mathcal{V}_{j}$ and $X_{j}=\mathcal{O}_{1} \cup \cdots \cup \mathcal{O}_{n}$. It follows (by using $P_{j}^{-1}$ ) that $X=P_{j}^{-1}\left(\mathcal{O}_{1}\right) \cup \cdots \cup P_{j}^{-1}\left(\mathcal{O}_{n}\right)$. Since these $n$ sets are in $\mathcal{W}$ (by the definition of $\mathcal{V}_{j}$ ), we have found a finite subcover in $\mathcal{W}$, as desired.

A particular case of the topological product is especially useful. It occurs when all the factors $X_{i}$ are equal, say to $X$. In the general theory, we can then take each $X_{i}$ to be a copy of $X$. The notation $X^{I}$ now is more natural than $\Pi\{X: i \in I\}$. This space consists of all functions from $I$ to $X$. We still have the projections $P_{i}$ from $X^{I}$ to $X$, and $P_{i}(x)=x(i)$ for all $i \in I$.

### 7.7 Linear Topological Spaces

Although normed linear spaces have served us well in this book, there are some matters of importance in applied mathematics that require a more general topologized linear space. (The theory of distributions is a pertinent example.) What is needed is a linear space in which the topological notions of continuity, compactness, completeness, etc., do not necessarily arise from a norm and its induced metric. The appropriate definition follows.

Definition. A linear topological space is a pair $(X, \mathcal{T})$ in which $X$ is a linear space and $\mathcal{T}$ is a topology on $X$ such that the algebraic operations in $X$ are continuous.

Being more specific about the continuity, we say that the two maps

$$
(x, y) \mapsto x+y \quad(\lambda, x) \mapsto \lambda x
$$

are continuous, the first being defined on $X \times X$ and the second being defined on $\mathbb{R} \times X$. There is a corresponding definition if the scalar field is taken to be $\mathbb{C}$ rather than $\mathbb{R}$.

We remind the reader that the sets belonging to the family $\mathcal{T}$ are called the open sets, and a neighborhood of a point $x$ is any set $U$ such that for some open set $\mathcal{O}$ we have $x \in \mathcal{O} \subset U$. The continuity axioms above can be stated in terms of neighborhoods like this:
a. If $U$ is a neighborhood of $x+y$, then there exist neighborhoods $V$ of $x$ and $W$ of $y$ such that $v+w$ is in $U$ whenever $v \in V$ and $w \in W$.
b. If $U$ is a neighborhood of $\lambda x$, then there are neighborhoods $V$ of $\lambda$ and $W$ of $x$ such that $\alpha w \in U$ whenever $\alpha \in V$ and $w \in W$.
A very useful fact is that the topology is completely determined by the neighborhoods of 0 . This is formally stated in the next lemma.

Lemma 1 In a linear topological space, a set $V$ is a neighborhood of a point $z$ if and only if $-z+V$ is a neighborhood of 0 .

Proof. Hold $z$ fixed, and define $f(x)=x+z$. This mapping sends 0 to $z$. Let $V$ be a neighborhood of $z$. Since $f$ is continuous, $f^{-1}(V)$ is a neighborhood of 0 . Observe, now, that $f^{-1}(V)=\{x: f(x) \in V\}=\{x: x+z \in V\}=-x+V$. Conversely, assume that $-z+V$ is a neighborhood of 0 . We have $f^{-1}(x)=x-z$, and $f^{-1}$ is also continuous. It maps $z$ to 0 . Hence $\left(f^{-1}\right)^{-1}$ carries $-z+V$ to a neighborhood of $z$. But

$$
\left(f^{-1}\right)^{-1}(-z+V)=\left\{x: f^{-1}(x) \in-z+V\right\}=\{x: x-z \in-z+V\}=V
$$

In any topological space, a family $U$ of neighborhoods of a point $x$ is called a base for the neighborhoods of $x$ if each neighborhood of $x$ contains a member of $\mathcal{U}$. For example, one base for the neighborhoods of a point $x$ on the real line is the set of intervals $\left[x-\frac{1}{n}, x+\frac{1}{n}\right]$, where $n$ ranges over $\mathbb{N}$.

Since we often want the Hausdorff axiom to hold in our linear topological spaces, we record here the appropriate condition.

Theorem 1. A linear topological space is a Hausdorff space if and only if 0 is the only element common to all neighborhoods of 0 .

Proof. The Hausdorff property is that for any pair of points $x \neq y$ there must exist neighborhoods $U$ and $V$ of $x$ and $y$ respectively such that the pair $U, V$ is disjoint. Select a neighborhood $W$ of 0 such that $x-y \notin W$. Then (using the continuity of subtraction) select another neighborhood $W^{\prime}$ of zero such that $W^{\prime}-W^{\prime} \subset W$. Then $x+W^{\prime}$ is disjoint from $y+W^{\prime}$, for if $z$ is a point in their intersection, we could write $z=x+u_{1}=y+w_{2}$, with $w_{i} \in W^{\prime}$. Then $x-y=w_{2}-w_{1} \in W^{\prime}-W^{\prime} \subset W$. The other half of the proof is even easier: just separate any nonzero point from 0 by selecting a neighborhood of zero that excludes the nonzero point.

At this juncture, we should alert the reader to the fact that some authors assume the Hausdorff property as part of the definition of a linear topological space.

Let $X$ be a linear space (preferably without a topology, so that confusion between two topologies can be avoided in what we are about to discuss). The notation $X^{\prime}$ signifies the algebraic dual of $X$, i.e., the space of all linear maps from $X$ into the scalar field ( $\mathbb{R}$ or $\mathbb{C}$ ). We can use $X$ to define a "weak" topology on $X^{\prime}$, and we can use $X$ to define a weak topology on $X^{\prime}$. There is an abstract description that includes both of these constructions, but let us proceed in a more pedestrian manner. What we have in mind is rather simple: We want the topologies to lead to pointwise convergence in both cases. Although we did not discuss it here, a topology can be defined by specif ying the meaning of convergence of nets. The topic is addressed in [Kel], pages 73-76.

The topology on $X$ induced by $X^{\prime}$ can be called the weak topology. A base for the neighborhood system at 0 is given by all sets of the form

$$
V\left(\varepsilon ; \phi_{1}, \phi_{2}, \ldots, \phi_{n}\right)=\left\{x \in X:\left|\phi_{i}(x)\right|<\varepsilon, 1 \leqslant i \leqslant n\right\}
$$

In this equation $\varepsilon$ is any positive number, and $\left\{\phi_{1}, \ldots, \phi_{n}\right\}$ is any finite subset of $X^{\prime}$. Convergence in this topology means the following: A net $\left[x_{\alpha}\right]$ in $X$ converges to a point $x$ if $\left[\phi\left(x_{\alpha}\right)\right]$ converges to $\phi(x)$ for every $\phi \in X^{\prime}$.

The topology on $X^{\prime}$ induced by $X$ is often called the weak* topology. A base for the neighborhood system of 0 is given by

$$
V\left(\varepsilon ; x_{1}, x_{2}, \ldots, x_{n}\right)=\left\{\phi \in X^{\prime}:\left|\phi\left(x_{i}\right)\right|<\varepsilon, \quad 1 \leqslant i \leqslant n\right\}
$$

Here, $\varepsilon$ is any positive number and $\left\{x_{1}, \ldots, x_{n}\right\}$ is any finite set in $X$. With this topology, a net [ $\phi_{\alpha}$ ] in $X^{*}$ converges to $\phi$ if and only if $\left[\phi_{\alpha}(x)\right]$ converges to $\phi(x)$ for all $x \in X$. This is pointwise convergence.

The topologies just described are both Hausdorff topologies, as is easily deduced from Theorem 1. Also, one sees immediately that the space $X^{\prime}$ is a subspace of $\mathbb{R}^{\boldsymbol{X}}$, since the latter is the space of all functions from $X$ to $\mathbb{R}$, while the former contains only linear functions. This observation leads one to surmise that the Tychonoff Theorem can help in understanding compactness in $X^{\prime}$. The result that carries this out requires one further notion: In a linear topological space, a set $A$ is bounded if for any neighborhood of zero, say $U$, we have $A \subset \lambda U$ for some real $\lambda$.

Compactness Theorem. Let $X$ be a linear space, and let $X^{\prime}$ be its algebraic dual. Give $X^{\prime}$ the weak* topology. Then the compact sets in $X^{\prime}$ are precisely the closed and bounded sets.

Proof. Let $K$ be a compact set in $X^{\prime}$. The set $K$ is closed because in any Hausdorff space compact sets are closed. (See [Kel], page 141.) To prove that $K$ is bounded, let $U$ be any neighborhood of 0 in $X^{\prime}$. It is to be shown that $K \subset \lambda U$ for some $\lambda$. First, select a "basic" neighborhood $V=V\left(\varepsilon ; x_{1}, \ldots, x_{m}\right)$ contained in $U$. Then

$$
K \subset \bigcup\{\phi+V: \phi \in K\}
$$

Since $K$ is compact, this covering has a finite subcover:

$$
K \subset \bigcup_{i=1}^{n}\left(\phi_{i}+V\right)
$$

(Here $\phi_{i} \in K$.) Select $\lambda$ so that all $\phi_{i}$ are in $\lambda V$. Then

$$
\phi_{i}+V \subset \lambda V+V=(\lambda+1) V \subset(\lambda+1) U
$$

(An easy calculation justifies the equation in this string of inclusions.) Consequently, $K \subset(\lambda+1) U$ and $K$ is bounded.

For the converse, let $K$ be a closed and bounded set in $X^{\prime}$. For each $x$ in $X$, define

$$
U_{x}=\left\{\phi \in X^{\prime}:|\phi(x)| \leqslant 1\right\}
$$

Thus $U_{x}$ is a neighborhood of 0 in $X^{\prime}$. Since $K$ is bounded, there exists (for each $x$ in $X$ ) a positive scalar $r_{x}$ such that $K \subset r_{x} U_{x}$. Put $D_{x}=\left\{c:|c| \leqslant r_{x}\right\}$. The set $D_{x}$ is either a disk in $\mathbb{C}$ or an interval in $\mathbb{R}$. In either case, $D_{x}$ is a compact set in the scalar field. If $\phi \in K$, then $\phi \in r_{x} U_{x}$ for all $x$. Hence $\phi(x) \in D_{x}$ for all $x$, and $\phi$ is in the product space $\Pi\left\{D_{x}: x \in X\right\}$. Consequently, $K$ is a subset of this product. That $K$ is a closed subset therein is easily proved. By the Tychonoff Theorem, this product of compact sets is compact in the product topology of $\mathbb{R}^{\boldsymbol{X}}$ (or $\mathbb{C}^{\boldsymbol{X}}$ ). This is the weak* topology in $X^{\prime}$. Since $K$ is a closed subset of a compact space, $K$ is compact.

Naturally, we are more interested in the spaces that are already linear topological spaces. In this case, there will be two topologies on $X$ and three on $X^{\prime}$. (Notice that $X^{\prime}$ will have a weak* topology coming from $X$ and a weak topology coming from $X^{\prime \prime}$.) The originally given topologies can be called the "strong" topologies, in contrast to the "weak" ones discussed above. (Rudin argues for the term "original topology" instead of "strong topology," because elsewhere in functional analysis, "strong topology" means something else.)

Theorem 2. Let $X$ be a linear topological space, and $U$ a neighborhood of 0 . Then the polar set

$$
U^{\circ}=\left\{\phi \in X^{*}:|\phi(x)| \leqslant 1 \text { for all } x \in U\right\}
$$

is compact in the weak* topology of $X^{*}$.
Proof. The linear space $X^{*}$ (whose elements are continuous linear functionals) is a subspace of $X^{\prime}$ (whose elements are linear functionals). The weak* topology in $X^{*}$ is the relative topology in $X^{*}$ derived from the weak* topology on $X^{\prime}$. By the preceding theorem, we need only prove that $U^{\circ}$ is closed and bounded in the weak* sense in $X^{\prime}$. If we have a net $\left[\phi_{\alpha}\right]$ in $U^{\circ}$ and $\phi_{\alpha} \rightharpoonup \phi$, then $\phi_{\alpha}(x) \rightarrow \phi(x)$ for all $x \in U$. Consequently, $|\phi(x)| \leqslant 1$ for all $x \in U$, and $\phi \in U^{\circ}$. Thus $U^{\circ}$ is closed in the weak* topology of $X^{\prime}$. If $W$ is any neighborhood of 0 in $X^{\prime}$, then $W$ contains a set of the form

$$
V\left(\varepsilon ; x_{1}, \ldots, x_{n}\right)=\left\{\phi \in X^{\prime}:\left|\phi\left(x_{i}\right)\right|<\varepsilon, \quad 1 \leqslant i \leqslant n\right\}
$$

Select $r$ so that $r x_{i} \in U$. Then for $\phi \in U^{\circ}$ we have $|\phi(x)| \leqslant 1$ for all $x \in U$. Furthermore, $\left|\phi\left(r x_{i}\right)\right| \leqslant 1$ and $\phi \in(1 / r \varepsilon) W$. Thus $U^{\circ}$ is bounded.

Theorem 3. (The Banach-Alaoglu Theorem) The unit ball in the conjugate space of a normed linear space is compact in the weak* topology.

Proof. In the preceding theorem, take $U$ to be the unit ball of $X$. The polar of $U$ will then be the unit ball in $X^{*}$.

If the neighborhoods of 0 in a linear topological space have a base consisting of convex sets, the space is said to be locally convex. It is these spaces that we shall emphasize in the following discussion. Among such spaces we find the normed spaces and the pseudo-normed spaces. A pseudo-norm or seminorm is a real-valued function $p$ defined on a linear space $X$ such that:

1. $p(\lambda x)=|\lambda| p(x)$ for all $\lambda \in \mathbb{R}, x \in X$
2. $p(x+y) \leqslant p(x)+p(y)$ for all $x, y \in X$

It follows that $p(0)=0$ and that $p(x) \geqslant 0$ for all $x \in X$. If $p$ is a seminorm on a linear space $X$, then in a standard way $X$ receives a locally convex topology. Namely, a base for the neighborhoods of 0 is taken to be the family of sets

$$
V(\epsilon)=\{x \in X: p(x)<\epsilon\} \quad(\epsilon>0)
$$

It is easy to see that this set is convex.
In many spaces, the topology is not quite so simple; their topologies are defined not by a single seminorm but by a family of seminorms. Let $P$ be a family of seminorms on a linear space $X$. We define the topology by giving a neighborhood base for 0 . The base consists of all sets

$$
V\left(\varepsilon ; p_{1}, p_{2}, \ldots, p_{n}\right)=\left\{x: p_{i}(x)<\varepsilon \text { for } 1 \leqslant i \leqslant n\right\}
$$

in which $\varepsilon>0$ and $\left\{p_{1}, \ldots, p_{n}\right\}$ is any finite subset of $P$.
In a linear space topologized with a family $P$ of seminorms, it is easy to prove that a sequence (or generalized sequence) of points $x_{k}$ converges to zero if and only if $p\left(x_{k}\right)$ converges to zero for each $p \in P$.

Notice that these basic neighborhoods of 0 are convex, and $X$, thus topologized, is a locally convex linear topological space. A remarkable theorem now can be stated.

Theorem 4. For any locally convex linear topological space there is a family of continuous seminorms that induces the topology.

Proof. Let $P$ be the family of all continuous seminorms defined on the given space. Let $U$ be a neighborhood of 0 in the original topology. First we must prove that $U$ contains one of the sets $V\left(\varepsilon ; p_{1}, \ldots, p_{n}\right)$. Since the space is locally convex, $U$ contains a convex neighborhood $U_{1}$ of 0 . By the continuity of scalar multiplication, there exists a convex neighborhood $U_{2}$ of 0 and a number $\delta>0$ such that $c x \in U_{1}$ whenever $x \in U_{2}$ and $|c|<\delta$. The set $U_{3}=\bigcup\left\{\lambda U_{2}:|\lambda|<1\right\}$ is a convex neighborhood of 0 contained in $U$. Its Minkowski functional $p$ is continuous because for any $r>0$ and any $x \in r U_{3}$, we have $p(x) \leqslant r$. Thus, $V\left(\frac{1}{2} ; p\right) \subset W_{3} \subset U$. (Minkowski functionals were defined in the the proof of Theorem 1 in Section 7.3, page 343.)

Now let $V$ be any "basic" neighborhood of 0 in the new topology. Say, $V=V\left(\varepsilon ; p_{1}, \ldots, p_{n}\right)$. Since each $p_{i}$ is continuous in the original topology, $V$ is open in the original topology. It therefore contains a convex neighborhood of 0 from the original topology.

One of the main justifications for emphasizing locally convex linear topological spaces is that such spaces have useful conjugate spaces. For any linear topological space $X$, one can define $X^{*}$ to be the linear space of all continuous linear functionals on $X$. Without further assumptions, $X^{*}$ may have only one element, namely 0 ! A good example of this phenomenon is the space $\ell^{p}$ in which $0<p<1$. The topology is given by a norm-like functional that is actually not a norm (since it fails the triangle inequality):

$$
\|x\|=\left(\sum_{n=1}^{\infty}\left|x_{n}\right|^{p}\right)^{1 / p}
$$

The only continuous linear functional is 0 .
The principal corollary of the Hahn-Banach Theorem is valid for locally convex spaces, and takes the following form.

Theorem 5. Every continuous linear functional defined on a subspace of a locally convex space has a continuous linear extension defined on the entire space.

Example. Consider the space $\mathcal{D}$ of test functions on $\mathbb{R}^{n}$. This space was defined in Chapter 5, page 247. Its elements are $C^{\infty}$ functions having compact support. The convergence to zero of a sequence $\left[\phi_{k}\right]$ in $\mathcal{D}$ was defined to mean
that there was one compact set containing the supports of all $\phi_{k}$, and on that compact set, $D^{\alpha} \phi_{k}$ converged uniformly to zero, for every $\alpha$. This notion of convergence can be defined with a sequence of seminorms. For $j=1,2,3 \ldots$, define

$$
p_{j}(\phi)=\sup \left\{\left|\left(D^{\alpha} \phi\right)(x)\right|: x \in \mathbb{R}^{n},\|x\| \leqslant j,|\alpha| \leqslant j\right\}
$$

Thus topologized, the space of test functions becomes a locally convex linear topological space. Its conjugate space is the space of distributions.

In a linear topological space, a set $A$ is totally bounded if, for any neighborhood $U$ of $0, A$ can be covered by a finite number of translates of $U$ :

$$
A \subset \bigcup_{i=1}^{m}\left(x_{i}+U\right)
$$

More succinctly, $A \subset F+U$, for some finite set $F$. From the definition of compactness in terms of coverings, it is obvious that a compact set in a linear topological space is totally bounded. We shall use these ideas to prove Mazur's Theorem, to the effect that $\overline{c o}(K)$ is compact when $K$ is compact. We shall require the following result, for which we refer the reader to $[\mathrm{KN}]$.

Theorem 6. A set in a linear topological space is compact if and only if it is both totally bounded and complete.

Lemma 2. In a locally convex linear topological space, the convex hull of a totally bounded set is totally bounded.

Proof. Let $Y$ be such a set and let $U$ be any neighborhood of 0 . Select a convex neighborhood $V$ of 0 such that $V+V \subset U$. Since $Y$ is totally bounded, there is a finite set $F$ such that $Y \subset F+V$. Let $Z=\operatorname{co}(F)$. The set $Z$ is compact, being the image of a compact set under a continuous map of the form $\left(\theta_{1}, \ldots, \theta_{n}\right) \mapsto \sum_{i=1}^{n} \theta_{i} z_{i}$, where $\left\{z_{1}, \ldots, z_{n}\right\}=F$. It follows that $Z$ is totally bounded, and that $Z \subset F^{\prime}+V$ for another finite set $F^{\prime}$. By the convexity of $V$ we have

$$
\operatorname{co}(Y) \subset \operatorname{co}(F+V)=\operatorname{co}(F)+V=Z+V \subset F^{\prime}+V+V \subset F^{\prime}+U
$$

Theorem 7. Mazur's Theorem. The closed convex hull of a totally bounded set in a complete locally convex linear topological space is compact.

Proof. Let $K$ be such a set in such a space. By the preceding lemma, co $(K)$ is totally bounded. Hence $\overline{\operatorname{co}}(K)$ is closed and totally bounded. Since the ambient space is complete, $\overline{\mathrm{co}}(K)$ is complete and totally bounded. Hence, by Theorem 6, it is compact.

### 7.8 Analytic Pitfalls

The purpose of this section is to frighten (or amuse) the reader by exhibiting some examples where erroneous conclusions are reached through an analysis that seems at first glance to be sound. In every case, however, some theorem pertinent to the situation has been overlooked. The relevant theorems are all quoted somewhere in this section or elsewhere in the book. Proofs or references are given for each of them. A connecting thread for many of these examples is the question of whether interchanging the order of two limit processes is justified. We begin with some matters from the subject of Calculus.

Here is an elementary example to show what can go wrong:

$$
\begin{gathered}
\lim _{x \rightarrow 0} \lim _{y \rightarrow 0} \frac{x-y}{x+y}=\lim _{x \rightarrow 0} \frac{x}{x}=1 \\
\lim _{y \rightarrow 0} \lim _{x \rightarrow 0} \frac{x-y}{x+y}=\lim _{y \rightarrow 0} \frac{-y}{y}=-1
\end{gathered}
$$

A theorem governing this situation (and many others) is E.H. Moore's theorem, proved later.

It is natural to think that if a function is defined by a series of analytic functions, then the resulting function should be continuous, continuously differentiable, and so on. (This was a commonly held view until the mid-1850s.) For example, the series

$$
\begin{equation*}
f(x)=\sum_{n=1}^{\infty} \frac{1}{2^{n}} \cos \left(3^{n} x\right) \tag{1}
\end{equation*}
$$

consists of analytic terms, and the function $f$ should be a "nice" one. We think that the function defined by the series should inherit the good properties of the terms in the series. Indeed, in this example, $f$ is continuous, by the Weierstrass $M$-Test. This test, or theorem, goes as follows.

Theorem 1. (Weierstrass $M$-Test.) If the functions $g_{n}$ are continuous on a compact Hausdorff space $X$ and if

$$
\begin{equation*}
\left|g_{n}(x)\right| \leqslant M_{n} \quad(\text { for all } x \in X) \quad \text { and } \quad \sum_{n=1}^{\infty} M_{n}<\infty \tag{2}
\end{equation*}
$$

then the series $\sum_{n=1}^{\infty} g_{n}(x)$ converges uniformly on $X$ and defines a function that is continuous on $X$.

The hypotheses in display (2) constitute the " $M$-Test." In modern notation, we could write instead $\sum_{n=1}^{\infty}\left\|g_{n}\right\|_{\infty}<\infty$. In the example of Equation (1), one can set $g_{n}(x)=2^{-n} \cos \left(3^{n} x\right)$ and see immediately that the constants $M_{n}=2^{-n}$ serve in Weierstrass's Theorem.

The Weierstrass $M$-Test gives us some hypotheses under which we can interchange two limits:

$$
\lim _{h \rightarrow 0} \lim _{m \rightarrow \infty} \sum_{n=1}^{m} g_{n}(x+h)=\lim _{m \rightarrow \infty} \lim _{h \rightarrow 0} \sum_{n=1}^{m} g_{n}(x+h)
$$

Returning to the function $f$ in Equation (1), we propose to compute $f^{\prime}$ by differentiating term by term in the series, getting

$$
f^{\prime}(x)=-\sum_{n=1}^{\infty} 3^{n} 2^{-n} \sin \left(3^{n} x\right)
$$

But here there is an alarming difference, as the factors $3^{n} 2^{-n}$ are growing, not shrinking. The very convergence of the series is questionable.

This example, $f$, is the famous Non-Differentiable Function of Weierstrass. It is not differentiable at any point whatsoever! A detailed proof can be found in [Ti2] or [Ch]. A sketch showing a partial sum of the series is in Figure 7.2.


Figure 7.2 A partial sum in the non-differentiable function

When we take more terms and blow up the picture, we see more or less the same behavior, which reminds us of fractals. See Figure 7.3, where a magnification factor of about 15 has been used.


Figure 7.3 Another partial sum, magnified
Now for the positive side of this question concerning differentiating a series term by term: A classical theorem that can be found, for example, in [Wi] is as follows.

Theorem 2. If the functions $g_{n}$ are continuously differentiable on a closed and bounded interval, if the series $\sum_{n} g_{n}(x)$ converges on that interval, and if the series $\sum_{n} g_{n}^{\prime}(x)$ converges uniformly on that interval, then $\left(\sum_{n} g_{n}\right)^{\prime}=\sum_{n} g_{n}^{\prime}$.

Since differentiation involves a limiting process, the theorem just quoted is again providing hypotheses to justify the interchange of two limits.

What can be said, in general, to legitimate interchanging limits? A famous theorem of Eliakim Hastings Moore gives one possible answer to this question.

Theorem 3. Let $f: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{R}$. Assume that $\lim _{n \rightarrow \infty} f(n, m)$ exists for each $m$ and that $\lim _{m \rightarrow \infty} f(n, m)$ exists for each $n$, uniformly in $n$. Then the two limits $\lim _{n} \lim _{m} f(n, m)$ and $\lim _{m} \lim _{n} f(n, m)$ exist and are equal.

Proof. Define $g(m)=\lim _{n} f(n, m)$ and $h(n)=\lim _{m} f(n, m)$. Let $\varepsilon>0$. Find a positive integer $M$ such that

$$
m \geqslant M \Longrightarrow|f(n, m)-h(n)|<\varepsilon \quad \text { for all } n
$$

Notice that the uniformity hypothesis is being used at this step. A consequence is that $|f(n, M)-h(n)|<\varepsilon$, and by the triangle inequality $|f(n, m)-f(n, M)|<2 \varepsilon$ when $m \geqslant M$. Find $N$ such that

$$
n \geqslant N \Longrightarrow|f(n, M)-g(M)|<\varepsilon
$$

No uniformity of the limit in $m$ is needed here, as $M$ has been fixed. Now we have $|f(N, M)-g(M)|<\varepsilon$ and $|f(N, M)-f(n, M)|<2 \varepsilon$ when $n \geqslant N$. We next conclude that $|f(n, m)-f(N, M)|<4 \varepsilon$ when $n \geqslant N$ and $m \geqslant M$. This establishes that the doubly indexed sequence $f(n, m)$ has the Cauchy property. By the completeness of $\mathbb{R}$, the limit $\lim _{(n, m) \rightarrow(\infty, \infty)} f(n, m)$ exists. Call it $L$. Then, by letting ( $n, m$ ) go to its limit, we conclude that $|L-f(N, M)| \leqslant 4 \varepsilon$. Also, $|L-f(n, m)|<8 \varepsilon$ if $n \geqslant N$ and $m \geqslant M$. Letting $n$ go to its limit, we get $|L-g(m)|<8 \varepsilon$ if $m \geqslant M$. By letting $m$ go to its limit, we get $|L-h(n)| \leqslant 8 \varepsilon$ if $n \geqslant N$. Hence $h(n) \rightarrow L$ and $g(m) \rightarrow L$.

Moore's theorem is actually more general: The range space can be any complete inetric space, and the sequences can be replaced by "generalized" sequences ("nets"). See [DS], page 28. The reader will find it a pleasant exercise in the use of these concepts to carry out the proof in the more general case.

Another case in which the interchange of limits creates difficulties is presented next in the form of a problem.

Problem. Let $U$ be an orthonormal sequence in a Hilbert space, say $U=$ $\left\{u_{1}, u_{2}, \ldots\right\}$. Is it true that each point in the closed convex hull of $U$ is representable as an infinite series $\sum_{n=1}^{\infty} a_{n} u_{n}$, in which $a_{n} \geqslant 0$ and $\sum a_{n}=1$ ?
At first, this seems to be almost obvious: We are simply allowing an "infinite" convex combination of elements from $U$ in order to represent points in the closure of the convex hull of $U$. A proof might proceed as follows. (Here we use "co" for the convex hull and $\overline{c o}$ for the closed convex hull.) Suppose that $x \in \overline{\operatorname{co}}(U)$. Then there exists a sequence $x_{n} \in \operatorname{co}(U)$ such that $x_{n} \rightarrow x$. With no loss of generality, we may suppose that

$$
x_{n}=\sum_{i=1}^{n} a_{n i} u_{i} \text { where } a_{n i} \geqslant 0 \text { and } \sum_{i=1}^{n} a_{n i}=1 \text { for all } n
$$

Letting $n$ tend to $\infty$, we arrive at $x=\sum_{i=1}^{\infty} a_{i} u_{i}$, where $a_{i}=\lim _{n} a_{n i}$. This limit is justified by the Hilbert space structure. Indeed, by the properties of an orthonormal sequence, we must have $a_{n i}=\left\langle x_{n}, u_{i}\right\rangle$, and therefore $\lim _{n} a_{n i}=$ $\lim _{n}\left\langle x_{n}, u_{i}\right\rangle=\left\langle x, u_{i}\right\rangle$.

After examining the proof and discovering the flaw in it, the reader should contemplate the following special case. Define $x_{n}=\left(u_{1}+\cdots+u_{n}\right) / n$. Certainly, $x_{n}$ is in the convex hull of $U$. Since $x_{n}$ is given by an orthonormal expansion, we have $\left\|x_{n}\right\|^{2}=n\left(1 / n^{2}\right)=1 / n$. This calculation shows that $x_{n} \rightarrow 0$. Hence 0 is in the closure of the convex hull of $U$. But it is not possible to represent 0 as an "infinite" convex combination of the vectors $u_{n}$. The only representation of 0 is the trivial one, and those coefficients do not add up to 1 .

The foregoing example shows that in general, for a series of constants,

$$
\lim _{n \rightarrow \infty} \sum_{i=1}^{n} c_{n i} \neq \sum_{i=1}^{\infty} \lim _{n \rightarrow \infty} c_{n i}
$$

The same phenomenon can be illustrated by a more familiar example. Consider the contrast between approximating a function with a polynomial and
expanding that function in a Taylor series. The expansion in powers of the variable is not obtained simply by allowing more and more terms in a polynomial and appealing to the Weierstrass approximation theorem. Indeed, only a select few of the continuous functions will have Taylor series. If $f$ is continuous, say on $[-1,1]$, then there is a sequence of polynomials $p_{n}$ such that $\left\|f-p_{n}\right\|_{\infty} \rightarrow 0$. If it is desired to represent $f$ as a series, one can write

$$
f=p_{1}+\left(p_{2}-p_{1}\right)+\left(p_{3}-p_{2}\right)+\left(p_{4}-p_{3}\right)+\cdots=\sum_{n=1}^{\infty} q_{n}
$$

where the polynomials $q_{n}$ have the obvious interpretation. However, this is not a simple Taylor series, in general. Thus, if we have $p_{n} \rightarrow f$ and write $p_{n}(x)=\sum_{i=0}^{n} c_{n i} x^{i}$, it is not legitimate to conclude that

$$
f(x)=\lim _{n \rightarrow \infty} p_{n}(x)=\lim _{n \rightarrow \infty} \sum_{i=0}^{n} c_{n i} x^{i}=\sum_{i=0}^{\infty} c_{i} x^{i}
$$

where $c_{i}=\lim _{n \rightarrow \infty} c_{n i}$. This last limit will not exist in most cases.
The expansion of a function in an orthogonal series has its own cautionary examples. Consider the orthonormal family of Legendre polynomials, $p_{0}, p_{1}, \ldots$ defined on the interval $[-1,1]$. They have the property

$$
\int_{-1}^{1} p_{n}(x) p_{m}(x) d x=\delta_{n m}
$$

For any continuous function $f$ defined on this same interval, we can construct its series in Legendre functions:

$$
f \sim \sum_{k=0}^{\infty} a_{k} p_{k} \quad a_{k}=\left\langle f, p_{k}\right\rangle=\int_{-1}^{1} f(x) p_{k}(x)
$$

Here we write $\sim$ to remind us that equality may or may not hold. It is only asserted that each continuous function has a corresponding formal series in Legendre functions. Can we not appeal to the Weierstrass approximation theorem to conclude that the series does converge to $f$ ? By now, the reader must guess that the answer is "No". The reason is not at all obvious, but depends on a startling theorem in Analysis, quoted here. (A proof is to be found in [Ch].)

Theorem 4. The Kharshiladze-Lozinski Theorem. For each $n=0,1,2, \ldots$ let $P_{n}$ be a projection of the space $C[-1,1]$ onto the subspace $\Pi_{n}$ of polynomials of degree at most $n$. Then $\left\|P_{n}\right\| \rightarrow \infty$.

It is readily seen that the equation

$$
P_{n}(f)=\sum_{k=0}^{n} a_{k}(f) p_{n}
$$

where the coefficients $a_{k}$ are as above, defines a projection of the type appearing in Theorem 4. That is, $P_{n}$ is a continuous linear idempotent map from $C[-1,1]$ onto $\Pi_{n}$. Hence, $\left\|P_{n}\right\| \rightarrow \infty$. By the Banach-Steinhaus Theorem (Chapter 1, Section 7, page 41) the set of $f$ in $C[-1,1]$ for which the series above converges uniformly to $f$ is of the first category (relatively small) in $C[-1,1]$.

One should think of this phenomenon in the following way. The space $C[-1,1]$ contains not only the nice familiar functions of elementary calculus, but also the bizarre unmanageable ones that we do not see unless we go searching for them. Most functions are of the latter type. See Example 1 on page 42 to be convinced of this. To guarantee convergence of the series under discussion, one must make further smoothness assumptions about $f$. For example, if $f$ is an analytic function of a complex variable in an ellipse that contains the line segment $[-1,1]$, then the Legendre series for $f$ will converge uniformly to $f$ on that segment. For results about these series, consult [San].

Interchanging the order of two integrals in a double integral can also involve difficulties. The Fubini Theorem in Chapter 8 addresses this issue. Here we offer an example of a double integral in a discrete measure space, where the integrals become sums. This is adapted from [MT].
Example. Consider a function of two positive integers defined by the formula

$$
f(n, m)= \begin{cases}0 & \text { if } m>n \\ -1 & \text { if } m=n \\ 2^{m-n} & \text { if } m<n\end{cases}
$$

The two possible sums can be calculated in a straightforward way, and they turn out to be different:

$$
\begin{aligned}
\sum_{m} \sum_{n} f(n, m)=\sum_{m=1}^{\infty} & \sum_{n=m}^{\infty} f(n, m)=\sum_{m=1}^{\infty}\left[-1+\frac{1}{2}+\frac{1}{4}+\cdots\right]=\sum_{m} 0=0 \\
\sum_{n} \sum_{m} f(n, m) & =\sum_{n=1}^{\infty} \sum_{m=1}^{n} f(n, m)=f(1,1)+\sum_{n=2}^{\infty} \sum_{m=1}^{n} f(n, m) \\
& =-1+\sum_{n=2}^{\infty}\left[2^{1-n}+2^{2-n}+\cdots+2^{-1}-1\right] \\
& =-1+\sum_{n=2}^{\infty}-2^{1-n}=-1-1=-2
\end{aligned}
$$

The difficulty here is not to be attributed to the fact that our domain $\mathbb{N} \times \mathbb{N}$ stretches infinitely far to the right and upwards in the 2-dimensional plane. One can make this example work on the unit square in the plane by the following construction. Define intervals $I_{n}=[1 /(n+1), 1 / n]$. On each rectangle $I_{n} \times I_{m}$ define a function $F$ whose integral over that rectangle is $f(n, m)$, as defined previously. We then find, from the above calculations, that

$$
\int_{0}^{1} \int_{0}^{1} F(x, y) d x d y=\sum_{m} \sum_{n} f(n, m)=0
$$

whereas

$$
\int_{0}^{1} \int_{0}^{1} F(x, y) d y d x=\sum_{n} \sum_{m} f(n, m)=-2
$$

By referring to the Fubini Theorem, page 426, we see that our functions $f$ and $F$ do not satisfy the essential hypothesis of that theorem: They are not integrable over the Cartesian domain. The function $|f|$, for example, has an infinite number of values +1 , and so cannot yield a finite integral over $\mathbb{N} \times \mathbb{N}$. Had we wished to apply the Tonelli Theorem, the crucial missing hypothesis would have been that $f \geqslant 0$ or $F \geqslant 0$.

Let us return to the functions defined by infinite series, for such functions are truly ubiquitous in Mathematics. We can ask, "How does integration interact with the summation process? Can integration be interchanged with summation?" The answer is that the conditions for this to be valid are less stringent than those for differentiation. This is to be expected, for (in general) integration is a smoothing process, whereas differentiation is the opposite: It emphasizes or magnifies the variations in a function. The relevant theorem, again conveniently accessible in [Wi], is as follows.

Theorem 5. If the functions $g_{n}$ are continuous on $[a, b]$, and if the series $\sum_{n} g_{n}$ converges uniformly, then

$$
\int_{a}^{b} \sum_{n=1}^{\infty} g_{n}(x) d x=\sum_{n=1}^{\infty} \int_{a}^{b} g_{n}(x) d x
$$

This theorem is often used to obtain Taylor series for troublesome functions. For example, if a Taylor series is needed for the Arctan function, we can start with the relationship

$$
\frac{d}{d t} \operatorname{Arctan}(t)=\frac{1}{1+t^{2}}=\sum_{n=0}^{\infty}\left(-t^{2}\right)^{n}
$$

This is valid for $t^{2}<1$. Then for $x^{2}<1$,

$$
\operatorname{Arctan}(x)=\int_{0}^{x} \sum_{n=0}^{\infty}\left(-t^{2}\right)^{n}=\sum_{n=0}^{\infty}(-1)^{n} x^{2 n+1} /(2 n+1)
$$

The interchange of differentiation and integration is another common technique in analysis. Here there are various theorems that apply, for example, the following one, given in [Wi].

Theorem 6. Let $f(x)=\int_{a}^{b} g(x, t) d t$, where $g$ and $\partial g / \partial x$ are continuous on the rectangle $[A, B] \times[a, b]$ in the $x t$-plane. Then $f^{\prime}(x)=\int_{a}^{b} \partial g(x, t) / \partial x d t$
(Amusing anecdotes about differentiating under the integral sign occur in Feynman's memoirs [Feyn], pages 86, 87, and 110.) For more general situations, involving an arbitrary measure $\mu$, we can still raise the question of whether

$$
\begin{equation*}
\frac{d}{d x} \int_{T} g(x, t) d \mu(t)=\int_{T} \frac{\partial g}{\partial x}(x, t) d \mu(t) \tag{3}
\end{equation*}
$$

The setting is as follows. A measure space $(T, \mathcal{A}, \mu)$ is prescribed. Thus $T$ is a set, $\mathcal{A}$ is a $\sigma$-algebra of subsets of $T$, and $\mu: \mathcal{A} \rightarrow[0, \infty]$ is a measure. An open interval $(a, b)$ is also prescribed. The function $g$ is defined on $(a, b) \times T$ and takes values in $\mathbb{R}$. Select a point $x_{0}$ in $(a, b)$ where $(\partial g / \partial x)\left(x_{0}, t\right)$ exists for all $t$. What further assumptions are needed in order that Equation (3) shall be true at a prescribed point $x_{0}$ ? Let us assume that:
(A) For each $x$ in $(a, b)$, the function $t \mapsto g(x, t)$ belongs to $L^{1}(T, \mathcal{A}, \mu)$.
(B) There exists a function $G \in L^{1}(T, \mathcal{A}, \mu)$ such that

$$
\left|\frac{g(x, t)-g\left(x_{0}, t\right)}{x-x_{0}}\right| \leqslant G(t) \quad\left(t \in T, a<x<b, x \neq x_{0}\right)
$$

Theorem 7. Under the hypotheses given above, Equation (3) is true for the point $x=x_{0}$.

Proof. By Hypothesis (A) we are allowed to define

$$
f(x)=\int_{T} g(x, t) d \mu(t)
$$

The derivative $f^{\prime}\left(x_{0}\right)$ exists if and only if for each sequence $\left[x_{n}\right]$ converging to $x_{0}$ we have

$$
f^{\prime}\left(x_{0}\right)=\lim _{n \rightarrow \infty} \frac{f\left(x_{n}\right)-f\left(x_{0}\right)}{x_{n}-x_{0}}=\lim _{n \rightarrow \infty} \int_{T} \frac{g\left(x_{n}, t\right)-g\left(x_{0}, t\right)}{x_{n}-x_{0}} d \mu(t)
$$

By Hypothesis (B), the integrands in the preceding equation are bounded in magnitude by the single $L^{1}$-function $G$. The Lebesgue Dominated Convergence Theorem (see Chapter 8, page 406) allows an interchange of limit and integral. Hence

$$
f^{\prime}\left(x_{0}\right)=\int_{T} \lim _{n \rightarrow \infty} \frac{g\left(x_{n}, t\right)-g\left(x_{0}, t\right)}{x_{n}-x_{0}} d \mu(t)=\int_{T} \frac{\partial g}{\partial x}\left(x_{0}, t\right) d \mu(t)
$$

This proof is given by Bartle [Bart1]. A related theorem can be found in McShane's book [McS]. A useful corollary of Theorem 5 is as follows.

Theorem 8. Let $(T, \mathcal{A}, \mu)$ be a measure space such that $\mu(T)<\infty$. Let $g:(a, b) \times T \rightarrow \mathbb{R}$. Assume that for each $n,\left(\partial^{n} g / \partial x^{n}\right)(x, t)$ exists, is measurable, and is bounded on $(a, b) \times T$. Then

$$
\begin{equation*}
\frac{d^{n}}{x^{n}} d \int_{T} g(x, t) d \mu(t)=\int_{T} \frac{\partial^{n} g}{\partial x^{n}}(x, t) d \mu(t) \quad(n=1,2, \ldots) \tag{4}
\end{equation*}
$$

Proof. Since $\mu(T)<\infty$, any bounded measurable function on $T$ is integrable. To see that Hypothesis (B) of the preceding theorem is true, use the mean value theorem:

$$
\left|\frac{g(x, t)-g\left(x_{0}, t\right)}{x-x_{0}}\right|=\left|\frac{\partial g}{\partial x}(\xi, t)\right| \leqslant M
$$

where $M$ is a bound for $|\partial g / \partial x|$ on $(a, b) \times T$. By the preceding theorem, Equation (4) is valid for $n=1$. The same argument can be repeated to give an inductive proof for all $n$.
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### 8.1 Extended Reals, Outer Measures, Measurable Spaces

This chapter gives, in as brief a form as possible, the main features of measure theory and integration. The presentation is sufficiently general to cover Lebesgue measures and measures that arise in studying the continuous linear functionals on Banach spaces.

Since measures are employed to assign a size to sets, they are of ten allowed to assume infinite values. The extended real number system is designed to assist in this situation. This is the set $\mathbb{R}^{*}=\mathbb{R} \cup\{\infty\} \cup\{-\infty\}$. The two new points, $\infty$ and $-\infty$, that have been adjoined to $\mathbb{R}$ are required to behave as follows:
(1) $(-\infty, \infty)=\mathbb{R}$
(2) $x+\infty=\infty$ for $x \in(-\infty, \infty]$
(3) $x \infty=\infty$ for $x \in(0, \infty]$
(4) $0 \infty=0$

From these rules various others follow, such as $x-\infty=-\infty$ when $x \in[-\infty, \infty)$. One advantage of $\mathbb{R}^{*}$ is that every subset of $\mathbb{R}^{*}$ has a supremum and an infimum in $\mathbb{R}^{*}$. For example, the equation $\sup A=\infty$ means that for each $x \in \mathbb{R}, A$ contains an element $a$ such that $a>x$. Note that certain expressions, such as $-\infty+\infty$, must remain undefined.

Definition. Let $X$ be an arbitrary set. An outer measure "on $X$ " is a function $\mu: 2^{X} \rightarrow \mathbb{R}^{*}$ such that:
(1) $\mu(\varnothing)=0(\varnothing$ is the empty set).
(2) If $A \subset B$, then $\mu(A) \leqslant \mu(B)$.
(3) $\mu\left[\bigcup_{i=1}^{\infty} A_{i}\right] \leqslant \sum_{i=1}^{\infty} \mu\left(A_{i}\right)$.

Of course, in these postulates, $A, B, \ldots$ are arbitrary subsets of $X$. Notice that (1) and (2) together imply that $\mu(A) \geqslant 0$ for all $A$. Let us look at some examples.

Example 1. Let $X$ be any set. If $A \subset X$, define $\mu(A)=0$.
Example 2. Let $X$ be any set. Define $\mu(\varnothing)=0$, and for any nonempty set $A$, put $\mu(A)=+\infty$.

Example 3. Let $X$ be any set. For a finite subset $A$, let $\mu(A)=\#(A)$, the number of elements in $A$. For all other sets, put $\mu(A)=\infty$. This is called counting measure.

Example 4. Let $X$ be any set and let $x_{0}$ be any point in $X$. Define $\mu(A)$ to be 1 if $x_{0} \in A$ and to be 0 if $x_{0} \notin A$.

Example 5. Let $X$ be any infinite set. Let $\left\{x_{1}, x_{2}, \ldots\right\}$ be a countable set of (distinct) points in $X$. Let $\lambda_{n}$ be positive numbers ( $n=1,2, \ldots$ ). Define $\mu(A)=\sum\left\{\lambda_{n}: x_{n} \in A\right\}$, and $\mu(\varnothing)=0$.

Example 6. Lebesgue Outer Measure. Let $X$ be the real line. Define

$$
\mu(A)=\inf \left\{\sum_{i=1}^{\infty}\left(b_{i}-a_{i}\right): A \subset \bigcup_{i=1}^{\infty}\left(a_{i}, b_{i}\right), a_{i}<b_{i}\right\}
$$

Example 7. Lebesgue Outer Measure on $\mathbb{R}^{n}$. In $\mathbb{R}^{n}$ define the "unit cube" to be the set $Q$ of all points $\left(\xi_{1}, \ldots, \xi_{n}\right)$ whose components lie in the interval $[0,1]$. If $x \in \mathbb{R}^{n}$ and $\lambda \in \mathbb{R}$, define $x+\lambda Q=\{x+\lambda v: v \in Q\}$. For $A \subset \mathbb{R}^{n}$, define

$$
\mu(A)=\inf \left\{\sum_{i=1}^{\infty}\left|\lambda_{i}\right|^{n}: A \subset \bigcup_{i=1}^{\infty}\left(x_{i}+\lambda_{i} Q\right)\right\}
$$

Example 8. Lebesgue-Stieltjes Outer Measure. Let $X$ be the real line, and select a monotone nondecreasing function $\gamma: \mathbb{R} \rightarrow \mathbb{R}$. Define

$$
\mu(A)=\inf \left\{\sum_{i=1}^{\infty}\left[\gamma\left(b_{i}\right)-\gamma\left(a_{i}\right)\right]: A \subset \bigcup_{i=1}^{\infty}\left(a_{i}, b_{i}\right), a_{i}<b_{i}\right\}
$$

Notice that Lebesgue outer measure (in Example 6) is a special case, obtained when $\gamma(x)=x$.

In order to see that Examples 6, 7, and 8 are bona fide outer measures, one can appeal to the following theorem.

Theorem 1. Let $X$ be an arbitrary set, and $\mathcal{C}$ a collection of subsets of $X$, countably many of which cover $X$. Let $\beta$ be a function from $\mathcal{C}$ to $\mathbb{R}^{*}$ such that

$$
\inf \{\beta(C): C \in \mathcal{C}\}=0
$$

Then the equation

$$
\mu(A)=\inf \left\{\sum_{i=1}^{\infty} \beta\left(C_{i}\right): A \subset \bigcup_{i=1}^{\infty} C_{i}, C_{i} \in \mathcal{C}\right\}
$$

defines an outer measure on $X$.

Proof. Assume all the hypotheses. There are now three postulates for an outer measure to be verified. Our assumption about $\beta$ implies that $\beta(C) \geqslant 0$ for all $C \in \mathcal{C}$. Therefore, $\mu(A) \geqslant 0$ for all $A$. Since $\varnothing \subset C$ for all $C \in \mathcal{C}, \mu(\varnothing) \leqslant \beta(C)$ for all $C$. Taking an infimum yields $\mu(\varnothing) \leqslant 0$.

If $A \subset B$ and $B \subset \bigcup_{i=1}^{\infty} C_{i}$, then $A \subset \bigcup_{i=1}^{\infty} C_{i}$ and $\mu(A) \leqslant \sum_{i=1}^{\infty} \beta\left(C_{i}\right)$. Taking an infimum over all countable covers of $B$, we have $\mu(A) \leqslant \mu(B)$.

Let $A_{i} \subset X(i \in \mathbb{N})$ and let $\varepsilon>0$. By the definition of $\mu\left(A_{i}\right)$ there exist $C_{i j} \in \mathcal{C}$ such that $A_{i} \subset \bigcup_{j=1}^{\infty} C_{i j}$ and $\sum_{j=1}^{\infty} \beta\left(C_{i j}\right) \leqslant \mu\left(A_{i}\right)+\varepsilon / 2^{i}$. Since $\bigcup_{i=1}^{\infty} A_{i} \subset \bigcup_{i, j=1}^{\infty} C_{i j}$, we obtain

$$
\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right) \leqslant \sum_{i, j} \beta\left(C_{i j}\right) \leqslant \sum_{i=1}^{\infty}\left[\mu\left(A_{i}\right)+\varepsilon / 2^{i}\right]=\varepsilon+\sum_{i=1}^{\infty} \mu\left(A_{i}\right)
$$

Since this is true for each positive $\varepsilon$, we obtain $\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right) \leqslant \sum_{i=1}^{\infty} \mu\left(A_{i}\right)$.
The postulates for an outer measure do not include all the desirable attributes that are needed for integration. For example, an essential property is additivity:

$$
A \cap B=\varnothing \quad \Longrightarrow \quad \mu(A \cup B)=\mu(A)+\mu(B)
$$

This property cannot be deduced from the axioms for an outer measure. See Problem 6 for a simple example. Even Lebesgue outer measure is not additive, although it seems to be a natural or intrinsic definition for "the measure of a set" in $\mathbb{R}$. If we concentrate for the moment on this all-important example, we ask, How can additivity be obtained? We could change the definition. But if the measure of an interval is to be its length, changing the definition will not succeed. The only solution is to reduce the domain of $\mu$ from $2^{\mathbb{R}}$ (or $2^{X}$ in general) to a smaller class of sets. This is the brilliant idea of Lebesgue (1901) that leads to Lebesgue measure on $\mathbb{R}$. The procedure for accomplishing this domain reduction is dealt with in the theorem of Carathéodory, proved later. First, we describe in the abstract the sort. of domain that will be used for measures.

Definition. A measurable space is a pair $(X, \mathcal{A})$ in which $X$ is a set and $\mathcal{A}$ is a nonempty family of subsets of $X$ such that:
(i) If $A \in \mathcal{A}$, then $X \backslash A \in \mathcal{A}$.
(ii) If $A_{1}, A_{2}, \ldots \in \mathcal{A}$, then $\bigcup_{i=1}^{\infty} A_{i} \in \mathcal{A}$.

In brief, $\mathcal{A}$ is closed under complementation and forming countable unions. A family $\mathcal{A}$ having these two properties is said to be a $\sigma$-algebra. If a measurable space $(X, \mathcal{A})$ is prescribed, we call the sets in $\mathcal{A}$ the measurable subsets of $X$.

Example 9. Let $X$ be any set, and let $\mathcal{A}$ consist solely of $X$ and $\varnothing$. Then $(X, \mathcal{A})$ is a measurable space. In fact, this is the smallest nonempty $\sigma$-algebra of subsets of $X$.

Example 10. Let $X$ be an arbitrary set, and let $\mathcal{A}=2^{X}$ (the family of all subsets of $X$ ). Then $(X, \mathcal{A})$ is a measurable space and $\mathcal{A}$ is the largest $\sigma$-algebra of subsets of $X$.

Example 11. Let $X$ be any set and let $A$ be a particular subset of $X$. Define $\mathcal{A}=\{X, \varnothing, A, X \backslash A\}$. This is the smallest $\sigma$-algebra containing $A$. We are observing that, as long as $\mathcal{A}$ is nonempty, the set $X$ and the empty set $\varnothing$ must belong to $\mathcal{A}$. In other words, these two sets will always be measurable.

Example 12. Let $X$ be any set, and let $\mathcal{A}$ consist of all countable subsets of $X$ and their complements. Then $\mathcal{A}$ is the smallest $\sigma$-algebra containing all finite subsets of $X$.

Lemma 1. If $(X, \mathcal{A})$ is a measurable space, then $X$ and $\varnothing$ belong to $\mathcal{A}$. Furthermore, $\mathcal{A}$ is closed under countable intersections and set difference.

Proof. This is left to the reader as a problem.
Lemma 2. For any subset $\mathcal{F}$ of $2^{X}$ there is a smallest $\sigma$-algebra containing $\mathcal{F}$.

Proof. As Example 10 shows, there is certainly one $\sigma$-algebra containing $\mathcal{F}$. The smallest one will be the intersection of all the $\sigma$-algebras $\mathcal{A}_{\nu}$ containing $\mathcal{F}$. It is only necessary to verify that $\bigcap \mathcal{A}_{\nu}$ is a $\sigma$-algebra. If $A_{i} \in \bigcap \mathcal{A}_{\nu}$, then $A_{i} \in \mathcal{A}_{\nu}$ for all $\nu$. Since $\mathcal{A}_{\nu}$ is a $\sigma$-algebra, $\bigcup_{i=1}^{\infty} A_{i} \in \mathcal{A}_{\nu}$. Since this is true for all $\nu, \bigcup_{i=1}^{\infty} A_{i} \in \bigcap \mathcal{A}_{\nu}$. A similar proof is needed for the other axiom.

In any topological space $X$, the smallest $\sigma$-algebra containing the topology (i.e., containing all the open sets) is called the $\sigma$-algebra of Borel sets, or the "Borel $\sigma$-algebra."

Suggested references for this chapter are [Bart2], [Berb3], [Berb4], [DS], [Frie2], [Hal4], [HS], [Jo], [KS], [Loo], [OD], [RN], [Roy], [Ru3], [Tay3], and [Ti2].

## Problems 8.1

1. Does the extended real number system $\mathbb{R}^{*}$ become a topological space if a neighborhood of $\infty$ is defined to be any set that contains an interval of the form ( $a, \infty$ ), and similarly for $-\infty$ ?
2. Why, in defining Lebesgue outer measure, do we not "approximate from within" and define

$$
\mu(A)=\sup \left\{\sum_{i=1}^{\infty}\left(b_{i}-a_{i}\right):\left(a_{i}, b_{i}\right) \subset A, \text { intervals mutually disjoint }\right\} ?
$$

3. Prove that if $\mu$ is an outer measure and if $\mu(B)=0$, then $\mu(A \cup B)=\mu(A)$.
4. An outer measure on a group is said to be invariant if $\mu(x+A)=\mu(A)$ for all $x$ and $A$. Prove that Lebesgue outer measure has this property.
5. Under what conditions is Lebesgue-Stieltjes outer measure invariant, as defined in Problem 4?
6. Let $X=\{1,2\}$, and define $\mu(\varnothing)=0, \mu(X)=2, \mu(\{1\})=1$ and $\mu(\{2\})=2$. Show that $\mu$ is an outer measure but is not additive.
7. Prove that the Lebesgue outer measure of each countable subset of $\mathbb{R}$ is 0 .
8. How many outer measures having range in $\{0,1, \ldots, n\}$ are there on a set of $n$ elements?
9. Prove that the Lebesgue outer measure of the interval $[a, b]$ is $b-a$.
10. Let $\mu$ be an outer measure on $X$, and let $Y \subset X$. Define $\nu(A)=\mu(A)$ when $A \subset Y$. Is $\nu$ an outer measure on $Y$ ?
11. Does an outer measure necessarily obey this equation?

$$
\mu(A \cup B)+\mu(A \cap B) \leqslant \mu(A)+\mu(B)
$$

12. Let $\mu$ be an outer measure on $X$, and let $Y \subset X$. Define $\nu(A)=\mu(Y \cap A)$. Is $\nu$ an outer measure on $X$ ?
13. Let $\mu$ and $\nu$ be outer measures on $X$. Define $\theta(A)=\max \{\mu(A), \nu(A)\}$ for all $A \subset X$. Is $\theta$ an outer measure on $X$ ?
14. Are the outer measures in Examples 3 and 5 additive?
15. What is the Lebesgue outer measure of the set of irrational numbers in $[0,1]$ ?
16. Prove Lemma 1.
17. Prove that every countable set. in $\mathbb{R}$ is a Borel set.
18. Let $(X, \mathcal{A})$ be a measurable space, and let $A$ and $B$ be two subsets of $X$. If $A$ is measurable and $B \backslash A$ is not, what conclusions can be drawn about $A \cup B$ and $A \backslash B$ ?
19. Let $(X, \mathcal{A})$ be a measurable space, and let $Y \in \mathcal{A}$. Define $\mathcal{B}$ to be the family of all sets $Y \cap A$, where $A$ ranges over $\mathcal{A}$. Prove that $(Y, \mathcal{B})$ is a measurable space.
20. Does there exist a countably infinite $\sigma$-algebra?
21. Prove that $\mathcal{A}$ in Example 12 is a $\sigma$-algebra.
22. Is there an example of a $\sigma$-algebra containing exactly 5 sets?

### 8.2 Measures and Measure Spaces

Let $(X, \mathcal{A})$ be a measurable space, as defined in the preceding section. A function $\mu: \mathcal{A} \rightarrow \mathbb{R}^{*}$ is called a measure if:
(a) $\mu(\varnothing)=0$.
(b) $\mu(A) \geqslant 0$ for all $A$ in $\mathcal{A}$.
(c) $\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right)=\sum_{i=1}^{\infty} \mu\left(A_{i}\right)$ if $\left\{A_{1}, A_{2}, \ldots\right\}$ is a disjoint sequence in $\mathcal{A}$.

Notice that the additivity property discussed in the preceding section is now being assumed in a strong form. It is called countable additivity. On the other hand, the domain of $\mu$ is not assumed to be $2^{X}$ but is instead the $\sigma$ algebra $\mathcal{A}$.

Example 1. Let $X$ be any set and let $\mathcal{A}=\{X, \varnothing\}$. Define $\mu(\varnothing)=0$ and let $\mu(X)$ be any number in $[0, \infty]$.

Example 2. Let $X$ be any set and $\mathcal{A}=2^{X}$. Define $\mu(A)$ to be the number of elements in $A$ if $A$ is finite, and define $\mu(A)=\infty$ otherwise.

Example 3. If $\mathcal{A}=2^{X}$, let $\mu(\varnothing)=0$ and $\mu(A)=\infty$ if $A \neq \varnothing$.
Example 4. Let $A$ be a subset of $X$ such that $A \neq \varnothing$ and $A \neq X$. Let $\mathcal{A}=\{\varnothing, A, X \backslash A, X\}$ and define $\mu(\varnothing)=0, \mu(A)=1, \mu(X \backslash A)=1, \mu(X)=2$.

Example 5. Let $\mathcal{A}=2^{X}$, and let $\left\{x_{1}, x_{2}, \ldots\right\}$ be a countable subset of $X$. Select numbers $\lambda_{i} \in[0, \infty], i \in \mathbb{N}$, and define $\mu(A)=\sum\left\{\lambda_{i}: x_{i} \in A\right\}, \mu(\varnothing)=0$.

If $(X, \mathcal{A})$ is a measurable space and $\mu$ is a measure defined on $\mathcal{A}$, then $(X, \mathcal{A}, \mu)$ is called a measure space.

Lemma 1. If $(X, \mathcal{A}, \mu)$ is a measure space, then:
(1) $\mu(A) \leqslant \mu(B)$ if $A \in \mathcal{A}, B \in \mathcal{A}$, and $A \subset B$.
(2) $\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right) \leqslant \sum_{i=1}^{\infty} \mu\left(A_{i}\right)$ if $A_{i} \in \mathcal{A}$.

Proof. For (1), write

$$
\mu(B)=\mu[A \cup(B \backslash A)]=\mu(A)+\mu(B \backslash A) \geqslant \mu(A)
$$

For (2), we create a disjoint sequence of sets $B_{i}$ by writing $B_{1}=A_{1}, B_{2}=$ $A_{2} \backslash A_{1}, B_{3}=A_{3} \backslash\left(A_{1} \cup A_{2}\right)$, and so on. (Try to remember this little trick.) These sets are in $\mathcal{A}$ by Lemma 1 in the preceding section. Also, $B_{i} \subset A_{i}$ and

$$
\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right)=\mu\left(\bigcup_{i=1}^{\infty} B_{i}\right)=\sum_{i=1}^{\infty} \mu\left(B_{i}\right) \leqslant \sum_{i=1}^{\infty} \mu\left(A_{i}\right)
$$

Lemma 2. Let $(X, \mathcal{A}, \mu)$ be a measure space. If $A_{i} \in \mathcal{A}$ for $i \in \mathbb{N}$ and $A_{1} \subset A_{2} \subset \cdots$, then $\mu\left(A_{n}\right) \uparrow \mu\left(\bigcup_{i=1}^{\infty} A_{i}\right)$.

Proof. Let $A_{0}=\varnothing$ and observe that $A_{n}=\bigcup_{i=1}^{n}\left(A_{i} \backslash A_{i-1}\right)$. It follows from the disjoint nature of the sets $A_{i} \backslash A_{i-1}$ that $\mu\left(A_{n}\right)=\sum_{i=1}^{n} \mu\left(A_{i} \backslash A_{i-1}\right)$. Hence

$$
\mu\left(A_{n}\right) \uparrow \sum_{i=1}^{\infty} \mu\left(A_{i} \backslash A_{i-1}\right)=\mu\left[\bigcup_{i=1}^{\infty}\left(A_{i} \backslash A_{i-1}\right)\right]=\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right)
$$

Deflnition. A measure space $(X, \mathcal{A}, \mu)$ is said to be complete if the conditions $A \subset B, B \in \mathcal{A}, \mu(B)=0$ imply that $A \in \mathcal{A}$.

We now arrive at the point where we want to create a measure from an outer measure $\mu$. This is to be done by restricting the domain of $\mu$ from $2^{x}$ to a suitable $\sigma$-algebra. A remarkable theorem of Carathéodory accomplishes this in one stroke:

Theorem 1 (Carathéodory Theorem). Let $\mu$ be an outer measure on a set $X$. Let $\mathcal{A}$ be the family of all subsets $A$ of $X$ having the property

$$
\begin{equation*}
\mu(S)=\mu(S \cap A)+\mu(S \backslash A) \quad\left(\text { for all } S \in 2^{X}\right) \tag{1}
\end{equation*}
$$

Then $(X, \mathcal{A}, \mu)$ is a complete measure space.
Proof. (In the conclusion of the theorem, it is understood that $\boldsymbol{\mu}$ is restricted to $\mathcal{A}$, although we refrain from writing $\mu \mid \mathcal{A}$.) It is to be shown that $\mathcal{A}$ is a $\sigma$-algebra, that $\mu$ is a measure on $\mathcal{A}$, and that the newly created measure space is complete. There are six tasks to be undertaken.
I. If $A \in \mathcal{A}$, then $X \backslash A \in \mathcal{A}$, because for an arbitrary set $S$,

$$
\mu(S)=\mu(S \cap A)+\mu(S \backslash A)=\mu[S \backslash(X \backslash A)]+\mu[(S \cap(X \backslash A)]
$$

II. We prove that $\mathcal{A}$ is closed under the formation of finite unions. It suffices to consider the union of two sets $A$ and $B$ in $\mathcal{A}$. We have, for any $S$,

$$
\begin{aligned}
\mu(S) & =\mu(S \cap A)+\mu(S \backslash A) \\
& =\mu(S \cap A)+\mu[(S \backslash A) \cap B]+\mu[(S \backslash A) \backslash B] \\
& \geqslant \mu[(S \cap A) \cup((S \backslash A) \cap B)]+\mu[S \backslash(A \cup B)] \\
& =\mu[S \cap(A \cup B)]+\mu[S \backslash(A \cup B)] \\
& \geqslant \mu[(S \cap(A \cup B)) \cup(S \backslash(A \cup B))]=\mu(S)
\end{aligned}
$$

III. Let $A_{i} \in \mathcal{A}$. Here we prove that $\bigcup_{i=1}^{\infty} A_{i} \in \mathcal{A}$. Define $B_{i}=A_{1} \cup \cdots \cup A_{i}$ and $C_{i}=B_{i} \backslash B_{i-1}$, where $B_{0}=\varnothing$. By Parts I and II, together with the equation $C_{i}=X \backslash\left[B_{i-1} \cup\left(X \backslash B_{i}\right)\right]$, we see that $C_{i}$ and $B_{i}$ are in $\mathcal{A}$. For any
$S, \mu\left(S \cap B_{n}\right) \geqslant \sum_{i=1}^{n} \mu\left(S \cap C_{i}\right)$. This is proved by induction. For $n$ it is trivial, because $B_{1}=C_{1}$. If it is true for $n-1$, then

$$
\begin{aligned}
\mu\left(S \cap B_{n}\right) & =\mu\left(S \cap B_{n} \cap C_{n}\right)+\mu\left[\left(S \cap B_{n}\right) \backslash C_{n}\right] \\
& =\mu\left(S \cap C_{n}\right)+\mu\left(S \cap B_{n-1}\right) \\
& \geqslant \mu\left(S \cap C_{n}\right)+\sum_{i=1}^{n-1} \mu\left(S \cap C_{i}\right)=\sum_{i=1}^{n} \mu\left(S \cap C_{i}\right)
\end{aligned}
$$

With this inequality available, we have, with $A=\bigcup_{i=1}^{\infty} A_{i}$,

$$
\begin{equation*}
\mu(S)=\mu\left(S \cap B_{n}\right)+\mu\left(S \backslash B_{n}\right) \geqslant \sum_{i=1}^{n} \mu\left(S \cap C_{i}\right)+\mu(S \backslash A) \tag{2}
\end{equation*}
$$

Since this is true for each $n$, we can write an inequality to show that $A \in \mathcal{A}$ :

$$
\begin{aligned}
\mu(S) & \geqslant \sum_{i=1}^{\infty} \mu\left(S \cap C_{i}\right)+\mu(S \backslash A) \geqslant \mu\left[\bigcup_{i=1}^{\infty}\left(S \cap C_{i}\right)\right]+\mu(S \backslash A) \\
& =\mu\left[S \cap \bigcup_{i=1}^{\infty} C_{i}\right]+\mu(S \backslash A)=\mu(S \cap A)+\mu(S \backslash A) \geqslant \mu(S)
\end{aligned}
$$

IV. The postulate $\mu(\varnothing)=0$ is true for $\mu$ on $\mathcal{A}$ because it is a postulate for outer measures. That $\mu(A) \geqslant 0$ follows from the postulates of an outer measure:

$$
0=\mu(\varnothing) \leqslant \mu(A)
$$

because $\varnothing \subset A$.
V. For the countable additivity of $\mu$, look at the proof in Part III. If the sequence $A_{1}, A_{2}, \ldots$ is disjoint, then $C_{i}=A_{i}$, and Equation (2) will read, with $A=\bigcup_{i=1}^{\infty} A_{i}$,

$$
\mu(S) \geqslant \sum_{i=1}^{n} \mu\left(S \cap A_{i}\right)+\mu(S \backslash A)
$$

In this equation, let $S=A$ and let $n \rightarrow 0$ to conclude that

$$
\mu(A) \geqslant \sum_{i=1}^{\infty} \mu\left(A_{i}\right) \geqslant \mu\left(\bigcup A_{i}\right)=\mu(A)
$$

VI. That the measure space $(X, \mathcal{A}, \mu)$ is complete follows from the more general fact that $A \in \mathcal{A}$ if $\mu(A)=0$. Indeed, if $\mu(A)=0$, then for $S \in 2^{X}$,

$$
\mu(S)=\mu(A)+\mu(S) \geqslant \mu(S \cap A)+\mu(S \backslash A)
$$

If $\mu$ is an outer measure on $X$, then the sets $A$ that have the property in Equation (1) of Carathéodory's Theorem are said to be $\mu$-measurable. Carathéodory's Theorem thus asserts that the family of $\mu$-measurable sets ( $\mu$ being an outer measure) is a $\sigma$-algebra. If this $\sigma$-algebra is denoted by $\mathcal{A}$, then
the concepts of $\mu$-measurable and $\mathcal{A}$-measurable are the same (by the definition of $\mathcal{A}$ ). However, there can be other $\sigma$-algebras present (for the same space $X$ ), and there can be different kinds of measurability.

One example of this situation occurs when $\mu$ is Lebesgue outer measure, as defined in Example 6 of the preceding section (page 382). The $\sigma$-algebra $\mathcal{A}$ that arises from Carathéodory's Theorem is called the $\sigma$-algebra of Lebesgue measurable sets. A smaller $\sigma$-algebra is the family $\mathcal{B}$ of all Borel sets. This is the smallest $\sigma$-algebra containing the open sets. It turns out that $\mathcal{B}$ is a proper subset of $\mathcal{A}$. In some situations one uses the measure space $(\mathbb{R}, \mathcal{B}, \mu)$ in preference to ( $\mathbb{R}, \mathcal{A}, \mu$ ). It is convenient to use $\mu$ without indicating notationally whether its domain is $2^{\mathbb{R}}$, or $\mathcal{A}$, or $\mathcal{B}$. Remember, however, that $\mu$ on $2^{\mathbb{R}}$ is only an outer measure, and countable additivity can fail for sets not in $\mathcal{A}$.

We have seen that every outer measure leads to a measure via Carathéodory's Theorem. There is a converse theorem asserting, roughly, that every measure can be obtained in this way.

Theorem 2. Let $(X, \mathcal{A}, \mu)$ be a measure space. For $S \in 2^{X}$ define

$$
\mu^{*}(S)=\inf \{\mu(A): S \subset A \in \mathcal{A}\}
$$

Then $\mu^{*}$ is an outer measure whose restriction to $\mathcal{A}$ is $\mu$. Furthermore, each set in $\mathcal{A}$ is $\mu$-measurable.

Proof. I. Since $\mu$ is nonnegative, so is $\mu^{*}$. Since $\varnothing \in \mathcal{A}$, we have $0 \leqslant \mu^{*}(\varnothing) \leqslant$ $\mu(\varnothing)=0$.
II. If $S \subset T$, then $\{A: S \subset A \in \mathcal{A}\}$ contains $\{A: T \subset A \in \mathcal{A}\}$. Hence

$$
\mu^{*}(S)=\inf \{\mu(A): S \subset A \in \mathcal{A}\} \leqslant \inf \{\mu(A): T \subset A \in \mathcal{A}\}=\mu^{*}(T)
$$

III. If $S_{i} \in 2^{X}$ and $\varepsilon>0$, select $A_{i} \in \mathcal{A}$ so that $S_{i} \subset A_{i}$ and $\mu^{*}\left(S_{i}\right) \geqslant$ $\mu\left(A_{i}\right)-\varepsilon / 2^{i}$. Then $\bigcup_{i=1}^{\infty} S_{i} \subset \bigcup_{i=1}^{\infty} A_{i} \in \mathcal{A}$. Consequently,

$$
\mu^{*}\left(\bigcup_{i=1}^{\infty} S_{i}\right) \leqslant \mu\left(\bigcup_{i=1}^{\infty} A_{i}\right) \leqslant \sum_{i=1}^{\infty} \mu\left(A_{i}\right) \leqslant \sum_{i=1}^{\infty}\left[\mu^{*}\left(S_{i}\right)+\frac{\varepsilon}{2^{i}}\right]
$$

Since $\varepsilon$ can be any positive number, $\mu^{*}\left(\bigcup_{i=1}^{\infty} S_{i}\right) \leqslant \sum_{i=1}^{\infty} \mu\left(S_{i}\right)$.
IV. If $S \in \mathcal{A}$ and $S \subset A \in \mathcal{A}$, then $\mu^{*}(S) \leqslant \mu(S) \leqslant \mu(A)$. Taking an infimum for all choices of $A$, we get $\mu^{*}(S) \leqslant \mu(S) \leqslant \mu^{*}(S)$. This proves that $\mu^{*}$ is an extension of $\mu$.
V. To prove that each $A$ in $\mathcal{A}$ is $\mu^{*}$-measurable, let $S$ be any subset of $X$. Given $\varepsilon>0$, we find $B \in \mathcal{A}$ such that $\mu^{*}(S) \geqslant \mu(B)-\varepsilon$ and $S \subset B$. Then

$$
\begin{aligned}
\mu^{*}(S)+\varepsilon & \geqslant \mu(B)=\mu(B \cap A)+\mu(B \backslash A)=\mu^{*}(B \cap A)+\mu^{*}(B \backslash A) \\
& \geqslant \mu^{*}(S \cap A)+\mu^{*}(S \backslash A) \geqslant \mu^{*}(S)
\end{aligned}
$$

This calculation used Parts III and IV of the present proof. Since $\varepsilon$ was arbitrary, $\mu^{*}(S)=\mu^{*}(S \cap A)+\mu^{*}(S \backslash A)$ for all $S$. Hence $A$ is $\mu^{*}$-measurable.

The construction of $\mu^{*}$ in the preceding theorem yields some additional information. First, we define the concept of regularity for an outer measure. An outer measure $\mu$ on $2^{X}$ is said to be regular if for each $S \in 2^{X}$ there corresponds a $\mu$-measurable set $A$ such that $S \subset A$ and $\mu(S)=\mu(A)$.

Theorem 3. Under the same hypotheses as in Theorem 2, the outer measure $\mu^{*}$ is regular.

Proof. Let $S$ be any subset of $X$. For each $n \in \mathbb{N}$ select $A_{n} \in \mathcal{A}$ so that $S \subset A_{n}$ and $\mu^{*}(S) \geqslant \mu\left(A_{n}\right)-1 / n$. Put $A=\bigcap_{n=1}^{\infty} A_{n}$. Since $\mathcal{A}$ is a $\sigma$-algebra, $A \in \mathcal{A}$. (See Lemma 1 in the preceding section, page 384.) From the inclusion $S \subset A \subset A_{n}$ we get

$$
\mu^{*}(S) \leqslant \mu^{*}(A)=\mu(A) \leqslant \mu\left(A_{n}\right)<\mu^{*}(S)+1 / n
$$

Since this is true for all $n, \mu^{*}(S)=\mu^{*}(A)$. By the preceding theorem, $A$ is $\mu^{*}$-measurable.

## Problems 8.2

1. Let $\mu$ be Lebesgue outer measure. Let $\mathbb{Q}$ be the set of all rational numbers. Prove that if $\mathbb{Q} \cap[0,1]$ is contained in $\bigcup_{i=1}^{n}\left(a_{i}, b_{i}\right)$, then $\sum_{i=1}^{n}\left(b_{i}-a_{i}\right) \geqslant 1$. Show that this is not true if we permit a countable number of intervals ( $a_{i}, b_{i}$ ).
2. Is there an example of a set $X$ and a measure $\mu$ on $2^{X}$ such that $\mu(X)=1$ and $\mu(\{x\})=0$ for all points $x$ in $X$ ?
3. In $\mathbb{R}$, is the smallest $\sigma$-algebra containing all singletons $\{x\}$ the same as the $\sigma$-algebra of all Borel sets?
4. Let $(X, \mathcal{A}, \mu)$ be a measure space, and let $\mu^{*}$ be the outer measure defined in Theorem 2 (page 389). Define the inner measure $\mu$. induced by $\mu$ via the equation

$$
\mu_{0}(S)=\sup (\mu(A): S \supset A \in \mathcal{A}\}
$$

Prove these properties of $\mu_{0}$ : (i) $\mu_{\cdot}(S) \leqslant \mu^{*}(S)$; (ii) $\mu_{*}(S) \geqslant 0$; (iii) $\mu_{*}(S) \leqslant \mu_{*}(T)$ when $S \subset T$; (iv) $\mu_{\bullet}$ ( ()$=0$; (v) $\mu_{0}(A)=\mu(A)$ if $A \in \mathcal{A}$.
5. Prove that an outer measure $\mu$ on $2^{X}$ is a measure on $2^{X}$ if and only if every set in $2^{X}$ is $\mu$-measurable.
6. Let $(X, \mathcal{A}, \mu)$ be a measure space, and let $A_{i} \in \mathcal{A}$. Prove that $\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right)=$ $\lim _{n-+\infty} \mu\left(\bigcup_{i=1}^{n} A_{i}\right)$.
7. The symmetric difference of two sets $A$ and $B$ is $A \triangle B=(A \backslash B) \cup(B \backslash A)$. Prove that for measurable sets $A$ and $B$ in a measure space, the condition $\mu(A \Delta B)=0$ implies that $\mu(A)=\mu(B)$.
8. Let $(X, \mathcal{A}, \mu)$ be an incomplete measure space. Show how to enlarge $\mathcal{A}$ and extend $\mu$ so that a complete measure space is obtained.
9. Let $\left(X, \mathcal{A}, \mu\right.$ ) be a measure space. Let $\mathcal{B}$ be the family of all sets $B \in 2^{X}$ such that $A \cap B \in \mathcal{A}$ whenever $A \in \mathcal{A}$ and $\mu(A)<\infty$. Show that $\mathcal{B}$ is a $\sigma$-algebra containing $\mathcal{A}$.
10. Prove that if $(X, \mathcal{A}, \mu)$ and $(X, \mathcal{A}, \nu)$ are measure spaces, then so is ( $X, \mathcal{A}, \mu+\nu)$. Generalize.
11. If $(X, \mathcal{A}, \mu)$ and $(X, \mathcal{A}, \nu)$ are measure spaces such that $\mu \geqslant \nu$, is there a measure $\theta$ (on A) such that $\nu+\theta=\mu$ ? (Caution: $\infty-\infty$ is not defined in $\mathbb{R}^{*}$.)
12. Let $(X, \mathcal{A}, \mu)$ be a measure space. Suppose that $A_{n} \in \mathcal{A}$ and $A_{n+1} \subset A_{n}$ for all $n$. Does it follow that $\mu\left(\bigcap_{n=1}^{\infty} A_{n}\right)=\lim _{n \rightarrow \infty} \mu\left(A_{n}\right)$ ?
13. Let $X$ be an uncountable set and $\mathcal{A}=2^{X}$. Define $\mu(A)=0$ if $A$ is countable and $\mu(A)=\infty$ otherwise. Is $(X, \mathcal{A}, \mu)$ a measure space?
14. Prove that for any outer measure $\mu$ and any set $A$ such that $\mu(A)=0, A$ is $\mu$-measurable.
15. Let $(X, \mathcal{A}, \mu)$ be a measure space, and let $B \in \mathcal{A}$. Define $\nu$ on $\mathcal{A}$ by writing $\nu(A)=$ $\mu(A \cap B)$. Prove that $(X, A, v)$ is a measure space.
16. Let $(X, \mathcal{A}, \mu)$ be a measure space. Let $A_{n} \in \mathcal{A}$ and $\sum_{n=1}^{\infty} \mu\left(A_{n}\right)<\infty$. Prove that the set of $x$ belonging to infinitely many $A_{n}$ has measure 0 .
17. Let $(X, \mathcal{A}, \mu)$ be a measure space for which $\mu(X)<\infty$. Let $A_{n}$ be a sequence of measurable sets such that $A_{1} \subset A_{2} \subset \cdots$ and $X=\bigcup A_{n}$. Show that $\mu\left(X \backslash A_{n}\right) \downarrow 0$.

### 8.3 Lebesgue Measure

In this section $\mu$ will denote both Lebesgue outer measure and Lebesgue measure. Both are defined for subsets of $\mathbb{R}$ by the equation

$$
\begin{equation*}
\mu(S)=\inf \left\{\sum_{i=1}^{\infty}\left|b_{i}-a_{i}\right|: S \subset \bigcup_{i=1}^{\infty}\left(a_{i}, b_{i}\right)\right\} \tag{1}
\end{equation*}
$$

The outer measure is defined for all subsets of $\mathbb{R}$, while the measure $\mu$ is the restriction of the outer measure to the $\sigma$-algebra described in Carathéodory's Theorem (page 387). The sets in this $\sigma$-algebra are called the Lebesgue measurable subsets of $\mathbb{R}$. It is a very large class of sets, bigger than the $\sigma$-algebra of Borel sets. The latter has cardinality $c$, while the former has cardinality $2^{c}$.

Theorem 1. The Lebesgue outer measure of an interval is its
length.

Proof. Consider first a compact interval $[a, b]$. Since $[a, b] \subset(a-\varepsilon, b+\varepsilon)$, we conclude from the definition (1) that $\mu([a, b]) \leqslant b-a+2 \varepsilon$ for every positive $\varepsilon$. Hence $\mu([a, b]) \leqslant b-a$. Suppose now that $\mu([a, b])<b-a$. Find intervals $\left(a_{i}, b_{i}\right)$ such that $[a, b] \subset \bigcup_{i=1}^{\infty}\left(a_{i}, b_{i}\right)$ and $\sum_{i=1}^{\infty}\left|b_{i}-a_{i}\right|<b-a$. We can assume $a_{i}<b_{i}$ for all $i$. By compactness and renumbering we can get $[a, b] \subset \bigcup_{i=1}^{n}\left(a_{i}, b_{i}\right)$. It follows that $\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)<b-a$. By renumbering again we can assume $a \in\left(a_{1}, b_{1}\right), b_{1} \in\left(a_{2}, b_{2}\right), b_{2} \in\left(a_{3}, b_{3}\right)$, and so on. There must exist an index $k \leqslant n$ such that $b<b_{k}$. Then we reach a contradiction:
$b-a>\sum_{i=1}^{n}\left(b_{i}-a_{i}\right) \geqslant \sum_{i=1}^{k}\left(b_{i}-a_{i}\right)=b_{k}-a_{1}+\sum_{i=1}^{k-1}\left(b_{i}-a_{i+1}\right)>b_{k}-a_{1}>b-a$
If $J$ is a bounded interval of the type $(a, b),(a, b]$, or $[a, b)$, then from the inclusions

$$
[a+\varepsilon, b-\varepsilon] \subset J \subset[a-\varepsilon, b+\varepsilon]
$$

we obtain $b-a-2 \varepsilon \leqslant \mu(J) \leqslant b-a+2 \varepsilon$ and $\mu(J)=b-a$.
Finally, if $J$ is an unbounded interval, then it contains intervals $[a, b]$ of arbitrarily great length. Hence $\mu(J)=\infty$.

## Theorem 2. Every Borel set in $\mathbb{R}$ is Lebesgue measurable.

Proof. (S.J. Bernau) The family of Borel sets is the smallest $\sigma$-algebra containing all the open sets. The Lebesgue measurable sets form a $\sigma$-algebra. Hence it suffices to prove that every open set is Lebesgue measurable.

Recall that every open set in $\mathbb{R}$ can be expressed as a countable union of open intervals $(a, b)$. Thus it suffices to prove that each interval $(a, b)$ is Lebesgue measurable. We begin with an interval of the form $(a, \infty)$, where $a \in \mathbb{R}$.

To prove that the open interval $(a, \infty)$ is measurable, we must prove, for any set $S$ in $\mathbb{R}$, that

$$
\begin{equation*}
\mu(S) \geqslant \mu[S \cap(a, \infty)]+\mu[S \backslash(a, \infty)] \tag{2}
\end{equation*}
$$

Let us use the notation $|I|$ for the length of an interval $I$. Given $\varepsilon>0$, select open intervals $I_{n}$ such that $S \subset \bigcup_{n=1}^{\infty} I_{n}$ and $\sum\left|I_{n}\right|<\mu(S)+\varepsilon$. Define $J_{n}=$ $I_{n} \cap(a, \infty), K_{n}=I_{n} \cap(-\infty, a)$, and $K_{0}=(a-\varepsilon, a+\varepsilon)$. Then we have

$$
\begin{aligned}
& S \cap(a, \infty) \subset \bigcup_{n=1}^{\infty} J_{n} \\
& S \backslash(a, \infty)=S \cap(-\infty, a) \subset \bigcup_{n=0}^{\infty} K_{n} \\
& J_{n} \cup K_{n} \subset I_{n} \quad \text { and } \quad J_{n} \cap K_{n}=\varnothing
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
\mu[S \cap(a, \infty)]+\mu[S \backslash(a, \infty)] & \leqslant \sum_{n=1}^{\infty}\left\{\left|J_{n}\right|+\left|K_{n}\right|\right\}+\left|K_{0}\right| \\
& \leqslant \sum_{n=1}^{\infty}\left|I_{n}\right|+2 \varepsilon<\mu(S)+3 \varepsilon
\end{aligned}
$$

Because $\varepsilon$ was arbitrary, this establishes Equation (2). Since the measurable sets make up a $\sigma$-algebra, each set of the form $(-\infty, b]=\mathbb{R} \backslash(b, \infty)$ is measurable. Hence the set $(-\infty, b)=\bigcup_{n=1}^{\infty}\left(-\infty, b-\frac{1}{n}\right]$ is measurable and so is $(a, b)=$ $(-\infty, b) \cap(a, \infty)$.

Theorem 3. Lebesgue outer measure is invariant on the group $(\mathbb{R},+)$.

Proof. The statement means that $\mu(S)=\mu(v+S)$ for all $S \in 2^{\mathbb{R}}$ and all $v \in \mathbb{R}$. The translate $v+S$ is defined to be $\{v+x: x \in S\}$. Notice that the condition $S \subset \bigcup_{i=1}^{\infty}\left(a_{i}, b_{i}\right)$ is equivalent to the condition $x+S \subset \bigcup_{i=1}^{\infty}\left(x+a_{i}, x+b_{i}\right)$. Since the length of $\left(x+a_{i}, x+b_{i}\right)$ is the same as the length of $\left(a_{i}, b_{i}\right)$, the definition of $\mu$ gives equal values for $\mu(S)$ and $\mu(x+S)$.

Lemma. Let $\left\{r_{1}, r_{2}, \ldots\right\}$ be an enumeration of the rational numbers in $[-1,1]$. There exists a set $P$ contained in $[0,1]$ such that the sequence of sets $r_{i}+P$ is disjoint and covers $[0,1]$.

Proof. Let $\mathbb{Q}$ be the set of all rational numbers. Consider, the family $\mathcal{F}$ of all sets of the form $x+\mathbb{Q}$, where $0 \leqslant x \leqslant 1$. Although our description of $\mathcal{F}$ involves many sets being listed more than once, the family $\mathcal{F}$ is, in fact, disjoint. To verify this, suppose that $x+\mathbb{Q}$ and $y+\mathbb{Q}$ have a point $t$ in common. Then $t=x+q_{1}=y+q_{2}$, for appropriate $q_{i} \in \mathbb{Q}$. Consequently, $x-y=q_{2}-q_{1} \in \mathbb{Q}$, from which it follows easily that $x+\mathbb{Q}=y+\mathbb{Q}$.

The family of sets $(x+\mathbb{Q}) \cap[0,1]$, where $0 \leqslant x \leqslant 1$, is also disjoint, and each of these sets is nonempty. By Zermelo's Postulate ([Kel], page 33), there exists a set $P \subset[0,1]$ such that $P$ contains one and only one point from each set in the family.

Now we want to prove that the family $\left\{r_{i}+P\right\}$ is disjoint. Suppose that $t \in\left(r_{i}+P\right) \cap\left(r_{j}+P\right)$. Then $r_{i}+p=r_{j}+p^{\prime}$ for suitable $p$ and $p^{\prime}$ in $P$. We have $p=p^{\prime}+\left(r_{j}-r_{i}\right)$, whence $p \in P \cap\left(p^{\prime}+\mathbb{Q}\right)$. Since $0 \in \mathbb{Q}$, we have $p^{\prime} \in P \cap\left(p^{\prime}+\mathbb{Q}\right)$. By the properties of $P, p=p^{\prime}$. From an equation above, $r_{i}=r_{j}$ and then $i=j$.

Finally, we show that $[0,1] \subset \bigcup_{i=1}^{\infty}\left(r_{i}+P\right)$. If $0 \leqslant x \leqslant 1$, then $P$ contains an element $p$ in $x+\mathbb{Q}$. By the definition of $P, 0 \leqslant p \leqslant 1$. We write $p=x+r$ for a suitable $r$ in $\mathbb{Q}$. Then $r=p-x \in[-1,1]$ and $-r \in[-1,1]$. Thus $-r=r_{i}$ for some $i$. It follows that $x=p-r=p+r_{i} \in r_{i}+P$.

Theorem 4. There exists no translation-invariant measure $\nu$ defined on $2^{\mathbb{R}}$ such that $0<\nu([0,1])<\infty$. Consequently, there exist subsets of $\mathbb{R}$ that are not Lebesgue ineasurable.

Proof. The second assertion follows from the first because if every set of reals were Lebesgue measurable, then Lebesgue measure would contradict the first assertion.

To prove the first assertion, suppose that a measure $\nu$ exists as described. By the preceding lemma, the set $P$ given there has the property

$$
[0,1] \subset \bigcup_{i=1}^{\infty}\left(r_{i}+P\right) \subset[-1,2]
$$

Also by the lemma, the sequence of sets $r_{i}+P$ is disjoint. Consequently,

$$
0<\nu([0,1]) \leqslant \nu\left[\bigcup_{i=1}^{\infty}\left(r_{i}+P\right)\right]=\sum_{i=1}^{\infty} \nu\left(r_{i}+P\right)=\sum_{i=1}^{\infty} \nu(P)
$$

Therefore, $\nu(P)>0, \sum \nu(P)=\infty$, and we have the contradiction

$$
\infty=\nu\left[\bigcup_{i=1}^{\infty}\left(r_{i}+P\right)\right] \leqslant \nu([-1,2]) \leqslant 3 \nu([0,1])
$$

## Problems 8.3

1. Zermelo's Postulate states that if $\mathcal{F}$ is a disjoint family of nonempty sets, then there is a set that contains exactly one element from each set in the family $\mathcal{F}$. Prove this, using the Axiom of Choice.
2. Prove that the set $P$ in the lemma is not Lebesgue measurable.
3. Prove that Lebesgue measure restricted to the Borel sets is not complete.
4. An $F_{\sigma}$-set is any countable union of closed sets, and a $G_{\delta}$-set is any countable intersection of open sets. Prove that both types of sets are Borel sets.
5. Prove that the Cantor "middle-third" set is an uncountable Borel set of Lebesgue measure 0. This set is defined in Problem 1.7 26, page 46.
6. Prove that the infimum in the definition of Lebesgue outer measure is attained if the set is bounded and open.
7. Prove that the set $\mathbb{Q}$ of all rational numbers is a Borel set of measure 0 .
8. Prove that for any Lebesgue measurable set $A$ of finite measure and for any $\varepsilon>0$ there are an open set $G$ and a closed set $F$ such that $F \subset A \subset G$ and $\mu(G) \leqslant \mu(F)+\varepsilon$.
9. Let $S$ be a subset of $\mathbb{R}$ such that for each $\varepsilon>0$ there is a closed set $F$ contained in $S$ for which $\mu(S \backslash F)<\varepsilon$. Prove that $S$ is Lebesgue measurable.
10. Prove that a set of Lebesgue measure 0 cannot contain a nonmeasurable set, but every set of positive measure does contain a non measurable set.
11. Under what set operations is $2^{\mathbb{R}} \backslash \mathcal{B}$ closed? Here $\mathcal{B}$ is the $\sigma$-algebra of Borel sets.
12. Prove that if $S \subset \mathbb{R}$ and for every $\varepsilon>0$ there is an open set $G$ containing $S$ and satisfying $\mu(G \backslash S)<\varepsilon$, then $S$ is Lebesgue measurable.
13. In Theorem 4, is the result valid when the domain of $\nu$ is a subset of $2^{\mathrm{R}}$ ?

### 8.4 Measurable Functions

In the study of topological spaces, continuous functions play an important rôle. Analogously, in the study of measurable spaces, measurable functions are important. In fact, they are perhaps the principal reason for creating measurable spaces. Our considerations here are general, i.e., not restricted to Lebesgue measure.

Consider an arbitrary measurable space $(X, \mathcal{A})$, as defined in Section 8.1 (page 384). A function $f: X \rightarrow \mathbb{R}^{*}$ is said to be $\mathcal{A}$-measurable (or simply measurable) if $f^{-1}(B) \in \mathcal{A}$ whenever $B$ is a Borel subset of $\mathbb{R}^{*}$.

Theorem 1. Let $(X, \mathcal{A})$ be a measurable space. A function $f$ from $X$ to the extended reals $\mathbb{R}^{*}$ is measurable if it has any one of the following properties:
a. $f^{-1}((a, \infty]) \in \mathcal{A}$ for each $a \in \mathbb{R}^{*}$
b. $f^{-1}([a, \infty]) \in \mathcal{A}$ for each $a \in \mathbb{R}^{*}$
c. $f^{-1}([-\infty, a)) \in \mathcal{A}$ for each $a \in \mathbb{R}^{*}$
d. $f^{-1}([-\infty, a]) \in \mathcal{A}$ for each $a \in \mathbb{R}^{*}$
e. $f^{-1}((a, b)) \in \mathcal{A}$ for all $a$ and $b$ in $\mathbb{R}^{*}$
f. $f^{-1}(O) \in \mathcal{A}$ for each open set $O$ in $\mathbb{R}^{*}$

Proof. We shall prove that each condition implies the one following it, and that $\mathbf{f}$ implies that $f$ is measurable. That $\mathbf{a}$ implies $\mathbf{b}$ follows from the equation $f^{-1}([a, \infty])=\bigcap_{n=1}^{\infty} f^{-1}\left(\left(a-\frac{1}{n}, \infty\right]\right)$ and from the properties of a $\sigma$-algebra. That $\mathbf{b}$ implies $\mathbf{c}$ follows in the same manner from the equation $f^{-1}([-\infty, a))=$ $X \backslash f^{-1}([a, \infty])$. That $\mathbf{c}$ implies $\mathbf{d}$ follows from the equation $f^{-1}([-\infty, a])=$ $\bigcap_{n=1}^{\infty} f^{-1}\left(\left[-\infty, a+\frac{1}{n}\right)\right)$. That $\mathbf{d}$ implies $\mathbf{e}$ follows from writing $f^{-1}((a, b))=$ $\bigcup_{n=1}^{\infty} f^{-1}\left(\left[-\infty, b-\frac{1}{n}\right)\right) \backslash f^{-1}([-\infty, a])$. That $\mathbf{e}$ implies $\mathbf{f}$ is a consequence of the theorem that each open set in $\mathbb{R}^{*}$ is a countable union of intervals of the form $(a, b)$, where $a$ and $b$ are in $\mathbb{R}^{*}$. To complete the proof, assume condition f. Let $\mathcal{S}$ be the family of all sets $S$ contained in $\mathbb{R}^{*}$ such that $f^{-1}(S) \in \mathcal{A}$. It is straightforward to verify that $\mathcal{S}$ is a $\sigma$-algebra. By hypothesis, each open set in $\mathbb{R}^{*}$ belongs to $\mathcal{S}$. Hence $\mathcal{S}$ contains the $\sigma$-algebra of Borel sets. Consequently, $f^{-1}(B) \in \mathcal{A}$ for each Borel set $B$, and $f$ is measurable.

Our next goal is to study, for a given measurable space $(X, \mathcal{A})$, the class of measurable functions. First, we define the characteristic function of a set $A$ to be the function $\boldsymbol{X}_{\boldsymbol{A}}$ given by

$$
\boldsymbol{X}_{A}(x)= \begin{cases}1 & \text { if } x \in A \\ 0 & \text { if } x \notin A\end{cases}
$$

Theorem 2. Let $(X, \mathcal{A})$ be a measurable space. The family of all measurable functions contains the characteristic function of each measurable set and is closed under these operations:
a. $f+g$ (provided that there is no point $x$ where $f(x)$ and $g(x)$ are infinite and of opposite signs).
b. $\lambda f \quad\left(\lambda \in \mathbb{R}^{*}\right)$
c. $f g$
d. $\sup f_{i} \quad(i \in \mathbb{N})$
e. $\inf f_{i} \quad(i \in \mathbb{N})$
f. $\lim \inf f_{i} \quad(i \in \mathbb{N})$
g. $\limsup f_{i} \quad(i \in \mathbb{N})$

Proof. If $A \in \mathcal{A}$, then the characteristic function $X_{A}$ is measurable because $X_{A}^{-1}((a, \infty])=\left\{x: X_{A}(x)>a\right\}$, and this last set is either $X, A$, or $\varnothing$. These three sets are measurable, and Theorem 1 applies.

Now suppose that $f$ and $g$ are measurable functions. Let $r_{1}, r_{2}, \ldots$ be an
enumeration of all the rational numbers. Then

$$
\begin{aligned}
(f+g)^{-1}((a, \infty]) & =\{x: f(x)+g(x)>a\} \\
& =\bigcup_{i=1}^{\infty}\left\{x: f(x)>r_{i} \text { and } g(x)>a-r_{i}\right\} \\
& =\bigcup_{i=1}^{\infty}\left[f^{-1}\left(\left(r_{i}, \infty\right]\right) \cap g^{-1}\left(\left(a-r_{i}, \infty\right]\right)\right]
\end{aligned}
$$

To verify this, notice that $f(x)+g(x)>a$ if and only if $a-g(x)<f(x)$, and this last inequality is true if and only if $a-g(x)<r_{i}<f(x)$ for some $i$. The last term in the displayed equation is a countable union of measurable sets, because $f$ and $g$ are measurable.

If $f$ is measurable, then so is $\lambda f$, because $(\lambda f)^{-1}((a, \infty])$ is either $\varnothing$ (when $\lambda=0$ and $a \geqslant 0)$, or $X$ (when $\lambda=0$ and $a<0)$, or $f^{-1}((a / \lambda, \infty])$ (when $\lambda>0$ ), or $f^{-1}([-\infty, a / \lambda))$ (when $\lambda<0$ ).

If $f$ is measurable, then so is $f^{2}$, because $\left(f^{2}\right)^{-1}((a, \infty])$ is $X$ when $a<0$, and it is $f^{-1}((\sqrt{a}, \infty]) \cup f^{-1}([-\infty,-\sqrt{a}))$ when $a \geqslant 0$. From the identity $f g=\frac{1}{4}(f+g)^{2}-\frac{1}{4}(f-g)^{2}$ it follows that $f g$ is measurable if $f$ and $g$ are measurable.

If $f_{i}$ are measurable and if $g(x)=\sup _{i} f_{i}(x)$, then $g$ is measurable because $g^{-1}((a, \infty])=\bigcup_{i=1}^{\infty} f_{i}^{-1}((a, \infty])$. A similar argument applies to infima, if we use an interval $[-\infty, a)$.

If $f_{i}$ are measurable and $g(x)=\lim \sup f_{i}(x)$, then $g$ is measurable, because $g(x)=\lim _{n \rightarrow \infty} \sup _{i>n} f_{i}(x)=\inf _{n} \sup _{i>n} f_{i}(x)$. A similar argument applies to the limit infimum.

Consider now a measure space $(X, \mathcal{A}, \mu)$. Let $f$ and $g$ be functions on $X$ taking values in $\mathbb{R}^{*}$. If the set $\{x: f(x) \neq g(x)\}$ belongs to $\mathcal{A}$ and has measure 0 , then we say that $f(x)=g(x)$ almost everywhere. This is an equivalence relation if the measure space is complete (Problem 1). More generally, if $P(x)$ is a proposition, for each $x$ in $X$, then we say that $P$ is true almost everywhere if the set $\{x: P(x)$ is false $\}$ is a measurable set of measure 0 . The abbreviation a.e. is used for "almost everywhere." The French use p.p. for "presque partout."

> Theorem 3. Let $(X, \mathcal{A}, \mu)$ be a complete measure space, as defined in Section 8.2, page 387. If $f$ is a measurable function and if $f(x)=g(x)$ almost everywhere, then $g$ is measurable.

Proof. Define $A=\{x: f(x) \neq g(x)\}$. Then $A$ is measurable and $\mu(A)=0$. Also, $X \backslash A$ is measurable. For $a \in \mathbb{R}^{*}$ we write

$$
g^{-1}((a, \infty))=\left\{g^{-1}((a, \infty]) \cap(X \backslash A)\right\} \cup\left\{g^{-1}((a, \infty]) \cap A\right\}
$$

On the right side of this equation we see the union of two sets. The first of these is measurable because it is $f^{-1}((a, \infty)) \backslash A$. The second set is measurable
because it is a subset of a set of measure 0 , and the measure space is complete.
Let $(X, \mathcal{A}, \mu)$ be a measure space, and let $f, f_{1}, f_{2}, \ldots$ be measurable functions. We say that $f_{n} \rightarrow f$ almost uniformly if to each positive $\varepsilon$ there corresponds a measurable set of measure at most $\varepsilon$ on the complement of which $f_{n} \rightarrow f$ uniformly.

Theorem 4 (Egorov's Theorem). Let $(X, \mathcal{A}, \mu)$ be a measure space such that $\mu(X)<\infty$. For a sequence of finite-valued measurable functions $f, f_{1}, f_{2}, \ldots$ these properties are equivalent:
a. $f_{n} \rightarrow f$ almost everywhere
b. $f_{n} \rightarrow f$ almost uniformly

Proof. Assume that $\mathbf{b}$ is true. For each $m$ in $\mathbb{N}$ there is a measurable set $A_{m}$ such that $\mu\left(A_{m}\right)<1 / m$, and on $X \backslash A_{m}, f_{n}(x) \rightarrow f(x)$ uniformly. Define $A=\bigcap_{m=1}^{\infty} A_{m}$. Then $\mu(A)=0$ because $A \subset A_{m}$ for all $m$. Also, $f_{n}(x) \rightarrow f(x)$ on $X \backslash A$ because $f_{n}(x) \rightarrow f(x)$ for $x \in X \backslash A_{m}$ and $X \backslash A=X \backslash \bigcap A_{m}=$ $\bigcup\left(X \backslash A_{m}\right)$. Thus a is true.

Now assume that a is true. Let $g_{n}=f-f_{n}$. By altering $g_{n}$ on a set of measure 0 , we can assume that $g_{n}(x) \rightarrow 0$ everywhere. Next, we define $A_{n}^{m}=\left\{x:\left|g_{i}(x)\right| \leqslant 1 / m\right.$ for $\left.i \geqslant n\right\}$. Thus $A_{1}^{m} \subset A_{2}^{m} \subset \cdots$ For each $x$ there is an index $n$ such that $x \in A_{n}^{m 2}$; in other words, $x \in \bigcup_{n=1}^{\infty} A_{n}^{m 2}$ and $X \subset \bigcup_{n=1}^{\infty} A_{n}^{m 2}$. Since $X$ has finite measure, $\mu\left(X \backslash A_{n}^{m}\right) \rightarrow 0$ as $n \rightarrow \infty$. (See Lemma 2 in Section 8.2, page 387.) Let $\varepsilon>0$. For each $m$, let $n_{m}$ be an integer such that $\mu\left(X \backslash A_{n_{m}}^{m}\right)<\varepsilon / 2^{m}$. Define $A=\bigcap_{m=1}^{\infty} A_{n_{m}}^{m 2}$. Then

$$
\mu(X \backslash A)=\mu\left(X \backslash \bigcap_{m=1}^{\infty} A_{n_{m}}^{m}\right)=\mu\left(\bigcup_{m=1}^{\infty}\left(X \backslash A_{n_{m}}^{m}\right)\right) \leqslant \sum_{m=1}^{\infty} \mu\left(X \backslash A_{m_{n}}^{m}\right)<\varepsilon
$$

On $A, g_{i}(x) \rightarrow 0$ uniformly. Indeed, for $x \in A$ we have (for all $m$ )

$$
i \geqslant n_{m} \Longrightarrow\left|g_{i}(x)\right| \leqslant \frac{1}{m}
$$

Let $(X, \mathcal{A})$ be a measurable space. A simple function is a measurable function $f: X \rightarrow \mathbb{R}^{*}$ whose range is a finite subset of $\mathbb{R}^{*}$. Then $f$ can be written in the form $f=\sum_{i=1}^{n} \lambda_{i} X_{A_{i}}$, where the $\lambda_{i}$ can be taken to be distinct elements of $\mathbb{R}^{*}$, and $A_{i}$ can be the set $\left\{x: f(x)=\lambda_{i}\right\}$. It then turns out that each $A_{i}$ is measurable, that these sets are mutually disjoint, and their union is $X$. (Problem 2)

Theorem 5. Let $(X, \mathcal{A})$ be a measurable space, and $f$ any nonnegative measurable function. Then there exists a sequence of nonnegative simple functions $g_{n}$ such that $g_{n}(x) \uparrow f(x)$ for each $x$. If $f$ is bounded, this sequence can be constructed so that $g_{n} \uparrow f$ uniformly.

Proof. ([HewS], page 159.) Define

$$
\begin{aligned}
A_{i}^{n} & =\left\{x \in X: \frac{i}{2^{n}} \leqslant f(x)<\frac{i+1}{2^{n}}\right\} \quad\left(0 \leqslant i<n 2^{n}\right) \\
B^{n} & =\{x \in X: f(x) \geqslant n\} \\
g_{n} & =\sum_{i} \frac{i}{2^{n}} X_{A_{i}^{n}}+n X_{B^{n}}
\end{aligned}
$$

The sets $A_{i}^{n}$ and $B^{n}$ are measurable, by Theorem 1. Hence $g_{n}$ is a simple function. The definition of $g_{n}$ shows directly that $g_{n} \leqslant f$. In order to verify that $g_{n}(x)$ converges to $f(x)$ for each $x$, consider first the case when $f(x) \neq \infty$. For large $n$ and a suitable $i, x \in A_{i}^{n}$. Then $f(x)-g_{n}(x)<\frac{i+1}{2^{n}}-\frac{i}{2^{n}}=\frac{1}{2^{n}}$. On the other hand, if $f(x)=+\infty$, then $g_{n}(x)=n \rightarrow f(x)$.

For the monotonicity of $g_{n}(x)$ as a function of $n$ for $x$ fixed, first verify (Problem 3) that (for $i<n 2^{n}$ ) $A_{i}^{n}=A_{2 i}^{n+1} \cup A_{2 i+1}^{n+1}$. If $x \in A_{2 i}^{n+1}$, then $g_{n+1}(x)=2 i / 2^{n+1}=i / 2^{n}=g_{n}(x)$. If $x \in A_{2 i+1}^{n+1}$, then $g_{n+1}(x)=$ $(2 i+1) / 2^{n+1} \geqslant 2 i / 2^{n+1}=g_{n}(x)$. If $x \in B^{n}$, then $f(x) \geqslant n$, and therefore $x \in \bigcup_{i \geqslant n 2^{n+1}} A_{i}^{n+1} \cup B^{n+1}$. It follows that $g_{n+1}(x) \geqslant n=g_{n}(x)$.

Finally, if $f$ is bounded by $m$, then for $n \geqslant m$ we have $0 \leqslant f(x)-g_{n}(x) \leqslant$ $2^{-n}$. In this case the convergence is uniform.

## Problems 8.4

1. Prove that the relation of two functions being equal almost everywhere is an equivalence relation if the underlying measure space is complete.
2. Prove the assertions about the sets $A_{i}$ that were mentioned in the definition of a simple function.
3. In the proof of Theorem 5 , verify that $A_{i}^{(n)}=A_{2 i}^{(n+1)} \cup A_{2 i+1}^{(n+1)}$.
4. Let $(X, \mathcal{A})$ be a measurable space, and let $r_{1}, r_{2}, \ldots$ be an enumeration of the rational numbers. Prove that a function $f: X \rightarrow \mathbb{R}^{*}$ is measurable if and only if all the sets $f^{-1}\left(\left(r_{i}, \infty\right]\right)$ are measurable.
5. Prove that every Borel set in $\mathbb{R}^{*}$ is one of the four types $B, B \cup\{\infty\}, B \cup\{-\infty\}$, $B \cup\{+\infty,-\infty\}$, where $B$ is a Borel set in $\mathbb{R}$.
6. Prove that in order for $f$ to be measurable it is necessary and sufficient that $f^{-1}(O)$ be measurable for all open sets $O$ in $\mathbb{R}$ and that $f^{-1}(\{\infty\})$ and $f^{-1}(\{-\infty\})$ be measurable.
7. Prove that if $f$ and $g$ are measurable functions, then the sets $\{x: f(x)=g(x)\},\{x$ : $f(x) \geqslant g(x)\}$, and $\{x: f(x)>g(x)\}$ are measurable.
8. Prove that if $f$ and $g$ are measurable functions and if $(f+g)(x)$ is assigned some constant value on the set where $f(x)$ and $g(x)$ are infinite and of opposite sign, then $f+g$ is measurable.
9. Let $(\mathbb{R}, \mathcal{A})$ be the measurable space in which $\mathcal{A}$ is the family of all Lebesgue measurable sets. Give an example of a nonmeasurable function in this setting.
10. Let $F$ be the $\sigma$-algebra of Borel sets in $\mathbb{R}$. Let $\mathcal{A}$ be the $\sigma$-algebra of Lebesgue measurable sets. Prove that $\mathcal{B}$ is a proper subset of $\mathcal{A}$.
11. Let $(X, \mathcal{A}, \mu)$ be a measure space for which $\mu(X)<\infty$. Prove that if $f$ is a measurable function that is finite-valued almost everywhere, then for each $\varepsilon>0$ there is an $M$ such that $\mu(\{x:|f(x)|>M\})<\varepsilon$.
12. Let $(X, \mathcal{A})$ be a measurable space and $f$ a measurable function. What can you say about the following set?

$$
\left\{S: S \subset \mathbb{R} \text { and } f^{-1}(S) \in \mathcal{A}\right\}
$$

13. Prove that the composition $f \circ g$ of two Borel measurable functions on $\mathbb{R}$ is Borel measurable.
14. Let $(X, A, \mu)$ be a measure space and $f$ a measurable function. For each Borel set $B$ in $\mathbb{R}^{*}$ define $\nu(B)=\mu\left(f^{-1}(B)\right)$. Show that $\nu$ is a Borel measure, i.e., a measure on $\mathcal{B}$, the $\sigma$-algebra of Borel sets.
15. If $|f|$ is measurable, does it follow that $f$ is measurable?
16. Show that the composition of two Lebesgue measurable functions need not be Lebesgue measurable.
17. Prove that if $f$ is a real-valued Lebesgue measurable function, then there is a Borel measurable function equal to $f$ almost everywhere.
18. Let $X=N, \mathcal{A}=2^{X}$, and let $\mu$ be counting measure, as defined in Example 3 in Section 8.1, page 382. Let $f_{n}$ be the characteristic function of the set $\{1,2, \ldots, n\}$. Prove that the sequence $\left[f_{n}\right]$ has property (a) but not property (b) in Egorov's Theorem. Resolve the apparent contradiction.
19. Refer to Problem 7 in Section 8.2, page 390, for the definition of the symmetric difference of two sets. Prove that $\left|X_{A}-X_{B}\right|=X_{A \Delta_{B}}$.
20. Prove that a monotone function $\boldsymbol{f}: \mathbb{R} \rightarrow \mathbb{R}$ is Borel measurable.
21. Prove that the set of points where a sequence of measurable functions converges is a measurable set.

### 8.5 The Integral for Nonnegative Functions

With any measure space $(X, \mathcal{A}, \mu)$ there is associated (in a certain standard way) an integral. It will be a linear functional on the space of all measurable functions from $X$ into $\mathbb{R}^{*}$. The motivation for an appropriate definition arises from our wish that the integral of the characteristic function of a measurable set should be the measure of the set:

$$
\begin{equation*}
\int \boldsymbol{X}_{A}=\mu(A) \quad(A \in \mathcal{A}) \tag{1}
\end{equation*}
$$

The requirement that the integral act linearly leads to the definition of the integral of a simple function $f$ :

$$
\begin{equation*}
\int f=\int \sum_{i=1}^{n} \alpha_{i} x_{A_{i}}=\sum_{i=1}^{n} \alpha_{i} \mu\left(A_{i}\right) \tag{2}
\end{equation*}
$$

In Equation (2) we assume that the sets $A_{i}, \ldots, A_{n}$ are mutually disjoint and that the $\alpha_{i}$ are distinct. Such a representation $f=\sum \alpha_{i} X_{A_{i}}$ is called canonical.

Lemma 1. Let $f=\sum_{i=1}^{n} \alpha_{i} X_{A_{i}}$, where we assume only that the sets $A_{i}$ are mutually disjoint measurable sets. Then $\int f=$ $\sum_{i=1}^{n} \alpha_{i} \mu\left(A_{i}\right)$.

Proof. The function $f$ is simple, and its range contains at most $n$ elements. Let $\left\{\beta_{1}, \ldots, \beta_{k}\right\}$ be the range of $f$, and let $B_{i}=f^{-1}\left(\left\{\beta_{i}\right\}\right)$. Then $f=\sum_{i=1}^{k} \beta_{i} X_{B_{i}}$,
and this representation is canonical; i.e., it conforms to the requirements of Equation (2). Putting $J_{i}=\left\{j: \alpha_{j}=\beta_{i}\right\}$, we have

$$
\begin{aligned}
\int f & =\sum_{i=1}^{k} \beta_{i} \mu\left(B_{i}\right)=\sum_{i=1}^{k} \beta_{i} \mu\left(\bigcup_{j \in J_{i}} \cdot A_{j}\right)=\sum_{i=1}^{k} \sum_{j \in J_{i}} \beta_{i} \mu\left(A_{j}\right) \\
& =\sum_{i=1}^{k} \sum_{j \in J_{i}} \alpha_{j} \mu\left(A_{j}\right)=\sum_{j=1}^{n} \alpha_{j} \mu\left(A_{j}\right)
\end{aligned}
$$

Lemma 2. If $g$ and $f$ are simple functions such that $g \leqslant f$, then $\int g \leqslant \int f$.

Proof. Start with canonical representations, as described following Equation (2):

$$
g=\sum_{i=1}^{n} \alpha_{i} x_{A_{i}} \quad f=\sum_{j=1}^{k} \beta_{j} x_{B_{j}}
$$

Then we have (non-canonical) representations conforming to Lemma 1:

$$
g=\sum_{i=1}^{n} \sum_{j=1}^{k} \alpha_{i} x_{A_{i} \cap B_{j}} \quad f=\sum_{j=1}^{k} \sum_{i=1}^{n} \beta_{j} x_{A_{i} \cap B_{j}}
$$

Since $g \leqslant f$, we have $\alpha_{i} \leqslant \beta_{j}$ whenever $A_{i} \cap B_{j} \neq \varnothing$. By Lemma 1

$$
\int g=\sum_{i=1}^{n} \sum_{j=1}^{k} \alpha_{i} \mu\left(A_{i} \cap B_{j}\right) \quad \int f=\sum_{j=1}^{k} \sum_{i=1}^{n} \beta_{j} \mu\left(A_{j} \cap B_{j}\right)
$$

Hence

$$
\int f-\int g=\sum_{i=1}^{n} \sum_{j=1}^{k}\left(\beta_{j}-\alpha_{i}\right) \mu\left(A_{i} \cap B_{j}\right) \geqslant 0
$$

The next step in the process involves the approximation of nonnegative measurable functions by simple functions, as addressed in Theorem 5 of Section 8.4, page 397. Suppose, then, that $g_{1}, g_{2}, \ldots$ are nonnegative simple functions such that $g_{n} \uparrow f$. Then we want the integral of $f$ to be the limit of $\int g_{n}$. For technical reasons this is best accomplished by defining

$$
\begin{equation*}
\int f=\sup \left\{\int g: g \text { simple and } g \leqslant f\right\} \tag{3}
\end{equation*}
$$

In this equation we continue to assume $f \geqslant 0$.
At this juncture we have two definitions for the integral of a nonnegative simple function, namely, Equations (2) and (3). Let us verify that these definitions are not in conflict with each other.

Lemma 3. If $f$ is a nonnegative simple function, then its integral as given in Equation (2) equals its integral as given in Equation (3).

Proof. Since $f$ itself is simple, the expression on the right of Equation (3) is at least $\int f$. On the other hand, if $g$ is simple and if $g \leqslant f$, then by Lemma 2, $\int g \leqslant \int f$. By taking a supremum, we see that the right side of Equation (3) is at most $\int f$.

Lemma 4. If $f$ and $g$ are nonnegative simple functions, then $\int(f+g)=\int f+\int g$.

Proof. Proceed exactly as in the proof of Lemma 2. Then

$$
g+f=\sum_{i=1}^{n} \sum_{j=1}^{k}\left(\alpha_{i}+\beta_{j}\right) X_{A_{i} \cap B_{j}}
$$

By the disjoint nature of the family $\left\{A_{i} \cap B_{j}\right\}$ we have

$$
\int(g+f)=\sum_{i=1}^{n} \sum_{j=1}^{k}\left(\alpha_{i}+\beta_{j}\right) \mu\left(A_{i} \cap B_{j}\right)
$$

This is the same as $\int g+\int f$, as we see from an equation in the proof of Lemma 2.

Lemma 5. For two measurable functions $f$ and $g$, the condition $0 \leqslant f \leqslant g$ implies $0 \leqslant \int f \leqslant \int g$.

Proof. Since 0 is a simple function, the definition of $\int f$ in Equation (3) gives $\int f \geqslant \int 0=0$. If $h$ is a simple function such that $h \leqslant f$, then $h \leqslant g$ and $\int h \leqslant \int g$ by the definition of $\int g$. In this last inequality, take the supremum in $h$ to get $\int f \leqslant \int g$.

We now arrive at the first of the celebrated convergence theorems for the integral. It is these theorems that distinguish the integral defined here from other integrals, such as the Riemann integral.

Theorem 1. Monotone Convergence Theorem. If $\left[f_{n}\right]$ is a sequence of measurable functions such that $0 \leqslant f_{n} \uparrow f$, then $0 \leqslant \int f_{n} \uparrow \int f$.

Proof. (Rudin) Since $0 \leqslant f_{n} \leqslant f_{n+1} \leqslant f$, we have $0 \leqslant \int f_{n} \leqslant \int f_{n+1} \leqslant \int f$ by Lemma 5. Hence $\lim \int f_{n}$ exists and is no greater than $\int f$. For the reverse inequality, let $0<\theta<1$ and let $g$ be a simple function satisfying $0 \leqslant g \leqslant f$. Put $A_{n}=\left\{x: f_{n}(x) \geqslant \theta g(x)\right\}$. If $f(x)=0$, then $g(x)=f_{n}(x)=0$, and $x \in A_{n}$ for all $n$. If $f(x)>0$, then eventually $f_{n}(x) \geqslant \theta g(x)$. Hence $x \in \bigcup_{n=1}^{\infty} A_{n}$ and $X=\bigcup_{n=1}^{\infty} A_{n}$. Also, we have $A_{n} \subset A_{n+1}$ for all $n$. By Lemma 2 in Section 8.2, page 387 , we have, for any measurable set $E$,

$$
\begin{equation*}
\mu\left(A_{n} \cap E\right) \uparrow \mu(E) \tag{4}
\end{equation*}
$$

From this it is easy to prove that $\int g X_{A_{n}} \uparrow \int g$. Indeed, we write $g=$ $\sum_{i=1}^{m} \lambda_{i} X_{E_{i}}$ ( $E_{i}$ being mutually disjoint) and observe that

$$
\int g x_{A_{n}}=\int \sum_{i=1}^{m} \lambda_{i} x_{A_{n}} x_{E_{i}}=\int \sum_{i=1}^{m} \lambda_{i} x_{A_{n} \cap E_{i}}=\sum_{i=1}^{m} \lambda_{i} \mu\left(A_{n} \cap E_{i}\right)
$$

As $n \uparrow \infty$, we have $\mu\left(A_{n} \cap E_{i}\right) \uparrow \mu\left(E_{i}\right)$ by Equation (4). Since the coefficients $\lambda_{i}$ are nonnegative, $\int g X_{n} \uparrow \sum_{i=1}^{m} \lambda_{i} \mu\left(E_{i}\right)=\int g$. We have proved that

$$
\theta \int g=\lim _{n} \int \theta g X_{A_{n}} \leqslant \lim _{n} \int f_{n}
$$

Since this is true for any $\theta$ in $(0,1)$, one concludes that $\int g \leqslant \lim _{n} \int f_{n}$. In this inequality take a supremum over all simple $g$ for which $0 \leqslant g \leqslant f$, arriving at $\int f \leqslant \lim _{n} \int f_{n}$.

Theorem 2. For nonnegative measurable functions $f$ and $g$ we have $\int(f+g)=\int f+\int g$.

Proof. By Theorem 5 in Section 8.4, page 397, there exist nonnegative simple functions $f_{n} \uparrow f$ and $g_{n} \uparrow g$. Then $f_{n}+g_{n} \uparrow f+g$. By Theorem 1 (the Monotone Convergence Theorem) and Lemma 4 above, we have

$$
\int(f+g)=\lim _{n} \int\left(f_{n}+g_{n}\right)=\lim \left[\int f_{n}+\int g_{n}\right]=\int f+\int g
$$

Theorem 3. Let $f$ be nonnegative and measurable. The conditions $\int f=0$ and $f(x)=0$ almost everywhere are equivalent.

Proof. Let $A=\{x: f(x)>0\}$ and $B=X \backslash A$. If $f(x)=0$ almost everywhere, then $\mu(A)=0$. Hence

$$
\begin{aligned}
\int f & =\int\left(f X_{A}+f X_{B}\right)=\int f X_{A}+\int f X_{B} \\
& \leqslant \int \infty X_{A}+\int 0 X_{B}=\infty \mu(A)+0 \mu(B)=0
\end{aligned}
$$

For the other implication, assume $\int f=0$. Define $A_{n}=\left\{x: f(x)>\frac{1}{n}\right\}$. Then $A=\bigcup_{n=1}^{\infty} A_{n}$. Since $\frac{1}{n} X_{A_{n}}$ is a simple function bounded above by $f$ we have

$$
0=\int f \geqslant \int \frac{1}{n} X_{A_{n}}=\frac{1}{n} \mu\left(A_{n}\right)
$$

Thus $\mu\left(A_{n}\right)=0$ for all $n$ and $\mu(A)=0$ by Lemma l in Section 8.2, page 386.

Theorem 4. Fatou's Lemma. For a sequence of nonnegative measurable functions, $\int\left(\liminf f_{n}\right) \leqslant \lim \inf \int f_{n}$.

Proof. Recall that the limit infimum of a sequence of real numbers $\left[x_{n}\right]$ is defined to be $\lim _{n \rightarrow \infty} \inf _{i \geqslant n} x_{i}$. The limit infimum of a sequence of real-valued functions is defined pointwise: $\left(\lim \inf f_{n}\right)(x)=\lim \inf f_{n}(x)=\lim g_{n}(x)$, where $g_{n}(x)=\inf _{i \geqslant n} f_{i}(x)$. Observe that $g_{n-1}(x) \leqslant g_{n}(x) \leqslant f_{n}(x)$ and that $g_{n} \uparrow$ lim inf $f_{n}$. Hence by Theorem 1 (The Monotone Convergence Theorem)

$$
\int\left(\liminf f_{n}\right)=\int \lim g_{n}=\lim \int g_{n}=\liminf \int g_{n} \leqslant \liminf \int f_{n}
$$

Theorem 5. If $f$ and $g$ are nonnegative measurable functions that are equal almost everywhere, then $\int f=\int g$.

Proof. Let $A=\{x: f(x)=g(x)\}$ and $B=X \backslash A$. Then

$$
0 \leqslant \int f x_{B} \leqslant \int \infty x_{B}=\infty \mu(B)=\infty 0=0
$$

Similarly, $\int g \boldsymbol{X}_{B}=0$. Hence

$$
\int f=\int\left(f X_{X}+f X_{B}\right)=\int f X_{A}=\int g X_{A}=\int\left(g X_{A}+g X_{B}\right)=\int g
$$

Theorem 5 states that $\int f$ is not affected if $f$ is altered on a set of measure 0 , while retaining measurability.

## Problems 8.5

1. Give an example in which strict inequality occurs in Fatou's Lemma (Theorem 4).
2. Show that a monotone convergence theorem for decreasing sequences is not true. For example, consider $f_{n}$ as the characteristic function of the interval $[n, \infty)$.
3. Prove that if $f$ is nonnegative and Lebesgue integrable on $\mathbb{R}$ and if $F(x)=\int_{-\infty}^{x} f$, then $F$ is continuous.
4. Define $f_{n}(x)$ to be $n$ if $|x| \leqslant 1 / n$ and to be 0 otherwise. What are $\int \lim f_{n}$ and $\lim \int f_{n}$ ?
5. Prove or disprove: If $(X, \mathcal{A}, \mu)$ is a measure space and if $A$ and $B$ are measurable sets, then $\int\left|\mathcal{X}_{A}-\mathcal{X}_{B}\right|=\mu(A \Delta B)$. Recall that $A \Delta B=(A \backslash B) \cup(B \backslash A)$.
6. Let $f$ be Lebesgue measurable on $[0,1]$, and define $\varphi(t)=\mu\left(f^{-1}((-\infty, t))\right)$. Find the salient properties of $\varphi$. For example, is it continuous from the right or left? Is it monotone? Is it measurable? Is it invertible? What are $\lim _{t \rightarrow \infty} \varphi(t)$ and $\lim _{t \rightarrow-\infty} \varphi(t)$ ?
7. (Continuation). Define $f^{*}(x)=\sup \{t: \varphi(t) \leqslant x\}$. Prove that $\varphi(t) \leqslant x$ if and only if $t \leqslant f^{*}(x)$. Prove that the sets $\{x: f(x)<t\}$ and $\left\{x: f^{*}(x)<t\right\}$ have equal measure. Hence, $f^{*}$ is called an equimeasurable nondecreasing rearrangement of $f$. Prove that the sets $\{x: f(x) \geqslant t\}$ and $\left\{x: f^{*}(x) \geqslant t\right\}$ have the same measure. Prove that the sets $\{x: f(x)>t\}$ and $\left\{x: f^{*}(x)>t\right\}$ have the same measure. Prove that $f^{*}(\varphi(x)) \geqslant x \geqslant \varphi\left(f^{*}(x)\right)$.
8. Give an example to show that the nonnegativity hypothesis cannot be dropped from Fatou's Lemma (Theorem 4).
9. Let $f_{n}$ be nonnegative measurable functions (on any measure space). Prove that if $f_{n} \rightarrow f$ and $f \geqslant f_{n}$ for all $n$, then $\int f_{n} \rightarrow \int f$.
10. Prove, for any sequence in $\mathbb{R}$, that $\liminf \left(-x_{n}\right)=-\lim \sup x_{n}$.
11. Let $X=[0,1]$. Is there a Borel measure $\mu$ on $X$ that assigns the same positive measure to each open interval $(0,1 / n), n=1,2,3, \ldots$ ?
12. If $f$ is a bounded function, then there is a sequence of simple functions converging uniformly to $f$. (The domain of $f$ can be any set, and no measurability assumptions are needed.)
13. Let $f_{n}$ be measurable functions such that $f_{n} \geqslant 0$ a.e. ("almost everywhere") and $f_{n} \uparrow f$ a.e. Prove that $\int f_{n} \uparrow \int f$.
14. Let $f_{n}$ be nonnegative and measurable. Prove that $\int \sum_{n=1}^{\infty} f_{n}=\sum_{n=1}^{\infty} \int f_{n}$.
15. Let $f$ be nonnegative and measurable. Prove that $\int f=\int_{A} f$, where $A=\{x: f(x)>0\}$.
16. Let $f_{n}$ be measurable functions such that $f_{n} \geqslant f_{n+1} \geqslant 0$ for all $n$ and $\int f_{n} \downarrow 0$. Prove that $f_{n} \downarrow 0$ a.e.
17. Let $f$ be the characteristic function of the set of irrational points in $[0,1)$. Is $f$ measurable? What are the Riemann and the Lebesgue integrals of $f$ ?
18. Prove that if $\left\{A_{n}\right\}$ is a disjoint sequence of measurable sets and if $X=\bigcup_{n=1}^{\infty} A_{n}$, then $\int f=\sum_{n=1}^{\infty} \int_{A_{n}} f$.
19. Prove that if $f_{n}$ are nonnegative measurable functions for which $\sum_{n=1}^{\infty} \int f_{n} \leqslant 0$, then $f_{n} \rightarrow 0$ a.e.
20. Give an example of a sequence of Riemann integrable functions such that the inequalities $0 \leqslant f_{n} \leqslant f_{n+1} \leqslant 1$ hold, yet $\lim f_{n}$ is not Riemann integrable.
21. Give an example of a sequence of simple functions $f_{n}$ converging pointwise to a simple function $f$, and yet $\int\left|f_{n}-f\right| \nrightarrow 0$.
22. Find a sequence of simple functions $f_{n}$ converging uniformly to 0 , yet $\int\left|f_{n}\right| \nrightarrow 0$.

### 8.6 The Integral, Continued

In the preceding section, the integral for nonnegative functions was developed in the general setting of an arbitrary measure space $(X, \mathcal{A}, \mu)$. Next on the agenda is the extension of the integral to "arbitrary" functions.

Definition. Let $(X, \mathcal{A}, \mu)$ be a measure space, and let $f: X \rightarrow \mathbb{R}^{*}$. We define

$$
\int f=\int f^{+}-\int f^{-}
$$

where $f^{+}=\max (f, 0)$ and $f^{-}=\max (-f, 0)$. Note that $\int f$ remains undefined if $\int f^{+}=\int f^{-}=\infty$.

The lattice operators max and min are defined for functions in a pointwise manner. Thus, $f^{+}(x)=\max (f(x), 0)$. Notice that $f=f^{+}-f^{-}$, that $f^{+} \geqslant 0$, that $f^{-} \geqslant 0$, and that $|f|=f^{+}+f^{-}$.

The general definition just given for the integral is in harmony with the previous definition, Equation (3), Section 8.5, page 400, in the cases where both definitions are applicable. Indeed, if $f \geqslant 0$, then $f^{+}=f$ and $f^{-}=0$.

Definition. A function $f: X \rightarrow \mathbb{R}^{+}$is said to be integrable if it is measurable and if $\int|f|<\infty$. The set of all integrable functions on the given measure space is denoted by $L^{1}(X, \mathcal{A}, \mu)$, or simply by $L^{1}$ if there can be no ambiguity about the underlying measure space.

Lemma 1. A function $f$ is integrable if and only if its positive and negative parts, $f^{+}$and $f^{-}$, are integrable.

Proof. Assume that $f$ is integrable. Then it is measurable, and the measurability of $f^{+}$follows from the fact that $\left\{x: f^{+}(x) \geqslant a\right\}$ is $X$ when $a \leqslant 0$ and is $\{x: f(x) \geqslant a\}$ when $a>0$. The finiteness of the integral of $\left|f^{+}\right|$is immediate from the inequality $\left|f^{+}(x)\right| \leqslant|f(x)|$. The remainder of the proof involves similar elementary ideas.

Theorem 1. The set $L^{1}(X, \mathcal{A}, \mu)$ is a linear space, and the integral is a linear functional on it.

Proof. Let $f$ and $g$ be members of $L^{1}$. To show that $f+g \in L^{1}$, write $h=f+g$, and

$$
h^{+}-h^{-}=h=f^{+}-f^{-}+g^{+}-g^{-}
$$

From this it follows that

$$
h^{+}+f^{-}+g^{-}=h^{-}+f^{+}+g^{+}
$$

Since these are all nonnegative functions, Theorem 2 of Section 8.5, page 402, is applicable, and

$$
\int h^{+}+\int f^{-}+\int g^{-}=\int h^{-}+\int f^{+}+\int g^{+}
$$

Therefore, by Lemma 1,
$\int(f+g)=\int h=\int h^{+}-\int h^{-}=\int f^{+}-\int f^{-}+\int g^{+}-\int g^{-}=\int f+\int g$
With this equation now established, we use Lemma 5 in Section 8.5 (page 401) to write

$$
\int|f+g| \leqslant \int(|f|+|g|)=\int|f|+\int|g|<\infty
$$

For scalar multiplication, observe first that if $\lambda \geqslant 0$ and $f \geqslant 0$, then the definition of the integral in Equation (3) of Section 8.5 (page 400) gives $\int \lambda f=$ $\lambda \int f$. If $f \geqslant 0$ and $\lambda<0$, then

$$
\int \lambda f=\int(\lambda f)^{+}-\int(\lambda f)^{-}=-\int(\lambda f)^{-}=-\int\left(-\lambda f^{+}\right)=\lambda \int f^{+}=\lambda \int f
$$

In the general case, we use what has already been proved:

$$
\begin{aligned}
\int \lambda f & =\int\left[\lambda f^{+}+(-\lambda) f^{-}\right]=\int \lambda f^{+}+\int-\lambda f^{-}=\lambda \int f^{+}-\lambda \int f^{-} \\
& =\lambda\left[\int f^{+}-\int f^{-}\right]=\lambda \int f
\end{aligned}
$$

The finiteness of the integral is now trivial:

$$
\int|\lambda f|=\int|\lambda||f|=|\lambda| \int|f|<\infty
$$

The second of the celebrated convergence theorems in the theory can now be given.

Theorem 2. Dominated Convergence Theorem. Let $g, f_{1}, f_{2}, \ldots$ be functions in $L^{1}(X, \mathcal{A}, \mu)$ such that $\left|f_{n}\right| \leqslant g$. If the sequence $\left[f_{n}\right]$ converges pointwise to a function $f$, then $f \in L^{1}$ and $\int f_{n} \rightarrow \int f$.

Proof. The functions $f_{n}+g$ are nonnegative. By Fatou's Lemma (Theorem 4 in Section 8.5, page 403) and by the preceding theorem,

$$
\begin{aligned}
\int g+\int f & =\int(g+f)=\int \liminf \left(g+f_{n}\right) \leqslant \liminf \int\left(g+f_{n}\right) \\
& =\liminf \left[\int g+\int f_{n}\right]=\int g+\liminf \int f_{n}
\end{aligned}
$$

Since $\int g<\infty$, we conclude that $\int f \leqslant \liminf \int f_{n}$. Since $-f$ and $-f_{n}$ satisfy the hypotheses of our theorem, the same conclusion can be drawn for them: $\int-f \leqslant \lim \inf \int-f_{n}$. This is equivalent to $-\int f \leqslant-\limsup \int f_{n}$ and to $\int f \geqslant$ $\lim \sup \int f_{n}$. Putting this all together produces

$$
\liminf \int f_{n} \leqslant \limsup \int f_{n} \leqslant \int f \leqslant \liminf \int f_{n}
$$

A step function is a function on $\mathbb{R}$ that is a simple function $\sum_{i=1}^{n} c_{i} X_{A_{i}}$ in which the sets $A_{i}$ are intervals, mutually disjoint.

Theorem 3. Let $f$ be Lebesgue integrable on the real line. For any positive $\varepsilon$ there exist a simple function $g$, a step function $h$ and a continuous function $k$ having compact support such that

$$
\int|f-g|<\varepsilon \quad \int|f-h|<\varepsilon \quad \int|f-k|<\varepsilon
$$

Proof. By Lemma 1, $f^{+}$and $f^{-}$are integrable. By the definition of the integral, Equation (3) in Section 8.5, page 400, there exist simple functions $g_{1}$
and $g_{2}$ such that $g_{1} \leqslant f^{+}, g_{2} \leqslant f^{-}, \int f^{+}<\int g_{1}+\varepsilon$, and $\int f^{-}<\int g_{2}+\varepsilon$. Then $g_{1}-g_{2}$ is a simple function such that
$\int\left|f-g_{1}+g_{2}\right| \leqslant \int\left|f^{+}-g_{1}\right|+\int\left|f^{-}-g_{2}\right|=\int\left(f^{+}-g_{1}\right)+\int\left(f^{-}-g_{2}\right)<2 \varepsilon$
In order to establish the second part of the theorem, it now suffices to prove it in the special case that $f$ is an integrable simple function. It is therefore a linear combination of characteristic functions of measurable sets of finite measure. It then suffices to prove this part of the theorem when $f=X_{A}$ for some measurable set $A$ having finite measure. By the definition of Lebesgue measure, there is a countable family of open intervals $\left\{I_{n}\right\}$ that cover $A$ and satisfy $\mu(A) \leqslant \sum_{n=1}^{\infty} \mu\left(I_{n}\right)<\mu(A)+\varepsilon$. There is no loss of generality in assuming that the family $\left\{I_{n}\right\}$ is disjoint, because if two of these intervals have a point in common, their union is a single open interval. Since the series $\sum \mu\left(I_{n}\right)$ converges, there is an index $m$ such that $\sum_{n=m+1}^{\infty} \mu\left(I_{n}\right)<\varepsilon$. Put $B=\bigcup_{n=1}^{m} I_{n}$, $E=\bigcup_{n=m+1}^{\infty} I_{n}, h=X_{B}$, and $\varphi=X_{E}$. Then $h$ is a step function. Since $A \subset B \cup E$, we have $f \leqslant h+\varphi$. Then

$$
|h-f| \leqslant|h+\varphi-f|+|\varphi|=(h+\varphi-f)-\varphi
$$

Consequently,

$$
\begin{aligned}
\int|h-f| & \leqslant \int(h+\varphi-f)+\int \varphi \\
& =\mu(B)+\mu(E)-\mu(A)+\mu(E) \leqslant 2 \varepsilon
\end{aligned}
$$

For the third part of the proof it suffices to consider an $f$ that is an integrable step function. For this, in turn, it is enough to prove that the characteristic function of a single compact interval can be approximated in $L^{1}$ by a continuous function that vanishes outside that interval. This can certainly be done with a piecewise linear function.

The linear space $L^{1}(X, \mathcal{A}, \mu)$ becomes a pseudo-normed space upon introducing the definition $\|f\|=\int|f|$. Since a function that is equal to 0 almost everywhere will satisfy $\|f\|=0$, we will not have a true norm unless we interpret each $f$ in $L^{1}$ as an equivalence class consisting of all functions equal to $f$ almost everywhere. This manner of proceeding is eventually the same as introducing the null space of the norm, $N=\left\{g \in L^{1}:\|g\|=0\right\}$, and considering the quotient space $L^{1} / N$. The elements of this space are cosets $f+N$, and the norm of a coset is defined to be $\|f+N\|=\inf \{\|f+g\|: g \in N\}$. This is the same as $\|f\|$.

A consequence of these considerations is that for $f$ in $L^{1}$, the expression $f(x)$ is meaningless. After all, $f$ stands for a class of functions that can differ from each other on sets of measure 0 . The single point $x$ is a set of measure zero, and we can change the value of $f$ at $x$ without changing $f$ as a member of $L^{1}$. The conventional notation $\int f(x) d x$ should always be interpreted as $\int f$. Remember that the integral of $f$ is not affected by changing the values
of $f$ on any set of measure 0 , such as the set of all rational points on the line!

## Problems 8.6

1. Define the lattice operations $\vee$ and $\wedge$ by writing

$$
(f \vee g)(x)=\max (f(x), g(x)) \quad(f \wedge g)(x)=\min (f(x), g(x))
$$

Prove that the set of measurable functions on a given measurable space is closed under these lattice operations. Prove the same assertion for $L^{1}$.
2. Complete the proof of Lemma 1.
3. Let $X=(0,1)$, let $\mathcal{A}$ be the $\sigma$-algebra of Lebesgue measurable subsets of $(0,1)$, and let $\mu$ be Lebesgue measure on $\mathcal{A}$. Which of these functions are in $L^{1}(X, \mathcal{A}, \mu)$ : (a) $f(x)=x^{-1}$, (b) $g(x)=x^{-1 / 2}$, (c) $h(x)=\exp \left(-x^{-1}\right)$, (d) $k(x)=\log x$ ?
4. If $f=g$ almost everywhere, does it follow that $f^{+}=g^{+}$and $f^{-}=g^{-}$almost everywhere? What can be said of the converse?
5. Prove or disprove: If $\left\{f_{n}\right\}$ is a sequence of measurable functions such that $f_{n} \uparrow f$, then $\int f_{n} \uparrow \int f$.
6. Prove that if $f \in L^{1}(X, A, \mu)$, then $|f| \in L^{1}$ and $\left|\int f\right| \leqslant \int|f|$. Verify that $|f|=f^{+}+f^{-}$, that $f=f^{+}-f^{-}$, that $0 \leqslant f^{+} \leqslant|f|$, and $0 \leqslant f^{-} \leqslant|f|$.
7. Show that from the five hypotheses $f_{n}$ integrable, $h$ integrable, $g$ measurable, $f_{n} \rightarrow f$, $\left|f_{n}\right| \leqslant h$ one cannot draw the conclusion $\int f_{n} g \rightarrow \int f g$. Find an appropriately weak additional hypothesis that makes the inference valid.
8. This problem and the next four involve convergence in measure. If $f, f_{1}, f_{2}, \ldots$ are measurable functions on a measure space $(X, \mathcal{A}, \mu)$ and if $\lim _{n} \mu\left\{x:\left|f_{n}(x)-f(x)\right|>\varepsilon\right\}$ is 0 for each $\varepsilon>0$, then we say that $f_{n} \rightarrow f$ in measure. Prove that if $f_{n} \rightarrow f$ almost uniformly, then $f_{n} \rightarrow f$ in measure. (Almost uniform convergence is defined in Section 8.4, page 397.)
9. Consider the following sequence of intervals: $A_{1}=[0,1], A_{2}=[0,1 / 2], A_{3}=[1 / 2,1]$, $A_{4}=[0,1 / 4], A_{5}=[1 / 4,1 / 2], A_{6}=[1 / 2,3 / 4], A_{7}=\{3 / 4,1], A_{8}=[0,1 / 8], \ldots$ Let $f_{n}$ denote the characteristic function of $A_{n}$. Prove that $f_{n} \rightarrow 0$ in measure but $f_{n}$ does not converge almost everywhere.
10. Using Lebesgue measure, test the sequence $f_{n}=\boldsymbol{X}_{[n-1 . n]}$ for pointwise convergence, convergence almost everywhere, convergence almost uniformly, and convergence in measure.
11. Let $(X, A, \mu)$ be a measure space such that $\mu(X)<\infty$. Let $f, f_{1}, f_{2}, \ldots$ be real-valued measurable functions such that $f_{n} \rightarrow f$ almost everywhere. Prove that $f_{n} \rightarrow f$ in measure.
12. Prove that the Monotone Convergence Theorem (page 401), Fatou's Lemma (page 403), and the Dominated Convergence Theorem (page 406) are valid for sequences of functions converging in measure.
13. Prove that if $A$ is a Lebesgue measurable set of finite measure, then for each $\varepsilon>0$ there is a finite union $B$ of open intervals such that $\mu(A \Delta B)<\varepsilon$.
14. Prove that if $f$ is Lebesgue measurable and finite-valued on a compact interval, then there is a sequence of continuous functions $g_{n}$ defined on the same interval such that $g_{n} \rightarrow f$ almost uniformly.
15. Prove Lusin's Theorem: If $f$ is Lebesgue measurable and finite-valued on $[a, b]$ and if $\varepsilon>0$, then there is a continuous function $g$ defined on $[a, b]$ that has the property $\mu\{x: f(x) \neq g(x)\}<\varepsilon$.

### 8.7 The $L^{P^{P} \text {-Spaces }}$

Throughout this section, a fixed measure space $(X, \mathcal{A}, \mu)$ is the setting. For each $p>0$, the notation $L^{p}(X, \mathcal{A}, \mu)$, or just $L^{p}$, will denote the space of all measurable functions $f$ such that $\int|f|^{p}<\infty$. The case when $p=1$ has been considered in the preceding section. We write

$$
\begin{equation*}
\|f\|_{p}=\left(\int|f|^{p}\right)^{1 / p} \tag{1}
\end{equation*}
$$

although this equation generally does not define a norm (nor even a seminorm if $p<1$ ). The case $p=\infty$ will be included in our discussion by making two special definitions. First, $f \in L^{\infty}$ shall mean that for some $M,|f(x)| \leqslant M$ almost everywhere. Second, we define

$$
\begin{equation*}
\|f\|_{\infty}=\inf \{M:|f(x)| \leqslant M \text { a.e. }\} \tag{2}
\end{equation*}
$$

The functions in $L^{\infty}$ are said to be essentially bounded, and $\|f\|_{\infty}$ is called the essential supremum of $|f|$, written as $\|f\|_{\infty}=\operatorname{ess} \sup |f(x)|$.

When the equation $\frac{1}{p}+\frac{1}{q}=1$ appears, it is understood that $q$ will be $\infty$ when $p=1$, and vice versa.

Theorem 1. Hölder's Inequality. Let $1 \leqslant p \leqslant \infty, \frac{1}{p}+\frac{1}{q}=1$, $f \in L^{p}$, and $g \in L^{q}$. Then $f g \in L^{1}$ and

$$
\begin{equation*}
\int|f g|=\|f g\|_{1} \leqslant\|f\|_{p}\|g\|_{q} \tag{3}
\end{equation*}
$$

Proof. The seminorms involved here are homogeneous: $\|\lambda f\|=|\lambda|\|f\|$. Consequently, it will suffice to establish Equation (3) in the special case when $\|f\|_{p}=$ $\|g\|_{q}=1$. At first, let $p=1$ and $q=\infty$. Since $g \in L^{\infty}$, we have $|g(x)| \leqslant M$ a.e. for some $M$. From this it follows that $\int|f g| \leqslant M \int|f|=M\|f\|_{1}$. By taking the infimum for all $M$, we obtain $\|f g\|_{1} \leqslant\|f\|_{1}\|g\|_{\infty}$.

Suppose now that $p>1$. We prove first that if $a>0, b>0$, and $0 \leqslant t \leqslant 1$, then $a^{t} b^{1-t} \leqslant t a+(1-t) b$. The accompanying Figure 8.1 shows the functions of $t$ on the two sides of this inequality (when $a=2$ and $b=12$ ). It is clear that we should prove convexity of the function $\varphi(t)=a^{t} b^{1-t}$. This requires that we prove $\varphi^{\prime \prime}(t) \geqslant 0$. Since $\log \varphi(t)=t \log a+(1-t) \log b$, we have

$$
\frac{\varphi^{\prime}(t)}{\varphi(t)}=\log a-\log b=c
$$

whence $\varphi^{\prime \prime}(t)=c \varphi^{\prime}(t)=c^{2} \varphi(t) \geqslant 0$.


Figure 8.1
Now let $a=|f(x)|^{p}, b=|g(x)|^{q}, t=1 / p, 1-t=1 / q$. Our inequality yields then $|f(x) g(x)| \leqslant \frac{1}{p}|f(x)|^{p}+\frac{1}{q}|g(x)|^{q}$. By hypothesis, the functions on the right in this inequality belong to $L^{1}$. Hence by integrating we obtain

$$
\|f g\|_{1}=\int|f g| \leqslant \frac{1}{p} \int|f|^{p}+\frac{1}{q} \int|g|^{q}=\frac{1}{p}+\frac{1}{q}=1=\|f\|_{p}\|g\|_{q}
$$

Theorem 2. Minkowski's Inequality Let $1 \leqslant p \leqslant \infty$. If $f$ and $g$ belong to $L^{p}$, then so does $f+g$, and

$$
\|f+g\|_{p} \leqslant\|f\|_{p}+\|g\|_{p}
$$

Proof. The cases $p=1$ and $p=\infty$ are special. For the first of these cases, just write

$$
\int|f+g| \leqslant \int(|f|+|g|)=\int|f|+\int|g|
$$

For $p=\infty$, select constants $M$ and $N$ for which $|f(x)| \leqslant M$ a.e. and $|g(x)| \leqslant N$ a.e. Then $|f(x)+g(x)| \leqslant M+N$ a.e. This proves that $f+g \in L^{\infty}$ and that $\|f+g\|_{\infty} \leqslant M+N$. By taking infima we get $\|f+g\|_{\infty} \leqslant\|f\|_{\infty}+\|g\|_{\infty}$.

Now let $1<p<\infty$. From the observation that $|f+g| \leqslant 2 \max \{|f|,|g|\}$, we have

$$
|f+g|^{p} \leqslant 2^{p} \max \left\{|f|^{p},|g|^{p}\right\} \leqslant 2^{p}\left(|f|^{p}+|g|^{p}\right)
$$

This establishes that $f+g \in L^{p}$. Next, write

$$
|f+g|^{p}=|f+g||f+g|^{p-1} \leqslant|f||f+g|^{p-1}+|g||f+g|^{p-1}
$$

Since $|f+g| \in L^{p}$, we can infer that $|f+g|^{p-1} \in L^{q}$ (where $\frac{1}{p}+\frac{1}{q}=1$ ) because

$$
\int|f+g|^{(p-1) q}=\int|f+g|^{p}<\infty
$$

By the homogeneity of Minkowski's inequality, we may assume that $\|f+g\|_{p}=1$. Observe now that Hölder's Inequality is applicable to the product $|f||f+g|^{p-1}$ and to the product $|g||f+g|^{p-1}$. Consequently,

$$
\begin{aligned}
1=\int|f+g|^{p} & \leqslant \int|f||f+g|^{p-1}+\int\left|g g_{\mathrm{t}}^{!}\right| f+\left.g\right|^{p-1} \\
& \leqslant\|f\|_{p}\left\||f+g|^{p-1}\right\|_{q}+\|g\|_{p}\left\||f+g|^{p-1}\right\|_{q}
\end{aligned}
$$

This is equivalent to

$$
1 \leqslant\left\{\|f\|_{p}+\|g\|_{p}\right\}\|f+g\|_{p}^{p / q}=\|f\|_{p}+\|g\|_{p}
$$

Theorem 3. The Riesz-Fischer Theorem. Each space $L^{p}(X, \mathcal{A}, \mu)$, where $1 \leqslant p \leqslant \infty$, is complete.

Proof. The case $p=\infty$ is special and is addressed first. Let [ $f_{n}$ ] be a Cauchy sequence in $L^{\infty}$. Define

$$
E_{n m}=\left\{x:\left|f_{n}(x)-f_{m}(x)\right|>\left\|f_{n}-f_{m}\right\|_{\infty}\right\}
$$

By Problem 1, these sets all have measure 0. Hence the same is true of their union, $E$. If $x \in X \backslash E$, then $\left|f_{n}(x)-f_{m}(x)\right| \leqslant\left\|f_{n}-f_{m}\right\|_{\infty}$, and thus $\left[f_{n}(x)\right.$ ] is a Cauchy sequence in $\mathbb{R}$ for each $x \in X \backslash E$. This sequence converges to a number that we may denote by $f(x)$. Define $f(x)=0$ for $x \in E$. On $X \backslash E$, $|f(x)|=\lim \left|f_{n}(x)\right| \leqslant \lim \left\|f_{n}\right\|_{\infty}<\infty$. (Use the fact that a Cauchy sequence in a metric space is bounded.) Thus, $f \in L^{\infty}$. To prove that $\left\|f_{n}-f\right\|_{\infty} \rightarrow 0$, let $\varepsilon>0$ and select $N$ so that $\left\|f_{n}-f_{m}\right\|_{\infty}<\varepsilon$ when $n>m>N$. Then $\left|f_{n}(x)-f_{m}(x)\right|<\varepsilon$ on $X \backslash E$, and $\left|f(x)-f_{m}(x)\right| \leqslant \varepsilon$ for $m>N$.

All the cases when $1 \leqslant p<\infty$ can be done together. Let [ $f_{n}$ ] be a Cauchy sequence in $L^{p}$. For each $k=1,2,3, \ldots$ there exists a least index $n_{k}$ such that the following implication is valid:

$$
i, j \geqslant n_{k} \quad \Longrightarrow \quad\left\|f_{i}-f_{j}\right\|_{p}<2^{-k}
$$

It follows that $n_{1} \leqslant n_{2} \leqslant \cdots$ and that $\left\|f_{n_{k+1}}-f_{n_{k}}\right\|_{p}<2^{-k}$. Let $g_{0}=0$ and $g_{k}=f_{n_{k+1}}-f_{n_{k}}$ for $k \geqslant 1$. Then

$$
\sum_{k=0}^{\infty}\left\|g_{k}\right\|_{p}<\sum_{k=1}^{\infty} 2^{-k}=1
$$

Define $h_{n}=\sum_{k=0}^{n}\left|g_{k}\right|$ and $h=\lim h_{n}$. By Minkowski's Inequality (Theorem 2), $\left\|h_{n}\right\|_{p} \leqslant \sum_{k=0}^{n}\left\|g_{k}\right\|_{p}<1$, and thus by Fatou's Lemma (Theorem 4 in Section 8.5, page 403)

$$
\int h^{p}=\int \lim _{n} h_{n}^{p} \leqslant \lim _{n} \int h^{p} \leqslant 1
$$

This proves that $h \in L^{p}$. Consequently, the set $A$ on which $h(x)=\infty$ is of measure 0 . On $X \backslash A$ the two series $\sum_{k=0}^{\infty}\left|g_{k}(x)\right|$ and $\sum_{k=0}^{\infty} g_{k}(x)$ converge. Therefore, we can define $f(x)=\sum_{k=0}^{\infty} g_{k}(x)$ for $x \in X \backslash A$ and let $f(x)=0$ on A. Since

$$
\sum_{k=0}^{i} g_{k}=f_{n_{1}}+\left(f_{n_{2}}-f_{n_{1}}\right)+\left(f_{n_{3}}-f_{n_{2}}\right)+\cdots+\left(f_{n_{i+1}}-f_{n_{i}}\right)=f_{n_{i+1}}
$$

we have $f_{n_{i}}(x) \rightarrow f(x)$ a.e. Since $|f| \leqslant \sum_{k=0}^{\infty}\left|g_{k}\right|=h$, we conclude that $f \in L^{p}$. It remains to be shown that $\left\|f-f_{n}\right\|_{p} \rightarrow 0$. By the definition of $n_{k}$, if $j \geqslant n_{k}$, then

$$
\left\|f-f_{j}\right\|_{p}=\left\|\lim _{i} f_{n_{i}}-f_{j}\right\|_{p}=\lim _{i}\left\|f_{n_{i}}-f_{j}\right\|_{p} \leqslant 2^{-k}
$$

## Problems 8.7

1. Prove that if $f \in L^{x}$, then the set $\left\{x:|f(x)|>\|f\|_{x x}\right\}$ has measure 0 .
2. Let $X$ be any set, and take $\mathcal{A}$ to be $2^{\boldsymbol{X}}$ and $\mu$ to be counting measure. In this setting, the space $L^{p}(X, \mathcal{A}, \mu)$ is of ten denoted by $\ell^{p}(X)$. Prove that for each $f \in \ell^{p}(X)$ the support of $f$ is countable. Here, the support of $f$ is defined to be $\{x \in X: f(x) \neq 0\}$.
3. (Continuation) Prove that if $X$ is a set of $n$ points, then $\operatorname{dim} \ell^{p}(X)$ is $n$.
4. (Continuation) For $n=2$, draw the set $\left\{f \in \ell^{p}(X):\|f\|_{p}=1\right\}$ using $p=1,2,10, \infty$.
5. Let $f_{n} \in L^{x}$ and $f_{n} \geqslant 0$. Prove that sup $\left\|f_{n}\right\|_{x}=\left\|\sup f_{n}\right\|_{x}$.
6. In $L^{p}(X, \mathcal{A}, \mu)$, write $f \equiv g$ if $\|f-g\|_{p}=0$. Prove that $f \equiv g$ if and only if $f=g$ a.e. (Thus the equivalence relation is independent of $p$.) Prove that the equivalence relation is "consistent" with the other structure in $L^{p}$ by establishing that the conditions $f_{1} \equiv f_{2}$ and $g_{1} \equiv g_{2}$ imply that $f_{1}+g_{1} \equiv f_{2}+g_{2}, \lambda f_{1} \equiv \lambda f_{2}$, and $\left\|f_{1}\right\|=\left\|f_{2}\right\|$.
7. The space $\ell^{p}(\mathbb{N})$ of Problem 2 is usually written simply as $\ell^{p}$, and if $f \in \ell^{p}$, we usually write $f_{n}$ instead of $f(n)$. Show that if $f \in \ell^{p}, q \in \ell^{q}, 1 / p+1 / q=1$, then $f g \in \ell^{1}$ and $\sum_{n=1}^{\infty}\left|f_{n} g_{n}\right| \leqslant\left(\sum_{n=1}^{\infty}\left|f_{n}\right|^{p}\right)^{1 / p}\left(\sum_{n=1}^{\infty}\left|g_{n}\right|^{q}\right)^{1 / q}$.
8. Let ( $E,\| \|$ ) be a pseudo-normed linear space. Let $M=\{f \in E:\|f\|=0\}$. Prove that $M$ is a linear subspace of $E$. In the quotient space $E / M$ the elements are cosets $f+M$. Define $\|f+M\|=\inf \{\|f+g\|: g \in M\}$. Show that this defines a norm in $E / M$.
9. Let $f$ and $f_{n}$ belong to $L^{\infty}(X, \mathcal{A}, \mu)$. Show that $\left\|f-f_{n}\right\|_{\infty} \rightarrow 0$ if and only if $f_{n} \rightarrow f$ almost uniformly. (See the definition in Section 8.4, page 397.)
10. Let $(X, \mathcal{A}, \mu)$ be a measure space for which $\mu(X)<\infty$. Show that if $0<\alpha<\beta \leqslant \infty$, then $L^{\beta} \subset L^{\text {a }}$. Show that the hypothesis $\mu(X)<\infty$ cannot be omitted.
11. Prove that if $0<\alpha<\beta \leqslant \infty$, then $\ell^{a} \subset \ell^{\boldsymbol{\beta}}$. (See the definition in Problem 7.)
12. Show that in the proof of the Riesz-Fischer Theorem (Theorem 3), the sequence $\left(f_{n}\right)$ need not converge to $f$ almost everywhere. Consider, for example, the characteristic functions of the intervals $[0,1],\left[0, \frac{1}{2}\right],\left[\frac{1}{2}, 1\right],\left[0, \frac{1}{3}\right],\left\{\frac{1}{3}, \frac{2}{3}\right],\left[\frac{2}{3}, 1\right], \ldots$ Show that $\left\|f_{n}\right\|_{p} \rightarrow 0$ but $f_{n}(x)$ is divergent for each $x$ in $[0,1]$.
13. Let $(X, A, \mu)$ be a measure space for which $\mu(X)<\infty$. Prove that for each $f \in L^{\infty}$, $\lim _{p \rightarrow \infty}\|f\|_{p}=\|f\|_{\infty}$.
14. Prove that for any measure space, if $0<\alpha<\beta \leqslant \infty$, then $L^{\infty} \cap L^{\alpha} \subset L^{\infty} \cap L^{\beta}$.
15. Prove for any measure space: If $0<\alpha<\beta<\gamma<\infty$, then $L^{\alpha} \cap L^{\gamma} \subset L^{\beta} \cap L^{\gamma}$.
16. Let $f(x)=\left\{x \log ^{2}(1 / x)\right]^{-1}$ and prove that $f$ is in $L^{1}\left[0, \frac{1}{2}\right\}$ but. is not in $\bigcup_{p>1} L^{p}\left[0, \frac{1}{2}\right]$.
17. Prove that if $\left[f_{n}\right]$ is a Cauchy sequence in $L^{p}$, then it has a subsequence that converges almost everywhere.
18. Let $f$ and $f_{n}$ belong to $L^{p}$. If $\left\|f_{n}-f\right\|_{p} \rightarrow 0$ and $f_{n} \rightarrow g$ a.e., what relationship exists between $f$ and $g$ ?
19. Let $(X, \mathcal{A}, \mu)$ be a measure space for which $\mu(X)=1$. (Such a space is a probability space.) Prove that if $f$ and $g$ are positive, measurable, and satisfy $f g \geqslant 1$, then the inequality $\int f \cdot \int g \geqslant 1$ holds.
20. Prove that if $f_{n} \in L^{1}(X, \mathcal{A}, \mu)$ and $\sum_{n=1}^{\infty}\left\|f_{n}\right\|_{1}<\infty$, then $f_{n} \rightarrow 0$ a.e.
21. If $0<\int|f|<\infty$, then there is a continuous function $g$ having compact support such that $\int f g \neq 0$.
22. Prove that if $f \in L^{p}(X, \mathcal{A}, \mu)$ for all sufficiently large values of $p$, and if the limit of $\|f\|_{p}$
exists when $p \rightarrow \infty$, then the value of the limit is $\|f\|_{\boldsymbol{x}}$.
23. Show that in general, $L^{\infty}(X, \mathcal{A}, \mu) \neq \bigcap_{p>1} L^{p}(X, \mathcal{A}, \mu)$. Are there cases when equality occurs?
24. If $\mathcal{A}=2^{X}$ and $\mu$ is counting measure on $\mathcal{A}$, what is $L^{\infty}(X, \mathcal{A}, \mu)$ ?
25. Prove that for $f \in L^{1}(X, \mathcal{A}, \mu)$ we have $\left|\int f\right| \leqslant \int|f|$. When does equality occur here?
26. Let $1<p<\infty, 1 / p+1 / q=1$, and $f \in L^{p}$. Prove that $|f|^{p} \in L^{1}$, that $|f|^{p-1} \in L^{q}$, and that for $r \neq 0,|f|^{r} \in L^{p / r}$.

### 8.8 The Radon-Nikodym Theorem

In elementary calculus, the expression $\int_{a}^{x} f(t) d t$ is called an "indefinite integral." It is a function of the two arguments $f$ and $x$, or of $f$ and the set $[a, x]$. Therefore, in general integration theory the analogous concept is an integral $\int_{A} f$ depending on the two arguments $f$ and $A$. Recall that our notation is as follows:

$$
\int_{A} f=\int f X_{A}
$$

where $\boldsymbol{X}_{A}$ is the characteristic function of the set $A$. The set $A$ and the function $f$ should be measurable with respect to the underlying measure space ( $X, \mathcal{A}, \mu$ ).

Now suppose that a second measure $\nu$ is defined on the $\sigma$-algebra $\mathcal{A}$. If $\nu(A)=0$ whenever $\mu(A)=0$, we say that $\nu$ is absolutely continuous with respect to $\mu$, and we write $\nu \ll \mu$.

One easy way to produce such a measure $\nu$ is given in the next theorem.
Theorem 1. If $(X, \mathcal{A}, \mu)$ is a measure space, and if $f$ is a nonnegative measurable function, then the equation

$$
\begin{equation*}
\nu(A)=\int_{A} f d \mu \quad(A \in \mathcal{A}) \tag{1}
\end{equation*}
$$

defines a measure $\boldsymbol{\nu}$ that is absolutely continuous with respect to $\mu$.
Proof. The postulates for a measure are quickly verified.
(a) $\boldsymbol{\nu}(\varnothing)=\int_{\varnothing} f=\int f X_{\varnothing}=\int 0=0$
(b) $\boldsymbol{\nu}(A) \geqslant 0$ because $f \geqslant 0$
(c) If $\left[A_{i}\right]$ is a disjoint sequence of measurable sets, then

$$
\begin{aligned}
\nu\left(\bigcup_{i=1}^{\infty} A_{i}\right) & =\int_{U A_{i}} f=\int f X_{\cup A_{i}}=\int f \sum X_{A_{i}}=\int \sum f X_{A_{i}} \\
& =\int \lim _{n} \sum_{i=1}^{n} f X_{A_{i}}=\lim _{n} \int \sum_{i=1}^{n} f X_{A_{i}}=\lim _{n} \sum_{i=1}^{n} \int f X_{A_{i}} \\
& =\sum_{i=1}^{\infty} \nu\left(A_{i}\right)
\end{aligned}
$$

This calculation used the Monotone Convergence Theorem (Section 8.5, page 401). The absolute continuity of $\nu$ is clear: if $\mu(A)=0$, then $\nu(A)=\int_{A} f=0$.

It is natural to seek a converse for this theorem. Thus we ask whether each measure that is absolutely continuous with respect to $\mu$ must be of the form in Equation (1). The answer is a qualified "Yes." It is necessary to make a slight restriction. Consider a general measure space $(X, \mathcal{A}, \mu)$. We say that $X$ (or $\mu$ ) is $\sigma$-finite if $X$ can be written as a countable union of measurable sets, each having finite measure. For example, the real line with Lebesgue measure is $\sigma$-finite, since we can write $\mathbb{R}=\bigcup_{n=1}^{\infty}[-n, n]$.

Theorem 2. Radon-Nikodym Theorem. Let $\mu$ and $\nu$ be $\sigma$-finite measures on a measurable space $(X, \mathcal{A})$. If $\nu$ is absolutely continuous with respect to $\mu$, then there exists a nonnegative measurable function $h$, determined uniquely up to a set of $\mu$-measure 0 , such that $\nu(A)=$ $\int_{A} h d \mu$ for all $A \in \mathcal{A}$.

Proof. We prove the theorem first under the assumption that $\mu(X)<\infty$ and $\nu(X)<\infty$. Consider the Hilbert space $L^{2}=L^{2}(X, \mathcal{A}, \mu+\nu)$. For any $f$ in $L^{2}$, define $\Phi(f)=\int f d \mu$. It is easily verified that $\Phi$ is a linear functional on $L^{2}$. Furthermore it is bounded (continuous) because by the Hölder Inequality (Theorem 1 in Section 8.7, page 409)

$$
|\Phi(f)|=\left|\int f \cdot 1 d \mu\right| \leqslant \int|f| \cdot 1 d(\mu+\nu) \leqslant\|f\|_{2}\|1\|_{2}
$$

By the Riesz Representation Theorem for Hilbert space (Section 2.3, page 81) there exists an element $h_{0}$ in $L^{2}$ such that

$$
\Phi(f)=\int f h_{0} d(\mu+\nu) \quad f \in L^{2}
$$

This means that $\int f d \mu=\int f h_{0} d(\mu+\nu)$, whence

$$
\int f\left(1-h_{0}\right) d \mu=\int f h_{0} d \nu
$$

Let $B=\left\{x: h_{0}(x) \leqslant 0\right\}$. Then $1-h_{0} \geqslant 1$ on $B$, and consequently

$$
0 \leqslant \mu(B) \leqslant \int x_{B}\left(1-h_{0}\right) d \mu=\int x_{B} h_{0} d \nu \leqslant 0
$$

Thus $\mu(B)=0$ and $h_{0}(x)>0$ a.e. (with respect to $\mu$ ). Since $\nu \ll \mu$, we have $\nu(B)=0$ also. Hence for any $A \in \mathcal{A}$,

$$
\begin{aligned}
\nu(A) & =\int X_{A} d \nu=\int h_{0}^{-1} X_{A} h_{0} d \nu=\int h_{0}^{-1} X_{A}\left(1-h_{0}\right) d \mu \\
& =\int_{A} h_{0}^{-1}\left(1-h_{0}\right) d \mu=\int_{A} h d \mu \quad\left(h=h_{0}^{-1}\left(1-h_{0}\right)\right)
\end{aligned}
$$

To see that $h \geqslant 0$ a.e., with respect to $\mu$, write $A=\{x: h(x)<0\}$, so that $0 \leqslant \nu(A)=\int_{A} h d \mu \leqslant 0$, whence $\mu(A)=0$.

For the second half of the proof we assume only that $\mu$ and $\nu$ are $\sigma$-finite. Then $X=\bigcup_{n=1}^{\infty} A_{n}=\bigcup_{n=1}^{\infty} B_{n}$, where $A_{n}$ and $B_{n}$ are measurable sets such that $\mu\left(A_{n}\right)<\infty$ and $\nu\left(B_{n}\right)<\infty$ for each $n$. Write the doubly-indexed family $A_{i} \cap B_{j}$ as a sequence $C_{n}$. Then $X=\bigcup C_{n}, \mu\left(C_{n}\right)<\infty$, and $\nu\left(C_{n}\right)<\infty$. With no loss of generality we assume that the sequence $\left[C_{n}\right]$ is disjoint. Define measures $\nu_{n}$ and $\mu_{n}$ by putting $\nu_{n}(A)=\nu\left(A \cap C_{n}\right)$ and $\mu_{n}(A)=\mu\left(A \cap C_{n}\right)$. Since $\nu \ll \mu$, we have $\nu_{n} \ll \mu_{n}$ for all $n$. By the first half of the proof there exist functions $h_{n}$ such that $\nu_{n}(A)=\int_{A} h_{n} d \mu_{n}$, for all $A \in \mathcal{A}$. Since the $C_{n}$-sequence is disjoint, we can define $h$ on $X$ by specifying that $h(x)=h_{n}(x)$ for $x \in C_{n}$. Then we have
$\int_{A} h d \mu=\int_{A} \sum h X_{C_{n}} d \mu=\sum \int_{A} h_{n} d \mu_{n}=\sum \nu_{n}(A)=\sum \nu\left(A \cap C_{n}\right)=\nu(A)$
For the uniqueness of $h$, suppose that $\int_{A} h d \mu=\int_{A} h^{\prime} d \mu$ for all $A \in \mathcal{A}$. Letting $A=\left\{x: h(x)>h^{\prime}(x)\right\}$, we have

$$
\int_{A}\left(h-h^{\prime}\right) d \mu=0 \quad h>h^{\prime} \text { on } A
$$

It follows that $\mu(A)=0$. By symmetry, the set where $h^{\prime}(x)>h(x)$ is also of measure 0 . Hence $h=h^{\prime}$ a.e. ( $\mu$ ).

The preceding paragraphs have involved the concept of absolute continuity of one measure with respect to another. The antithesis of this is "mutual singularity." Two measures $\mu$ and $\nu$ on the same measure space are said to be mutually singular if there is a measurable set $B$ such that $\mu(B)=\nu(X \backslash B)=0$. This relation is written symbolically as $\mu \perp \nu$. It is obviously a symmetric relation.

Theorem 3. Lebesgue Decomposition Theorem. If $\mu$ and $\nu$ are $\sigma$-finite measures on the measurable space $(X, \mathcal{A})$, then there exist unique measures $\nu_{1}$ and $\nu_{2}$ on $\mathcal{A}$ such that $\nu=\nu_{1}+\nu_{2}, \nu_{1} \ll \mu$, and $\nu_{2} \perp \mu$.

Proof. By the Radon-Nikodym Theorem (Theorem 2, above)-or indeed by the first half of its proof-there exists a measurable function $h$ such that

$$
\mu(A)=\int_{A} h d(\mu+\nu) \quad(A \in \mathcal{A})
$$

Define the set $B=\{x: h(x)=0\}$. Next, define

$$
\nu_{1}(A)=\nu(A \backslash B) \quad \nu_{2}(A)=\nu(A \cap B) \quad(A \in \mathcal{A})
$$

Obviously, $\nu_{1}+\nu_{2}=\nu$. By Problem 8.2.15, page 391, $\nu_{1}$ and $\nu_{2}$ are measures. Let us prove that $\nu_{2} \perp \mu$. Since $h=0$ on $B$, we have $\mu(B)=\int_{B} h d(\mu+\nu)=0$. On the other hand, $\nu_{2}(X \backslash B)=\nu((X \backslash B) \cap B)=\nu(\varnothing)=0$. Next, we prove
that $\nu_{1} \ll \mu$. Suppose that $\mu(A)=0$. Then $\int_{A} h d(\mu+\nu)=0, \int_{A} h d \nu=0$, and $\int_{A} \backslash{ }_{B} h d \nu=0$. But $h>0$ on $A \backslash B$, and hence $\nu(A \backslash B)=0, \nu_{1}(A)=0$. Finally, we prove the uniqueness of our decomposition. Suppose that another decomposition is given: $\nu=\nu_{3}+\nu_{4}$, where $\nu_{3} \ll \mu$ and $\nu_{4} \perp \mu$. Then there exists a set $C$ such that $\mu(C)=\nu_{4}(X \backslash C)=0$. (This set $C$ is akin to $B$ in the first part of our proof.) If $D=B \cup C$, then $0=\mu(B)+\mu(C) \geqslant \mu(D)$ and $\mu(D)=0$. It follows, for any measurable set $A$, that $\nu_{1}(A \cap D) \leqslant \nu_{1}(D)=0$. Hence

$$
\begin{aligned}
\nu(A \cap D) & =\left(\nu_{1}+\nu_{2}\right)(A \cap D)=\nu_{2}(A \cap D) \\
& =\nu_{2}(A \cap D)+\nu_{2}(A \backslash D)=\nu_{2}(A)
\end{aligned}
$$

The same argument will prove that $\nu(A \cap D)=\nu_{4}(A)$. Hence $\nu_{2}=\nu_{4}$. Since $\nu=\nu_{1}+\nu_{2}=\nu_{3}+\nu_{4}$, one is tempted to conclude outright that $\nu_{1}=\nu_{3}$. However, if $A$ is a set for which $\nu_{2}(A)=\nu_{4}(A)=\infty$, we cannot perform the necessary subtraction. Using the $\sigma$-finite property of the space, we find a disjoint sequence of measurable sets $X_{n}$ such that $X=\bigcup X_{n}$ and $\nu\left(X_{n}\right)<\infty$. Then $\nu_{1}\left(X_{n} \cap A\right)=\nu_{3}\left(X_{n} \cap A\right)$ for all $n$ and for all $A$. It follows that $\nu_{1}(A)=\nu_{3}(A)$ and that $\nu_{1}=\nu_{3}$.

## Problems 8.8

1. Is the relation of absolute continuity (for measures) reflexive? What about symmetry and transitivity? Is it a partial order? A linear order? A well-ordering? Give examples to support each conclusion.
2. Solve Problem 1 for the relation of mutual singularity.
3. The function $h$ in the Radon-Nikodym Theorem is often denoted by $\frac{d \nu}{d \mu}$. Prove that $\frac{d \nu}{d \theta}=\frac{d \nu}{d \mu} \frac{d \mu}{d \theta}$ if $\nu \ll \mu \ll \theta$.
4. Refer to Problem 3 and prove that $\frac{d(\nu+\theta)}{d \mu}=\frac{d \nu}{d \mu}+\frac{d \theta}{d \mu}$ if $\nu \ll \mu$ and $\theta \ll \mu$.
5. Refer to Problem 3 and prove that $\frac{d \mu}{d \nu} \frac{d \nu}{d \mu}=1$ if $\nu \ll \mu \ll \nu$.
6. Refer to Problem 3 and prove that $\int f d \nu=\int f \frac{d \nu}{d \mu} d \mu$ if $\nu \ll \mu$.
7. Let $X=[0,1]$, let $\mathcal{A}$ be the family of all Lebesgue measurable subsets of $X$, let $\nu$ be Lebesgue measure, and let $\mu$ be counting measure. Show that $\nu \ll \mu$. Show that there exists no function $h$ for which $\nu(A)=\int_{A} h d \mu$. Explain the apparent conflict with the Radon-Nikodym Theorem.
8. Prove that in the Radon-Nikodym Theorem, $h(x)<\infty$ for all $x$. Show also that if $\nu(X)<\infty$, then $h \in L^{1}(X, \mathcal{A}, \mu)$.
9. Extension of Radon-Nikodym Theorem. Let $\mu$ and $\nu$ be measures on a measurable space $(X, \mathcal{A})$. Suppose that there exists a disjoint family $\left\{B_{\alpha}\right\}$ of measurable sets having these properties:
(i) $\mu\left(B_{\alpha}\right)<\infty$ for all $\alpha$.
(ii) $\mu(A)=0$ if $A \in \mathcal{A}$ and $\mu\left(A \cap B_{\alpha}\right)=0$ for all $\alpha$.
(iii) $\nu(A)=0$ if $A \in \mathcal{A}$ and $\nu\left(A \cap B_{\alpha}\right)=0$ for all $\alpha$.

If $\nu \ll \mu$, then there is an $h$ as in the Radon-Nikodym Theorem, but it may be measurable only with respect to the $\sigma$-algebra

$$
\mathcal{B}=\{B: B \subset X, B \cap A \in \mathcal{A} \text { when } A \in \mathcal{A} \text { and } \mu(A)<\infty\}
$$

10. If there corresponds to each positive $\varepsilon$ a positive $\delta$ such that

$$
[A \in \mathcal{A} \text { and } \mu(A)<\delta] \quad \Longrightarrow \quad v(A)<\varepsilon
$$

then $\nu \ll \mu$, and conversely.
11. Let $(X, \mathcal{A}, \mu)$ be a measure space. Fix $B \in \mathcal{A}$ and define $\nu(A)=\mu(B \cap A)$ for all $A \in \mathcal{A}$. Is $\nu$ absolutely continuous with respect to $\mu$ ? Is $\mu-\nu$ a measure? Is the equation $\int_{A} f d \nu=\int_{A \cap B} f d \mu$ true for measurable $f$ and $A$ ? Is $\mu-\nu$ singular with respect to $\mu$ ? Give examples.
12. If $\nu \ll \mu$ and $\lambda \perp \mu$ then $\nu \perp \lambda$.
13. If $\mu \perp . \nu \ll \mu$, then $\nu=0$.
14. Give an example of the Radon-Nikodym Theorem in which the function $h$ fails to be bounded a.e.
15. Let $(X, \mathcal{A}, \mu)$ be a $\sigma$-finite measure space. Let $\nu$ be a measure on $\mathcal{A}$. The existence of a constant $c$ for which $\nu \leqslant c \mu$ is equivalent to the existence of a bounded measurable nonnegative function $h$ such that $\nu(A)=\int_{A} f d \mu$.

### 8.9 Signed Measures

In this section we examine the consequences of relaxing the nonnegativity requirement on a measure. Let $(X, \mathcal{A})$ be a measurable space. A function $\mu$ from $\mathcal{A}$ to $\mathbb{R}^{*}$ is called a signed measure if
(i) The range of $\mu$ does not include both $+\infty$ and $-\infty$.
(ii) $\mu(\varnothing)=0$
(iii) $\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right)=\sum_{i=1}^{\infty} \mu\left(A_{i}\right)$ when $\left\{A_{i}\right\}$ is a disjoint sequence in $\mathcal{A}$.

The reason for the first requirement is that we want to avoid the meaningless expression $\infty-\infty$. Thus, if $\mu(A)=\infty$ and $\mu(B)=-\infty$, then from the equation $A=(A \cap B) \cup(A \backslash B)$ we see that one of the terms $\mu(A \cap B)$ and $\mu(A \backslash B)$ must be $+\infty$. Likewise, one of $\mu(A \cap B)$ and $\mu(B \backslash A)$ must be $-\infty$. Hence the right side of the equation

$$
\mu(A \cup B)=\mu(A \cap B)+\mu(A \backslash B)+\mu(B \backslash A)
$$

is meaningless.

Theorem 1. Jordan Decomposition. The difference of two measures (defined on the same $\sigma$-algebra), one of which is finite, is a signed measure. Conversely, every signed measure $\mu$ is the difference of two measures $\mu^{+}$and $\mu^{-}$, one of which is finite. Furthermore, we
may require these two measures to be mutually singular, and in that case they are uniquely determined by $\mu$.

Proof. For the first assertion, let $\mu_{1}$ and $\mu_{2}$ be measures, and suppose that $\mu_{1}$ is finite. Put $\mu=\mu_{1}-\mu_{2}$. To see that $\mu$ is a signed measure, note first that $\mu$ does not assume the value $+\infty$. Next, we have $\mu(\varnothing)=0$ since $\mu_{1}$ and $\mu_{2}$ have this property. Finally, let $\left\{A_{i}\right\}$ be a disjoint sequence of measurable sets. Then

$$
\begin{aligned}
\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right) & =\mu_{1}\left(\bigcup_{i=1}^{\infty} A_{i}\right)-\mu_{2}\left(\bigcup_{i=1}^{\infty} A_{i}\right) \\
& =\sum_{i=1}^{\infty} \mu_{1}\left(A_{i}\right)-\sum_{i=1}^{\infty} \mu_{2}\left(A_{i}\right) \\
& =\lim _{n} \sum_{i=1}^{n} \mu_{1}\left(A_{i}\right)-\lim _{n} \sum_{i=1}^{n} \mu_{2}\left(A_{i}\right) \\
& =\lim _{n}\left[\sum_{i=1}^{n} \mu_{1}\left(A_{i}\right)-\sum_{i=1}^{n} \mu_{2}\left(A_{i}\right)\right] \\
& =\lim _{n} \sum_{i=1}^{n}\left[\mu_{1}\left(A_{i}\right)-\mu_{2}\left(A_{i}\right)\right]=\sum_{i=1}^{\infty} \mu\left(A_{i}\right)
\end{aligned}
$$

Notice that on the second line of this calculation the first sum is finite, although the second may be infinite.

For the other half of the proof, let $\mu$ be a signed measure that does not assume the value $+\infty$. In an abuse of language, we say that a (measurable) set $S$ is positive if $\mu(A) \geqslant 0$ for all measurable subsets $A$ in $S$. Define

$$
\theta=\sup \{\mu(S): S \text { is a positive set }\}
$$

Let $S_{n}$ be a sequence of positive sets such that $\mu\left(S_{n}\right) \uparrow \theta$, and define $P=$ $\bigcup_{n=1}^{\infty} S_{n}$. Let us prove that $P$ is a positive set. If $A \subset P$, we write

$$
A_{n}=\left(A \cap S_{n}\right) \backslash\left(S_{1} \cup \cdots \cup S_{n-1}\right)
$$

Since $A_{n} \subset S_{n}$, we have $\mu\left(A_{n}\right) \geqslant 0$. Since $A$ is the union of the disjoint family $\left\{A_{n}\right\}$, it follows that

$$
\mu(A)=\sum_{n=1}^{\infty} \mu\left(A_{n}\right) \geqslant 0
$$

Since $P$ is a positive set,

$$
\mu(P)=\mu\left(P \backslash S_{n}\right)+\mu\left(S_{n}\right) \geqslant \mu\left(S_{n}\right)
$$

whence $\mu(P) \geqslant \theta$ and $\theta<\infty$.
Now we wish to prove that $\mu(A) \leqslant 0$ whenever $A \subset X \backslash P$. Suppose, on the contrary, that $A \subset X \backslash P$ and $\mu(A)>0$. If $A$ contains a positive set $B$ of positive measure, then $P \cup B$ is a positive set for which $\mu(P \cup B)=\mu(P)+\mu(B)>\theta$, in contradiction to the definition of $\theta$. Thus, $A$ contains no positive set of positive
measure. Define sets $A_{1}, A_{2}, \ldots$ as follows. Let $n_{1}$ be the first positive integer such that there exists a set $A_{1}$ satisfying

$$
A_{1} \subset A \quad \mu\left(A_{1}\right)<-\frac{1}{n_{1}}
$$

Since $0<\mu(A)=\mu\left(A \backslash A_{1}\right)+\mu\left(A_{1}\right)$, we see that $A \backslash A_{1}$ is a subset of $A$ having positive measure. It is therefore not a positive set. Hence there is a first positive integer $n_{2}$ and a set $A_{2}$ such that

$$
A_{2} \subset A \backslash A_{1} \quad \mu\left(A_{2}\right)<-\frac{1}{n_{2}}
$$

Continue in this manner, finding at the $k$ th step a set $A_{k}$ and an integer $n_{k}$ such that

$$
A_{k} \subset A \backslash\left(A_{1} \cup \cdots \cup A_{k-1}\right) \quad \mu\left(A_{k}\right)<-\frac{1}{n_{k}}
$$

Define $B=A \backslash \bigcup_{k=1}^{\infty} A_{k}$. By the same argument used earlier, $B$ has positive measure. It is actually a positive set. To verify this, suppose on the contrary that there exists a set $C \subset B$ such that $\mu(C)<0$. Let $m$ be the first positive integer such that $\mu(C)<-1 / m$. Since $C \subset A \backslash\left(A_{1} \cup \cdots \cup A_{k-1}\right)$ for every $k$, we have $n_{k} \leqslant m$ for all $k$. Hence $\mu\left(\bigcup_{k=1}^{\infty} A_{k}\right)=-\infty$ and $\mu(B)=+\infty$, a contradiction.

Now define $\mu^{+}$and $\mu^{-}$by writing, for $A \in \mathcal{A}$,

$$
\mu^{+}(A)=\mu(A \cap P) \quad \mu^{-}(A)=-\mu(A \backslash P)
$$

We see that $\mu^{+} \perp \mu^{-}$because $\mu^{+}(X \backslash P)=0=\mu^{-}(P)$.
Our last task is to prove the uniqueness of this decomposition. Suppose that $\mu=\mu_{1}-\mu_{2}=\nu_{1}-\nu_{2}$, where these are measures such that $\nu_{1} \perp \nu_{2}$ and $\mu_{1} \perp \mu_{2}$. Then there exists a set $Q$ such that $\nu_{1}(X \backslash Q)=0=\nu_{2}(Q)$. We can prove that $\nu_{1} \leqslant \mu_{1}$ by writing

$$
\begin{aligned}
\nu_{1}(A) & =\nu_{1}(A \cap Q)+\nu_{1}(A \backslash Q)=\nu_{1}(A \cap Q)=\left(\mu+\nu_{2}\right)(A \cap Q) \\
& =\mu(A \cap Q)=\left(\mu_{1}-\mu_{2}\right)(A \cap Q) \leqslant \mu_{1}(A \cap Q) \leqslant \mu_{1}(A)
\end{aligned}
$$

By the symmetry in this situation, we can prove $\mu_{1} \leqslant \nu_{1}$. Hence $\mu_{1}=\nu_{1}$ and $\mu_{2}=\nu_{2}$.

> Theorem 2. Radon-Nikodym Theorem for Signed Measures. Let $(X, \mathcal{A}, \mu)$ be a $\sigma$-finite measure space. If $\nu$ is a finite-valued signed measure that is absolutely continuous with respect to $\mu$, then there is a measurable function $h$ such that for all $A \in \mathcal{A}, \nu(A)=\int_{A} h d \mu$.

Proof. By the preceding theorem, there exist measures $\nu^{+}$and $\nu^{-}$such that $\nu=\nu^{+}-\nu^{-}$and $\nu^{+} \perp \nu^{-}$. Consequently, there exists a measurable set $P$ for which $\nu^{+}(X \backslash P)=0=\nu^{-}(P)$. If $A$ is a measurable set satisfying $\mu(A)=0$, then $\mu(A \cap P)=0$ and $\nu(A \cap P)=0$, by the absolute continuity. Hence

$$
\begin{aligned}
\nu^{+}(A) & =\nu^{+}(A \cap P)+\nu^{+}(A \backslash P)=\nu^{+}(A \cap P) \\
& =\left(\nu+\nu^{-}\right)(A \cap P)=\nu(A \cap P)=0
\end{aligned}
$$

This establishes that $\nu^{+}$is absolutely continuous with respect to $\mu$. It follows that $\nu^{-}$is also absolutely continuous with respect to $\mu$. By the earlier RadonNikodym Theorem (Theorem 2 in Section 8.8, page 414), there exist nonnegative measurable functions $h_{1}$ and $h_{2}$ such that for $A$ in $\mathcal{A}$,

$$
\nu^{+}(A)=\int_{A} h_{1} d \mu \quad \nu^{-}(A)=\int_{A} h_{2} d \mu
$$

It follows that $h_{1}$ and $h_{2}$ are finite almost everywhere. Thus, there is nothing suspicious in the equation

$$
\nu(A)=\nu^{+}(A)-\nu^{-}(A)=\int_{A} h_{1} d \mu-\int_{A} h_{2} d \mu=\int_{A}\left(h_{1}-h_{2}\right) d \mu
$$

Theorem 3. The Hahn Decomposition. If $\mu$ is a signed measure on the measurable space $(X, \mathcal{A})$, then there is a decomposition of $X$ into a disjoint pair of measurable sets $N$ and $P$ such that $\mu(A) \geqslant 0$ when $A \subset P$ and $\mu(A) \leqslant 0$ when $A \subset N$.

Proof. Left as a problem.

## Problems 8.9

1. Use the Jordan decomposition theorem to prove the Hahn decomposition theorem.
2. Prove that $\mu^{+}$in Theorem 1 has the property

$$
\mu^{+}(A)=\sup \{\mu(S): S \in \mathcal{A} \text { and } S \subset A\}
$$

3. Prove that a signed measure $\mu$ is monotone on a positive set. Thus, if $A \subset B \subset S$, where $S$ is a positive set, then $\mu(A) \leqslant \mu(B)$.
4. If $\mu$ is a signed measure, does it follow that $-\mu$ is also a signed measure? Are sums and differences of signed measures signed measures?
5. Let ( $\mathcal{K}, \mathcal{A}, \mu$ ) be a measure space, and let $h$ be a nonnegative measurable function. Define $\nu(A)=\int_{A} h d \mu$. Prove that $\int f d \nu=\int f h d \mu$ for all measurable $f$.
6. Let $\mu$ and $\nu$ be measures on the measurable space $(X, \mathcal{A})$. Suppose that 0 is the only measurable function such that $\nu(A) \geqslant \int_{A} f d \mu$, for all $A \in \mathcal{A}$. Prove that $\nu \perp \mu$.
7. Let $(X, \mathcal{A}, \mu)$ be a measure space such that each singleton $\{x\}$ is measurable. Define $\nu(A)$ to be the sum of all $\mu(\{x\})$ as $x$ ranges over $A$. Does this define a measure on $\mathcal{A}$ ?
8. Is the function $h$ in Theorem 2 unique?

### 8.10 Product Measures and Fubini's Theorem

Suppose that two measure spaces are given: $(X, \mathcal{A}, \mu)$ and $(Y, \mathcal{B}, \nu)$. Is there a suitable way of making the Cartesian product $X \times Y$ into a measure space? In particular, can this be done in such a way that

$$
\int_{X \times Y} f(x, y)=\int_{X} \int_{Y} f(x, y) d \nu(y) d \mu(x) ?
$$

We begin by forming the class of all sets of the form $A \times B$, where $A \in \mathcal{A}$ and $B \in \mathcal{B}$. Such sets are called measurable rectangles or simply rectangles. The family of all rectangles is not a $\sigma$-algebra. For example, $\left(A_{1} \times B_{1}\right) \cup\left(A_{2} \times B_{2}\right)$ will not be a rectangle, in general. To understand this, observe that if points $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ belong to a rectangle, then ( $x_{1}, y_{2}$ ) and ( $x_{2}, y_{1}$ ) also belong to that rectangle.

The next step, therefore, is to construct the $\sigma$-algebra $\mathcal{A} \otimes \mathcal{B}$ generated by the rectangles. (Refer to Lemma 2 in Section 8.1, page 384). For any subset $E$ of the Cartesian product $X \times Y$, we define cross-sections

$$
\begin{aligned}
& E_{x}=\{y \in Y:(x, y) \in E\} \\
& E^{y}=\{x \in X:(x, y) \in E\}
\end{aligned}
$$

Lemma 1. Let $(X, \mathcal{A})$ and $(Y, \mathcal{B})$ be two measurable spaces. If $E \in \mathcal{A} \otimes \mathcal{B}$, then $E_{x} \in \mathcal{B}$ for all $x \in X$ and $E^{y} \in \mathcal{A}$ for all $y \in Y$.

Proof. Define

$$
\mathcal{M}=\left\{E: E \subset X \times Y \text { and } E^{y} \in \mathcal{A} \text { for all } y \in Y\right\}
$$

We shall prove that $\mathcal{M}$ is a $\sigma$-algebra containing all rectangles. From this it will follow that $\mathcal{M} \supset \mathcal{A} \otimes \mathcal{B}$, since the latter is the smallest $\sigma$-algebra containing all rectangles. Then, if $E \in \mathcal{A} \otimes \mathcal{B}$, we can conclude that $E \in \mathcal{M}$ and that $E^{y} \in \mathcal{A}$ for each $y$. Now consider any rectangle $E=A \times B$. If $y \in B$, then $E^{y}=A \in \mathcal{A}$. If $y \notin B$, then $E^{y}=\varnothing \in \mathcal{A}$. Thus in all cases $E^{y} \in \mathcal{A}$ and $E \in \mathcal{M}$. Next, let $E$ be any member of $\mathcal{M}$. The equation

$$
\begin{equation*}
[(X \times Y) \backslash E]^{y}=X \backslash E^{y} \tag{1}
\end{equation*}
$$

shows that $(X \times Y) \backslash E$ belongs to $\mathcal{M}$. If $E_{i} \in \mathcal{M}$, then by the equation

$$
\begin{equation*}
\left[\bigcup_{i=1}^{\infty} E_{i}\right]^{y}=\bigcup_{i=1}^{\infty} E_{i}^{y} \tag{2}
\end{equation*}
$$

we see that $\bigcup E_{i} \in \mathcal{M}$.
An algebra of subsets of a set $X$ is a collection $\mathcal{C}$ such that if $A$ and $B$ belong to $\mathcal{C}$ then $X \backslash A$ and $A \cup B$ belong also to $\mathcal{C}$.

Lemma 2. The collection of all unions of finite disjoint families of rectangles constructed from a pair of $\sigma$-algebras is an algebra.

Proof. Let $\mathcal{C}$ be the collection referred to, and let $E$ and $F$ be members of $\mathcal{C}$. Then $E$ and $F$ have expressions $E=\bigcup_{i=1}^{n}\left(A_{i} \times B_{i}\right)$ and $F=\bigcup_{j=1}^{m}\left(C_{j} \times D_{j}\right)$, both being unions of disjoint families. Since

$$
\begin{equation*}
E \cap F=\bigcup_{i=1}^{n} \bigcup_{j=1}^{m}\left[\left(A_{i} \cap C_{j}\right) \times\left(B_{i} \cap D_{j}\right)\right] \tag{3}
\end{equation*}
$$

we see that $E \cap F \in \mathcal{C}$, and that $\mathcal{C}$ is closed under the taking of intersections. From the equation

$$
\begin{equation*}
(X \times Y) \backslash(A \times B)=[(X \backslash A) \times B] \cup[X \times(Y \backslash B)] \tag{4}
\end{equation*}
$$

we get

$$
\begin{aligned}
(X \times Y) \backslash E & =(X \times Y) \backslash \bigcup_{i=1}^{n}\left(A_{i} \times B_{i}\right)=\bigcap_{i=1}^{n}\left[(X \times Y) \backslash\left(A_{i} \times B_{i}\right)\right] \\
& =\bigcap_{i=1}^{n}\left\{\left[\left(X \backslash A_{i}\right) \times B_{i}\right] \cup\left[X \times\left(Y \backslash B_{i}\right)\right]\right\}
\end{aligned}
$$

This shows that the complement of $E$ belongs to $\mathcal{C}$, because $\mathcal{C}$ is closed under finite intersections. By the de Morgan identities, $\mathcal{C}$ is closed under unions.

Lemma 3. In any measure space $(X, \mathcal{A}, \mu)$ the following are true for measurable sets $A_{i}$ :
(1) If $A_{1} \subset A_{2} \subset \cdots$, then $\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right)=\lim _{n} \mu\left(A_{n}\right)$
(2) If $A_{1} \supset A_{2} \supset \cdots$ and $\mu\left(A_{1}\right)<\infty$, then $\mu\left(\bigcap_{i=1}^{\infty} A_{i}\right)=$ $\lim _{n} \mu\left(A_{n}\right)$

Proof. Assume the hypothesis in (1), and define $B_{n}=A_{n} \backslash A_{n-1}$. The sequence $\left\{B_{n}\right\}$ is disjoint, and consequently,

$$
\begin{aligned}
\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right) & =\mu\left(\bigcup_{i=1}^{\infty} B_{i}\right)=\sum_{i=1}^{\infty} \mu\left(B_{i}\right)=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \mu\left(B_{i}\right) \\
& =\lim _{n \rightarrow \infty} \mu\left(\bigcup_{i=1}^{n} B_{i}\right)=\lim _{n \rightarrow \infty} \mu\left(A_{n}\right)
\end{aligned}
$$

To establish (2), assume its hypothesis. Then $\left\{A_{1} \backslash A_{n}\right\}$ is an increasing sequence, and by part (1) we have

$$
\begin{aligned}
\mu\left(A_{1}\right)-\mu\left(\bigcap_{i=1}^{\infty} A_{i}\right) & =\mu\left(A_{1} \backslash \bigcap_{i=1}^{\infty} A_{i}\right)=\mu\left(\bigcup_{i=1}^{\infty}\left(A_{1} \backslash A_{i}\right)\right) \\
& =\lim _{n \rightarrow \infty} \mu\left(A_{1} \backslash A_{n}\right)=\lim _{n \rightarrow \infty}\left(\mu\left(A_{1}\right)-\mu\left(A_{n}\right)\right) \\
& =\mu\left(A_{1}\right)-\lim _{n \rightarrow \infty} \mu\left(A_{n}\right)
\end{aligned}
$$

A monotone class of sets is a family $\mathcal{M}$ having these two properties:
(1) If $A_{i} \in \mathcal{M}$ and $A_{1} \subset A_{2} \subset \cdots$ then $\bigcup_{i=1}^{\infty} A_{i} \in \mathcal{M}$
(2) If $A_{i} \in \mathcal{M}$ and $A_{1} \supset A_{2} \supset \cdots$ then $\bigcap_{i=1}^{\infty} A_{i} \in \mathcal{M}$

If $X$ is a set, then $2^{X}$ is a monotone class. Also, every $\sigma$-algebra of sets is a monotone class (easily verified). If $\mathcal{A}$ is any family of sets, then there exists a smallest monotone class containing $\mathcal{A}$. This assertion depends on the easy fact that the intersection of a collection of monotone classes is also a monotone class.

Lemma 4. Let $\mathcal{C}$ be an algebra of sets, as defined above. Then the monotone class generated by $\mathcal{C}$ is identical with the $\sigma$-algebra generated by $\mathcal{C}$.

Proof. Let $\mathcal{M}$ and $\mathcal{S}$ be respectively the monotone class and the $\sigma$-algebra generated by $\mathcal{C}$. Since every $\sigma$-algebra is a monotone class, we have $\mathcal{M} \subset \mathcal{S}$. The rest of the proof is devoted to showing that $\mathcal{M}$ is a $\sigma$-algebra (so that $\mathcal{S} \subset \mathcal{M})$.

For any set $F$ in the monotone class $\mathcal{M}$ we define

$$
\mathcal{K}_{F}=\{A: \text { the sets } A \backslash F, F \backslash A, \text { and } A \cup F \text { belong to } \mathcal{M}\}
$$

Assertion $1 \mathcal{K}_{F}$ is a monotone class.
There are two properties to verify, one of which we leave to the reader. Suppose that $A_{i} \in \mathcal{K}_{F}$ and $A_{1} \subset A_{2} \subset \cdots$ Let $A=\bigcup_{i=1}^{\infty} A_{i}$. Then $A_{i} \backslash F, F \backslash A_{i}$, and $A_{i} \cup F$ all belong to $\mathcal{M}$ and form monotone sequences. Since $\mathcal{M}$ is a monotone class, we have

$$
\begin{aligned}
& A \backslash F=\bigcup_{i=1}^{\infty}\left(A_{i} \backslash F\right) \in \mathcal{M} \\
& F \backslash A=\bigcap_{i=1}^{\infty}\left(F \backslash A_{i}\right) \in \mathcal{M} \\
& F \cup A=\bigcup_{i=1}^{\infty}\left(F \cup A_{i}\right) \in \mathcal{M}
\end{aligned}
$$

These calculations establish that $A \in \mathcal{K}_{F}$.
Assertion 2 If $F \in \mathcal{C}$, then $\mathcal{C} \subset \mathcal{K}_{F}$.
To prove this let $E$ be any element of $\mathcal{C}$. Since $\mathcal{C}$ is an algebra, we have $E \backslash F$, $F \backslash E$, and $E \cup F$ all belonging to $\mathcal{C}$ and to $\mathcal{M}$. By the definition of $\mathcal{K}_{F}, E \in \mathcal{K}_{F}$.
Assertion 3 If $F \in \mathcal{C}$, then $\mathcal{M} \subset \mathcal{K}_{F}$.
To prove this, note that $\mathcal{K}_{F}$ is a monotone class containing $\mathcal{C}$, by Assertions 1 and 2. Hence $\mathcal{K}_{F} \supset \mathcal{M}$, since $\mathcal{M}$ is the smallest monotone class containing $\mathcal{C}$.
Assertion 4 If $F \in \mathcal{C}$ and $E \in \mathcal{M}$, then $E \in \mathcal{K}_{F}$.
This is simply another way of expressing Assertion 3.
Assertion 5 If $F \in \mathcal{C}$ and $E \in \mathcal{M}$, then $F \in \mathcal{K}_{E}$.
This is true because the statement. $E \in \mathcal{K}_{F}$ is logically equivalent to $F \in \mathcal{K}_{E}$.
Assertion 6 If $E \in \mathcal{M}$, then $\mathcal{C} \subset \mathcal{K}_{E}$.
This is a restatement of Assertion 5.
Assertion 7 If $E \in \mathcal{M}$, then $\mathcal{M} \subset \mathcal{K}_{E}$.
This follows from Assertions 6 and 1 because $\mathcal{K}_{E}$ is a monotone class containing $\mathcal{C}$, while $\mathcal{M}$ is the smallest such monotone class.
Assertion $8 \quad \mathcal{M}$ is an algebra.
To prove this, let $E$ and $F$ be members of $\mathcal{M}$. Then $F \in \mathcal{K}_{E}$ by Assertion 7. Hence $E \backslash F, F \backslash E$, and $E \cup F$ all belong to $\mathcal{M}$.
Assertion $9 \quad \mathcal{M}$ is a $\sigma$-algebra.
To prove this, let $A_{i} \in \mathcal{M}$ and define $B_{n}=A_{1} \cup \cdots \cup A_{n}$. By Assertion $8, \mathcal{M}$ is an algebra. Hence $B_{n} \in \mathcal{M}$ and $B_{1} \subset B_{2} \subset \cdots$ Since $\mathcal{M}$ is a monotone class, $\bigcup_{n=1}^{\infty} B_{n} \in \mathcal{M}$. It follows that $\bigcup_{n=1}^{\infty} A_{n} \in \mathcal{M}$.

Theorem 1. First Fubini Theorem. If $(X, \mathcal{A}, \mu)$ and $(Y, \mathcal{B}, \nu)$ are $\sigma$-finite measure spaces, and if $E \in \mathcal{A} \otimes \mathcal{B}$, then
(1) The function $y \mapsto \mu\left(E^{y}\right)$ is measurable.
(2) The function $x \mapsto \nu\left(E_{x}\right)$ is measurable.
(3) $\int_{X} \nu\left(E_{x}\right) d \mu(x)=\int_{\gamma} \mu\left(E^{y}\right) d \nu(y)$

Proof. Let $\mathcal{M}$ be the family of all sets $E$ in $\mathcal{A} \otimes \mathcal{B}$ for which the assertion in the theorem is true. Our task is to show that $\mathcal{M}=\mathcal{A} \otimes \mathcal{B}$.

We begin by showing that every measurable rectangle belongs to $\mathcal{M}$. Let $E=A \times B$, where $A \in \mathcal{A}$ and $B \in \mathcal{B}$. Since $E^{y}=A$ or $E^{y}=\varnothing$, depending on whether $y \in B$ or $y \in Y \backslash B$, we have $\mu\left(E^{y}\right)=X_{B}(y) \mu(A)$. This is a measurable function of $y$. Furthermore,

$$
\int_{Y} \mu\left(E^{y}\right) d \nu(y)=\int_{Y} X_{B}(y) \mu(A) d \nu(y)=\mu(A) \nu(B)
$$

We can carry out the same argument for $\nu\left(E_{x}\right)$ to see that $E \in \mathcal{M}$.
In the second part of the proof, let $\mathcal{C}$ denote the class of all sets in $\mathcal{A} \otimes \mathcal{B}$ that are unions of finite disjoint families of rectangles. By Lemma 2, $\mathcal{C}$ is an algebra. We shall prove that $\mathcal{C} \subset \mathcal{M}$. Let $E \in \mathcal{C}$. Then $E=\bigcup_{i=1}^{n} E_{i}$ where $E_{1}, \ldots, E_{n}$ is a disjoint set of rectangles. Hence

$$
\mu\left(E^{y}\right)=\mu\left(\left(\bigcup_{i=1}^{n} E_{i}\right)^{y}\right)=\mu\left(\bigcup_{i=1}^{n} E_{i}^{y}\right)=\sum_{i=1}^{n} \mu\left(E_{i}^{y}\right)
$$

This shows that $y \mapsto \mu\left(E^{y}\right)$ is a measurable function. By the symmetry in this situation, $x \mapsto \nu\left(E_{x}\right)$ is measurable and $\nu\left(E_{x}\right)=\sum_{i=1}^{n} \nu\left(\left(E_{i}\right)_{x}\right)$. Since $E_{i} \in \mathcal{M}$ by the first part of our proof, we have

$$
\begin{aligned}
\int_{X} \nu\left(E_{x}\right) d \mu(x) & =\sum_{i=1}^{n} \int_{X} \nu\left(\left(E_{i}\right)_{x}\right) d \mu(x)=\sum_{i=1}^{n} \int_{Y} \mu\left(E_{i}^{y}\right) d \nu(y) \\
& =\int_{Y} \sum_{i=1}^{n} \mu\left(E_{i}^{y}\right) d \nu(y)=\int_{Y} \mu\left(E^{y}\right) d \nu(y)
\end{aligned}
$$

This establishes that $E \in \mathcal{M}$ and that $\mathcal{C} \subset \mathcal{M}$.
In the third segment of the proof, we show that $\mathcal{M}$ is closed under the taking of unions of increasing sequences of sets. Let $E_{i} \in \mathcal{M}$ and $E_{1} \subset E_{2} \subset \cdots$ Define $E=\bigcup_{i=1}^{\infty} E_{i}$. Then by Lemmas 1 and $3, \mu\left(E^{y}\right)=\mu\left(\bigcup_{i=1}^{\infty} E_{i}^{y}\right)=\lim _{n} \mu\left(E_{n}^{y}\right)$. Hence, $y \mapsto \mu\left(E^{y}\right)$ is a measurable function. Also, since $E_{n} \in \mathcal{M}$,
$\int_{Y} \mu\left(E^{y}\right) d \nu(y)=\lim _{n} \int_{Y} \mu\left(E_{n}^{y}\right) d \nu(y)=\lim _{n} \int_{X} \nu\left(\left(E_{n}\right)_{x}\right) d \mu(x)=\int_{X} \nu\left(E_{x}\right) d \mu(x)$
by the Monotone Convergence Theorem (Theorem 1 in Section 8.5, page 401). This shows that $E \in \mathcal{M}$.

In the fourth part of the proof we establish that $\mathcal{M}$ is closed under taking intersections of decreasing sequences of sets. Since $X$ and $Y$ are $\sigma$-finite, there
exist $A_{n} \in \mathcal{A}$ and $B_{n} \in \mathcal{B}$ suc? ihat $X=\bigcup_{n=1}^{\infty} A_{n}, Y=\bigcup_{n=1}^{\infty} B_{n}, \mu\left(A_{n}\right)<\infty$, and $\nu\left(B_{n}\right)<\infty$. We may suppose further that $A_{1} \subset A_{2} \subset \cdots$ and that $B_{1} \subset$ $B_{2} \subset \cdots$ Let $\left\{E_{i}\right\}$ be a decreasing sequence of sets in $\mathcal{M}$, and set $E=\bigcap_{n=1}^{\infty} E_{n}$. We want to prove that $E \in \mathcal{M}$. Since $E=\bigcup_{n=1}^{\infty}\left[E \cap\left(A_{n} \times B_{n}\right)\right]$ and since $\mathcal{M}$ is closed under "increasing unions," it suffices to prove that $E \cap\left(A_{n} \times B_{n}\right) \in \mathcal{M}$ for each $n$. We therefore define

$$
\mathcal{F}=\left\{F: F \cap\left(A_{n} \times B_{n}\right) \in \mathcal{M} \text { for } n=1,2, \ldots\right\}
$$

Now it is to be proved that $E \in \mathcal{F}$. Since $E=\bigcap_{i=1}^{\infty} E_{i}$, it will be sufficient to prove that $\mathcal{F}$ is a monotone class and that $E_{i} \in \mathcal{F}$ for each $i$. Since $E_{i} \in \mathcal{M} \subset$ $\mathcal{A} \otimes \mathcal{B}$, we have only to prove that $\mathcal{F}$ is a monotone class containing $\mathcal{A} \otimes \mathcal{B}$. By Lemma 4 , this will follow if we can show that $\mathcal{F}$ is a monotone class containing $\mathcal{C}$. That $\mathcal{F} \supset \mathcal{C}$ can be verified as follows. Since $A_{n} \times B_{n} \in \mathcal{C}$, and $\mathcal{C}$ is an algebra, we have the implications

$$
F \in \mathcal{C} \Longrightarrow F \cap\left(A_{n} \times B_{n}\right) \in \mathcal{C} \subset \mathcal{M} \Longrightarrow F \in \mathcal{F}
$$

To prove that $\mathcal{F}$ is a monotone class, let $\left\{F_{i}\right\}$ be an increasing sequence in $\mathcal{F}$, and set $F=\bigcup_{i=1}^{\infty} F_{i}$. The equation

$$
F \cap\left(A_{n} \times B_{n}\right)=\bigcup_{i=1}^{\infty}\left[F_{i} \cap\left(A_{n} \times B_{n}\right)\right]
$$

shows that $F \cap\left(A_{n} \times B_{n}\right) \in \mathcal{M}$, since $\mathcal{M}$ is closed under "increasing unions." Hence $F \in \mathcal{F}$. Next, take a decreasing sequence $\left\{F_{i}\right\}$ in $\mathcal{F}$, and let $F=\bigcap_{i=1}^{\infty} F_{i}$. Let $n$ be fixed. For each $i$, the set $G_{i}=F_{i} \cap\left(A_{n} \times B_{n}\right)$ belongs to $\mathcal{M}$. Let $G=\bigcap_{i=1}^{\infty} G_{i}$. For each $y \in Y, G_{1}^{y} \subset A_{n}$, whence $\mu\left(G_{1}^{y}\right) \leqslant \mu\left(A_{n}\right)<\infty$. It follows from Lemma 3 that $\mu\left(G^{y}\right)=\lim _{i} \mu\left(G_{i}^{y}\right)$. This proves that $\mu\left(G^{y}\right)$ is a measurable function of $y$. Since

$$
\int_{Y} \mu\left(G_{1}^{y}\right) d \nu(y) \leqslant \int_{Y} \mu\left(A_{n}\right) X_{B_{n}}(y) d \nu(y)=\mu\left(A_{n}\right) \nu\left(B_{n}\right)<\infty
$$

the Dominated Convergence Theorem (Theorem 2 in Section 8.6, page 406) implies that $\int_{Y} \mu\left(G^{y}\right) d \nu(y)=\lim _{i} \int_{Y} \mu\left(G_{i}^{y}\right) d \nu$. Similarly, $\int_{X} \nu\left(G_{x}\right) d \mu(x)=$ $\lim _{i} \int_{X} \nu\left(\left(G_{i}\right)_{x}\right) d \mu(x)$. But for each $i, \int_{X} \nu\left(\left(G_{i}\right)_{x}\right) d \mu(x)=\int_{Y} \mu\left(G_{i}^{y}\right) d \nu(y)$ because $G_{i} \in \mathcal{M}$. Hence $\int_{Y} \mu\left(G^{y}\right) d \nu(y)=\int_{X} \nu\left(G_{x}\right) d \mu(x)$. Thus $G \in \mathcal{M}$. Since $G=F \cap\left(A_{n} \times B_{n}\right), F \in \mathcal{F}$.

We are now at the point where $\mathcal{M}$ is a monotone class containing $\mathcal{C}$. By Lemma $4, \mathcal{M}$ contains the $\sigma$-algebra generated by $\mathcal{C}$. Thus $\mathcal{M} \supset \mathcal{A} \otimes \mathcal{B}$.

The preceding theorem enables us to define a measure $\phi$ on $\mathcal{A} \otimes \mathcal{B}$ by the equation

$$
\phi(E)=\int_{Y} \mu\left(E^{y}\right) d \nu(y)=\int_{X} \nu\left(E_{x}\right) d \mu(x)
$$

This measure $\phi$ is called the product measure of $\mu$ and $\nu$. It is often denoted by $\mu \otimes \nu$.

Lemma 5. If $(X, \mathcal{A}, \mu)$ and $(Y, \mathcal{B}, \nu)$ are $\sigma$-finite measure spaces, then so is $(X \times Y, \mathcal{A} \otimes \mathcal{B}, \mu \otimes \nu)$.

Proof. It is clear that the set function $\phi$ has the property $\phi(\varnothing)=0$ and the property $\phi(E) \geqslant 0$. If $\left\{E_{i}\right\}$ is a disjoint sequence of sets in $\mathcal{A} \otimes \mathcal{B}$, then $\left\{E_{i}^{y}\right\}$ is a disjoint sequence in $\mathcal{A}$. Hence, by the Dominated Convergence Theorem,

$$
\begin{aligned}
\phi\left(\bigcup_{i=1}^{\infty} E_{i}\right) & =\int_{Y} \mu\left(\left(\bigcup_{i=1}^{\infty} E_{i}\right)^{y}\right) d \nu(y)=\int_{Y} \mu\left(\bigcup_{i=1}^{\infty} E_{i}^{y}\right) d \nu(y) \\
& =\int_{Y} \sum_{i=1}^{\infty} \mu\left(E_{i}^{y}\right) d \nu(y)=\sum_{i=1}^{\infty} \int_{Y} \mu\left(E_{i}^{y}\right) d \nu(y)=\sum_{i=1}^{\infty} \phi\left(E_{i}\right)
\end{aligned}
$$

Thus $\phi$ is a measure. For the $\sigma$-finiteness, observe that if $X=\bigcup_{n=1}^{\infty} A_{n}$ and $Y=\bigcup_{n=1}^{\infty} B_{n}$, where $A_{1} \subset A_{2} \subset \cdots$ and $B_{1} \subset B_{2} \subset \cdots$, then $X \times Y=$ $\bigcup_{n=1}^{\infty}\left(A_{n} \times B_{n}\right)$. If, further, $\mu\left(A_{n}\right)<\infty$ and $\nu\left(B_{n}\right)<\infty$ for all $n$, then we have $\phi\left(A_{n} \times B_{n}\right)=\mu\left(A_{n}\right) \nu\left(B_{n}\right)<\infty$.

Theorem 2. Second Fubini Theorem. Let $(X, \mathcal{A}, \mu)$ and $(Y, \mathcal{B}, \nu)$ be two $\sigma$-finite measure spaces. Let $f$ be a nonnegative function on $X \times Y$ that is measurable with respect to $(X \times Y, \mathcal{A} \otimes \mathcal{B})$. Then
(1) For each $x, y \mapsto f(x, y)$ is measurable
(2) For each $y, x \mapsto f(x, y)$ is measurable
(3) $y \mapsto \int_{X} f(x, y) d \mu(x)$ is measurable
(4) $x \mapsto \int_{Y} f(x, y) d \nu(y)$ is measurable
(5) $\int_{X \times Y} f(x, y) d \phi=\int_{X} \int_{Y} f(x, y) d \nu d \mu=\int_{Y} \int_{X} f(x, y) d \mu d \nu$

Proof. If $f$ is the characteristic function of a measurable set $E$, then (1) is true
 Since

$$
\int_{X} f(x, y) d \mu(x)=\int_{X} X_{E}(x, y) d \mu(x)=\int_{X} X_{E}(x) d \mu(x)=\mu\left(E^{y}\right)
$$

the preceding lemma asserts that (3) is also true in this case. Part (4) is true by symmetry. For part (5), write

$$
\begin{aligned}
\int_{X \times Y} f(x, y) d \phi & =\phi(E)=\int_{Y} \mu\left(E^{y}\right) d \nu(y) \\
& =\int_{Y} \int_{X} f(x, y) d \mu(x) d \nu(y)
\end{aligned}
$$

The other equality is similar. Thus, Theorem 2 is true when $f$ is the characteristic function of a measurable set.

If $f$ is a simple function, then $f$ has properties (1) to (5) by the linearity of the integrals.

If $f$ is an arbitrary nonnegative measurable function, then there exist simple functions $f_{n}$ such that $f_{n} \uparrow f$. Since the limit of a sequence of measurable functions is measurable, $f$ has properties (1) to (4). By the Monotone Convergence Theorem, property (5) follows for $f$.

An extension of the Fubini Theorem exists for a more general class of measures, namely signed measures and even complex-valued measures. Since the complex-valued measures include the real-valued measures, we describe them first. Let $(X, \mathcal{A})$ be a measurable space. A complex measure "on $X$ " is a function $\mu: \mathcal{A} \rightarrow \mathbb{C}$ such that:
(I) $\sup _{A \in \mathcal{A}}|\boldsymbol{\mu}(A)|<\infty$
(II) $\mu\left(\bigcup A_{i}\right)=\sum_{i=1}^{\infty} \mu\left(A_{i}\right)$ for any disjoint sequence of measurable sets $A_{i}$.

In an abuse of notation, we define $|\mu|$ by the equation

$$
|\mu|(A)=\sup \sum_{i=1}^{\infty}\left|\mu\left(A_{i}\right)\right|
$$

where the supremum is over all partitions of $A$ into a disjoint sequence of measurable sets. It is clear that $|\mu(A)| \leqslant|\mu|(A)$, because $\{A\}$ is a competing partition of $A$. The theory goes on to establish that $|\mu|$ is an ordinary (i.e., nonnegative) measure and $|\mu|(X)<\infty$. This feature distinguishes the theory of complex or signed measures from the traditional nonnegative measures. References: [DS], [Roy], [Ru3], [HS], [Berb3], [Berb4].

The Fubini Theorem in this new setting is as follows:
Theorem 3. Fubini's Theorem for Complex Measures. Let $(X, \mathcal{A})$ and $(Y, \mathcal{B})$ be two measurable spaces, and let $\mu$ and $\nu$ be complex measures on $X$ and $Y$, respectively. Let $f$ be a complex-valued measurable function on $X \times Y$. If $\int_{Y} \int_{X}|f(x, y)| d|\mu| d|\nu|<\infty$, then

$$
\int_{Y} \int_{X} f(x, y) d \mu(x) d \nu(y)=\int_{X} \int_{Y} f(x, y) d \nu(y) d \mu(x)
$$

This theorem is to be found in [DS].

## Problems 8.10

1. Verify Equations (1) and (2).
2. Verify Equations (3) and (4). Show that the two sets on the right side of Equation (4) are mutually disjoint.
3. Prove that every $\sigma$-algebra is a monotone class. Prove that the intersection of a family of monotone classes is also a monotone class.
4. Prove that if a monotone class is an algebra, then it is a $\sigma$-algebra. Can you get this conclusion from weaker hypotheses?
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Unitary operator, 101
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## Symbols

$t^{*} \quad$ Point-evaluation functional, 29, 43
$L^{*} \quad$ The adjoint of a mapping $L, 50$
$\operatorname{dim} \quad$ Dimension, 5
$\mathbb{R} \quad$ The real number field
$\mathbb{R}^{*} \quad$ The extended real number system, 381
$\mathbb{C} \quad$ The complex number field, 3
$\mathrm{II}_{k}\left(\mathbb{R}^{n}\right) \quad$ Space of all polynomials of degree at most. $k$ in $n$ variables, 263
$\Pi \quad$ The space of all polynomials in one variable
$\|x\|_{\infty} \quad$ Sup-norm on $\mathbb{R}^{n}: 3$
$\|x\|_{1} \quad \ell_{1}$-norm on $\mathbb{R}^{n}, 3$
$\mathbb{R}^{n} \quad n$-Dimensional Euclidean space, 3-4
$\delta_{i j} \quad$ Kronecker delta ( 1 if $i=j$ and 0 otherwise), 71
$C(S) \quad$ Space of continuous functions on a domain $S, 3,14,348 \mathrm{ff}$
$C^{\infty}(\mathbb{R}) \quad$ Space of all infinitely differentiable functions on $\mathbb{R}, 247$
$L \mid U \quad$ Restriction of a map $L$ to a set $U, 59$
$f \circ g \quad$ The composition of functions, $f$ with $g, 27$
$\ell^{\infty}$ or $\ell_{\infty}$ Space of bounded functions on $\mathbb{N}$ with sup-norm, 4, 12
$\ell_{1} \quad$ Space of summable functions on $\mathbb{N}, 14,34$
$\ell_{\boldsymbol{p}} \quad$ Space of $p$-th power summable sequences, 54
$c_{0} \quad$ Space of sequences converging to zero, with sup-norm, 12
$L^{p} \quad$ Space of $p$-th power integrable functions, 409
$\mathcal{R}(L) \quad$ Range of operator $L, 51,191$
$\mathcal{L}(X, Y) \quad$ Space of bounded linear maps from $X$ to $Y, 25,27$
$x y \quad$ Inner product in $\mathbb{R}^{n}, 263,288$
$(x, y) \quad$ Inner product, 61
\# Number of elements in a set, 39
$\mathbb{Z} \quad$ Set of all integers
$\mathbb{Z}_{+} \quad$ Set of all nonnegative integers
$\mathbb{Z}_{+}^{n} \quad$ Set of $n$-tuples of nonnegative integers.
$\mathbb{N} \quad$ The set of natural numbers $\{1,2, \ldots\}$
dist Distance from a point to a set, $9,19,23$
$\Pi_{k} \quad$ Space of polynomials of degree at most $k$ in one variable.
$\rightarrow \quad$ Surjective mapping, 49, 193
$\rightarrow \quad$ Special convergence for test functions, 249
$\Longrightarrow \quad$ Implication symbol

* Convolution, 269

| $x$ | Characteristic function of a set, 395 |
| :---: | :---: |
| $X^{*}$ | Conjugate Banach space. 34 |
| $\perp$ | Orthogonality symbol, 64 |
| $\perp$ | Annihilator symbol. 52, 6.5 |
| $f^{\wedge}, \hat{f}$ | Fourier transform of $f, 288$ |
| $\mapsto$ | Mapping symbol |
| $\rightarrow$ | Symbol for weak convergence, 53 |
| \|| $A \\|$ | Norm of a quadratic form, 84 |
| $\binom{n}{m}$ | Binomial coefficient. 261 |
| D | Space of test functions, 247 |
| $\mathcal{D}^{\prime}$ | Space of distributions, 249 |
| $\mathcal{S}$ | the Schwartz space, 294 |
| $\varnothing$ | Empty set, 17 |
| $\nabla^{2}$ | Laplacian, 198 |
| $\exists$ | "There exists" |
| $\forall$ | "For all" |
| $\bigcirc$ | Intersection of a family of sets |
| U | Union of a family of sets |
| , | Set difference, 22 |
| \& | Logical AND |
| $W^{k, p}(\Omega)$ | Sobolev space, 326 |
| $V^{k, p}(\Omega)$ | Sobolev space, 329 |
| $C_{b}^{m}(\Omega)$ | 331 |
| $H^{k}(\Omega)$ | 332 |
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Next, the book treats various practical methods for solving problems that arise in applied mathematics, such as differential equations, boundary value problems, and integral equations. Here the reader finds the Galerkin method, the method of iteration, Newton's method, projection techniques, homotopy methods, and other pragmatic approaches to the difficult equations confronting applied mathematicians. To prepare the reader for work in the modern theory of partial differential equations, the subject of distributions is taken up next. A chapter on the Fourier transform and its applications follows, and includes a section on Sobolev spaces. Another chapter discusses topics that are related to those in the earlier parts of the book but are more specialized, such as separation theorems, selection theorems, Fredholm theory, and linear topological spaces. The final chapter provides a concise account of measure theory and integration.
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