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Preface

Many mathematicians are aware of some of the dramatic interactions between
ergodic theory and other parts of the subject, notably Ramsey theory, infinite
combinatorics, and Diophantine number theory. These notes are intended to
provide a gentle route to a tiny sample of these results. The intended reader-
ship is expected to be mathematically sophisticated, with some background
in measure theory and functional analysis, or to have the resilience to learn
some of this material along the way from other sources.

In this volume we develop the beginnings of ergodic theory and dynamical
systems. While the selection of topics has been made with the applications
to number theory in mind, we also develop other material to aid motivation
and to give a more rounded impression of ergodic theory. Different points of
view on ergodic theory, with different kinds of examples, may be found in
the monographs of Cornfeld, Fomin and Sinăı [60], Petersen [282], or Wal-
ters [374]. Ergodic theory is one facet of dynamical systems; for a broad per-
spective on dynamical systems see the books of Katok and Hasselblatt [182]
or Brin and Stuck [44]. An overview of some of the more advanced topics we
hope to pursue in a subsequent volume may be found in the lecture notes of
Einsiedler and Lindenstrauss [80] in the Clay proceedings of the Pisa Summer
school.

Fourier analysis of square-integrable functions on the circle is used exten-
sively. The more general theory of Fourier analysis on compact groups is not
essential, but is used in some examples and results. The ergodic theory of
commuting automorphisms of compact groups is touched on using a few ex-
amples, but is not treated systematically. It is highly developed elsewhere:
an extensive treatment may be found in the monograph by Schmidt [332].
Standard background material on measure theory, functional analysis and
topological groups is collected in the appendices for convenience.

Among the many lacunae, some stand out: Entropy theory; the isomor-
phism theory of Ornstein, a convenient source being Rudolph [324]; the more
advanced spectral theory of measure-preserving systems, a convenient source
being Nadkarni [264]; finally Pesin theory and smooth ergodic theory, a source
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viii Preface

being Barreira and Pesin [19]. Of these omissions, entropy theory is perhaps
the most fundamental for applications in number theory, and this was the
reason for not including it here. There is simply too much to say about en-
tropy to fit into this volume, so we will treat this important topic, both in
general terms and in more detail in the algebraic context needed for number
theory, in a subsequent volume. The notion is mentioned in one or two places
in this volume, but is never used directly.

No Lie theory is assumed, and for that reason some arguments here may
seem laborious in character and limited in scope. Our hope is that seeing the
language of Lie theory emerge from explicit matrix manipulations allows a
relatively painless route into the ergodic theory of homogeneous spaces. This
will be carried further in a subsequent volume, where some of the deeper
applications will be given.

Notation and Conventions

The symbols N = {1, 2, . . . }, N0 = N ∪ {0}, and Z denote the natural
numbers, non-negative integers and integers; Q, R, C denote the rational
numbers, real numbers and complex numbers; S

1, T = R/Z denote the mul-
tiplicative and additive circle respectively. The elements of T are thought of
as the elements of [0, 1) under addition modulo 1. The real and imaginary
parts of a complex number are denoted x = �(x+iy) and y = �(x+iy). The
order of growth of real- or complex-valued functions f, g defined on N or R

with g(x) �= 0 for large x is compared using Landau’s notation:

f ∼ g if
∣
∣
∣
∣

f(x)
g(x)

∣
∣
∣
∣
−→ 1 as x → ∞;

f = o(g) if
∣
∣
∣
∣

f(x)
g(x)

∣
∣
∣
∣
−→ 0 as x → ∞.

For functions f, g defined on N or R, and taking values in a normed space, we
write f = O(g) if there is a constant A > 0 with ‖f(x)‖ � A‖g(x)‖ for all x.
In particular, f = O(1) means that f is bounded. Where the dependence
of the implied constant A on some set of parameters A is important, we
write f = OA (g). The relation f = O(g) will also be written f 
 g, par-
ticularly when it is being used to express the fact that two functions are
commensurate, f 
 g 
 f . A sequence a1, a2, . . . will be denoted (an).
Unadorned norms ‖x‖ will only be used when x lives in a Hilbert space
(usually L2) and always refer to the Hilbert space norm. For a topological
space X, C(X), CC(X), Cc(X) denote the space of real-valued, complex-
valued, compactly supported continuous functions on X respectively, with
the supremum norm. For sets A, B, denote the set difference by

A�B = {x | x ∈ A, x /∈ B}.

Additional specific notation is collected in an index of notation on page 467.
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Statements and equations are numbered consecutively within chapters,
and exercises are numbered in sections. Theorems without numbers in the
main body of the text will not be proved; appendices contain background
material in the form of numbered theorems that will not be proved here.

Several of the issues addressed in this book revolve around measure rigid-
ity, in which there is a natural measure that other measures are compared
with. These natural measures will usually be Haar measure on a compact
or locally compact group, or measures constructed from Haar measures, and
these will usually be denoted m.

We have not tried to be exhaustive in tracing the history of the ideas used
here, but have tried to indicate some of the rich history of mathematical
developments that have contributed to ergodic theory. Certain references to
earlier and to related material is generally collected in endnotes at the end
of each chapter; the presence of these references should not be viewed in
any way as authoritative. Statements in these notes are informed throughout
by a desire to remain rooted in the familiar territory of ergodic theory. The
standing assumption is that, unless explicitly noted otherwise, metric spaces
are complete and separable, compact groups are metrizable, discrete groups
are countable, countable groups are discrete, and measure spaces are assumed
to be Borel probability spaces (this assumption is only relevant starting with
Sect. 5.3; see Definition 5.13 for the details). A convenient summary of the
measure-theoretic background may be found in the work of Royden [320] or
of Parthasarathy [280].
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Leitfaden

The dependencies between the chapters is illustrated below, with solid lines
indicating logical dependency and dotted lines indicating partial or motiva-
tional links.

Some possible shorter courses could be made up as follows.

• Chaps. 2 & 4: A gentle introduction to ergodic theory and topological
dynamics.

• Chaps. 2 & 3: A gentle introduction to ergodic theory and the continued
fraction map (the dotted line indicates that only parts of Chap. 2 are
needed for Chap. 3).

• Chaps. 2, 3, & 9: As above, with the connection between the Gauss map
and hyperbolic surfaces, and ergodicity of the geodesic flow.

• Chaps. 2, 4, & 8: An introduction to ergodic theory for group actions.
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xii Leitfaden

The highlights of this book are Chaps. 7 and 11. Some more ambitious courses
could be made up as follows.

• To Chap. 6: Ergodic theory up to conditional measures and the ergodic
decomposition.

• To Chap. 7: Ergodic theory including the Furstenberg–Katznelson–Orn-
stein proof of Szemerédi’s theorem.

• To Chap. 11: Ergodic theory and an introduction to dynamics on homo-
geneous spaces, including equidistribution of horocycle orbits. A minimal
path to equidistribution of horocycle orbits on SL2(Z)\ SL2(R) would in-
clude the discussions of ergodicity from Chap. 2, genericity from Chap. 4,
Haar measure from Chap. 8, the hyperbolic plane from Chap. 9, and er-
godicity and mixing from Chap. 11.
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1.3 Szemerédi’s Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Indefinite Quadratic Forms and Oppenheim’s Conjecture . . . . 5
1.5 Littlewood’s Conjecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6 Integral Quadratic Forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.7 Dynamics on Homogeneous Spaces . . . . . . . . . . . . . . . . . . . . . . . . 9
1.8 An Overview of Ergodic Theory . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Ergodicity, Recurrence and Mixing . . . . . . . . . . . . . . . . . . . . . . . 13
2.1 Measure-Preserving Transformations . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Recurrence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Ergodicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4 Associated Unitary Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5 The Mean Ergodic Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.6 Pointwise Ergodic Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.6.1 The Maximal Ergodic Theorem . . . . . . . . . . . . . . . . . . . . 37
2.6.2 Maximal Ergodic Theorem via Maximal Inequality . . . 38
2.6.3 Maximal Ergodic Theorem via a Covering Lemma . . . . 40
2.6.4 The Pointwise Ergodic Theorem . . . . . . . . . . . . . . . . . . . . 44
2.6.5 Two Proofs of the Pointwise Ergodic Theorem . . . . . . . 45

2.7 Strong-Mixing and Weak-Mixing . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.8 Proof of Weak-Mixing Equivalences . . . . . . . . . . . . . . . . . . . . . . . 54

2.8.1 Continuous Spectrum and Weak-Mixing . . . . . . . . . . . . . 59
2.9 Induced Transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3 Continued Fractions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.1 Elementary Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2 The Continued Fraction Map and the Gauss Measure . . . . . . . 76

xiii



xiv Contents

3.3 Badly Approximable Numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.3.1 Lagrange’s Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

3.4 Invertible Extension of the Continued Fraction Map . . . . . . . . 91

4 Invariant Measures for Continuous Maps . . . . . . . . . . . . . . . . . 97
4.1 Existence of Invariant Measures . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.2 Ergodic Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.3 Unique Ergodicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.4 Measure Rigidity and Equidistribution . . . . . . . . . . . . . . . . . . . . 110

4.4.1 Equidistribution on the Interval . . . . . . . . . . . . . . . . . . . . 110
4.4.2 Equidistribution and Generic Points . . . . . . . . . . . . . . . . 113
4.4.3 Equidistribution for Irrational Polynomials . . . . . . . . . . 114

5 Conditional Measures and Algebras . . . . . . . . . . . . . . . . . . . . . . . 121
5.1 Conditional Expectation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.2 Martingales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.3 Conditional Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.4 Algebras and Maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

6 Factors and Joinings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
6.1 The Ergodic Theorem and Decomposition Revisited . . . . . . . . 153
6.2 Invariant Algebras and Factor Maps . . . . . . . . . . . . . . . . . . . . . . 156
6.3 The Set of Joinings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6.4 Kronecker Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6.5 Constructing Joinings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
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Chapter 1

Motivation

Our main motivation throughout the book will be to understand the appli-
cations of ergodic theory to certain problems outside of ergodic theory, in
particular to problems in number theory. As we will see, this requires a good
understanding of particular examples, which will often be of an algebraic
nature. Therefore, we will start with a few concrete examples, and state a
few theorems arising from ergodic theory, some of which we will prove within
this volume. In Sect. 1.8 we will discuss ergodic theory as a subject in more
general terms(1).

1.1 Examples of Ergodic Behavior

The orbit of a point x ∈ X under a transformation T : X → X is the
set {Tn(x) | n ∈ N}. The structure of the orbit can say a great deal about
the original point x. In particular, the behavior of the orbit will sometimes
detect special properties of the point. A particularly simple instance of this
appears in the next example.

Example 1.1. Write T for the quotient group R/Z = {x + Z | x ∈ R}, which
can be identified with a circle (as a topological space, this can also be obtained
as a quotient space of [0, 1] by identifying 0 with 1); there is a natural bijection
between T and the half-open interval [0, 1) obtained by sending the coset x+Z

to the fractional part of x. Let T : T → T be defined by T (x) = 10x (mod 1).
Then x ∈ T is rational if and only if the orbit of x under T is finite. To
see this, assume first that x = p

q is rational. In this case the orbit of x is
some subset of {0, 1

q , . . . , q−1
q }. Conversely, if the orbit is finite then there

must be integers m, n with 1 � n < m for which Tm(x) = Tn(x). It follows
that 10mx = 10nx + k for some k ∈ N, so x is rational.

Detecting the behavior of the orbit of a given point is usually not so
straightforward. Ergodic theory generally has more to say about the orbit of
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2 1 Motivation

“typical” points, as illustrated in the next example. Write χA for the indicator
function of a set,

χA(x) =
{

1 if x ∈ A
0 if x /∈ A.

Example 1.2. This example recovers a result due to Borel [40]. We shall see
later that the map T : T → T defined by T (x) = 10x (mod 1) preserves
Lebesgue measure m on [0, 1) (see Definition 2.1), and is ergodic with respect
to m (see Definition 2.13). A consequence of the pointwise ergodic theorem
(Theorem 2.30) is that for any interval

A(j, k) = [ j
10k , j+1

10k ),

we have

1
N

N−1∑

i=0

χA(j,k)(T ix) −→
∫ 1

0

χA(j,k)(x) dm(x) =
1

10k
(1.1)

as N → ∞, for almost every x (that is, for all x in the complement of a set of
zero measure, which will be denoted a.e.). For any block j1 . . . jk of k decimal
digits, the convergence in (1.1) with j = 10k−1j1 + 10k−2j2 + · · · + jk shows
that the block j1 . . . jk appears with asymptotic frequency 1

10k in the decimal
expansion of almost every real number in [0, 1].

Even though the ergodic theorem only concerns the orbital behavior of
typical points, there are situations where one is able to describe the orbits
for all starting points.

Example 1.3. We show later that the circle rotation Rα : T → T defined
by Rα(t) = t + α (mod 1) is uniquely ergodic if α is irrational (see Defi-
nition 4.9 and Example 4.11). A consequence of this is that for any inter-
val [a, b) ⊆ [0, 1) = T,

1
N

N−1∑

n=0

χ[a,b)(Rn
α(t)) −→ b − a (1.2)

as N → ∞ for every t ∈ T (see Theorem 4.10 and Lemma 4.17). As pointed
out by Arnol′d and Avez [7] this equidistribution result may be used to find
the density of appearance of the digits(2) in the sequence 1, 2, 4, 8, 1, 3, 6, 1, . . .
of first digits of the powers of 2:

1,2,4,8,16,32,64,128,256,512,1024, . . . .

A set A ⊆ N is said to have density d(A) if

d(A) = lim
k→∞

1
k

∣
∣A ∩ [1, k]

∣
∣
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exists. Notice that 2n has first digit k for some k ∈ {1, 2, . . . , 9} if and only if

log10 k � {n log10 2} < log10(k + 1),

where we write {t} for the fractional part of the real number t.
Since α = log10 2 is irrational, we may apply (1.2) to deduce that

∣
∣{n |0� n � N−1, 1st digit of 2n is k}

∣
∣

N
=

1
N

N−1∑

n=0

χ[log10 k,log10(k+1))(Rn
α(0))

→ log10

(
k + 1

k

)

as N → ∞.
Thus the first digit k ∈ {1, . . . , 9} appears with density log10

(
k+1

k

)

, and
it follows in particular that the digit 1 is the most common leading digit in
the sequence of powers of 2.

Exercises for Sect. 1.1

Exercise 1.1.1. A point x ∈ X is said to be periodic for the map T : X → X
if there is some k � 1 with T k(x) = x, and pre-periodic if the orbit of x
under T is finite. Describe the periodic points and the pre-periodic points for
the map x �→ 10x (mod 1) from Example 1.1.

Exercise 1.1.2. Prove that the orbit of any point x ∈ T under the map Rα

on T for α irrational is dense (that is, for any ε > 0 and t ∈ T there is
some k ∈ N for which T kx lies within ε of t). Deduce that for any finite block
of decimal digits, there is some power of 2 that begins with that block of
digits.

1.2 Equidistribution for Polynomials

A sequence (an)n∈N of numbers in [0, 1) is said to be equidistributed if

d({n ∈ N | a � an < b}) = b − a

for all a, b with 0 � a < b � 1. A classical result of Weyl [381] extends the
equidistribution of the numbers (nα)n∈N

modulo 1 for irrational α to the
values of any polynomial with an irrational coefficient∗.

∗ Numbered theorems like Theorem 1.4 in the main text are proved in this volume, but
not necessarily in the chapter in which they first appear.
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Theorem 1.4 (Weyl). Let p(n) = aknk + · · ·+ a0 be a real polynomial with
at least one coefficient among a1, . . . , ak irrational. Then the sequence (p(n))
is equidistributed modulo 1.

Furstenberg extended unique ergodicity to a dynamically defined extension
of the irrational circle rotation described in Example 1.3, giving an elegant
ergodic-theoretic proof of Theorem 1.4. This approach will be discussed in
Sect. 4.4.

Exercises for Sect. 1.2

Exercise 1.2.1. Describe what Theorem 1.4 can tell us about the leading
digits of the powers of 2.

1.3 Szemerédi’s Theorem

Szemerédi, in an intricate and difficult combinatorial argument, proved a
long-standing conjecture of Erdős and Turán [85] in his paper [357]. A set S
of integers is said to have positive upper Banach density if there are se-
quences (mj) and (nj) with nj − mj → ∞ as j → ∞ with the property
that

lim
j→∞

|S ∩ [mj , nj ]|
nj − mj

> 0.

Theorem 1.5 (Szemerédi). Any subset of the integers with positive upper
Banach density contains arbitrarily long arithmetic progressions.

Furstenberg [102] (see also his book [103] and the article of Furstenberg,
Katznelson and Ornstein [107]) showed that Szemerédi’s theorem would fol-
low from a generalization of Poincaré’s recurrence theorem, and proved that
generalization. The connection between recurrence and Szemerédi’s theorem
will be explained in Sect. 7.3, and Furstenberg’s proof of the generalization
of Poincaré recurrence needed will be presented in Chap. 7. There are a great
many more theorems in this direction which we cannot cover, but it is worth
noting that many of these further theorems to date only have proofs using
ergodic theory.

More recently, Gowers [122] has given a different proof of Szemerédi’s
theorem, and in particular has found the following effective form of it∗.

Theorem (Gowers). For every integer s � 1 and sufficiently large inte-
ger N , every subset of {1, 2, . . . , N} with at least

∗ Theorems and other results that are not numbered will not be proved in this volume,
but will also not be used in the main body of the text.
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N(log log N)−2−2s+9

elements contains an arithmetic progression of length s.

Typically proofs using ergodic theory are not effective: Theorem 1.5 eas-
ily implies a finitistic version of Szemerédi’s theorem, which states that for
every s and constant c > 0 and all sufficiently large N = N(s, c), any subset
of {1, . . . , N} with at least cN elements contains an arithmetic progression
of length s. However, the dependence of N on c is not known by this means,
nor is it easily deduced from the proof of Theorem 1.5. Gowers’ Theorem,
proved by different methods, does give an explicit dependence.

We mention Gowers’ Theorem to indicate some of the limitations of ergodic
theory. While ergodic methods have many advantages, proving quite general
theorems which often have no other proofs, they also have disadvantages, one
of them being that they tend to be non-effective.

Subsequent development of the combinatorial and arithmetic ideas by
Goldston, Pintz and Yıldırım [118](3) and Gowers, and of the ergodic method
by Host and Kra [159] and Ziegler [393], has influenced some arguments of
Green and Tao [127] in their proof of the following long-conjectured result.
This is a good example of how asking for effective or quantitative versions of
existing results can lead to new qualitative theorems.

Theorem (Green and Tao). The set of primes contains arbitrarily long
arithmetic progressions.

1.4 Indefinite Quadratic Forms and Oppenheim’s
Conjecture

Our purpose here is to provide enough background in ergodic theory to
quickly reach some understanding of a few deeper results in number theory
and combinatorial number theory where ergodic theory has made a contribu-
tion. Along the way we will develop a good portion of ergodic theory as well as
some other background material. In the rest of this introductory chapter, we
mention some more highlights of the many connections between ergodic the-
ory and number theory. The results in this section, and in Sects. 1.5 and 1.6,
will not be covered in this book, but we plan to discuss them in a subsequent
volume.

The next theorem was conjectured in a weaker form by Oppenheim
in 1929 and eventually proved by Margulis in the stronger form stated here
in 1986 [247, 250]. In order to state the result, we recall some terminology
for quadratic forms.

A quadratic form in n variables is a homogeneous polynomial Q(x1, . . . , xn)
of degree two. Equivalently, a quadratic form is a polynomial Q for which
there is a symmetric n × n matrix AQ with
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Q(x1, . . . , xn) = (x1, . . . , xn)AQ(x1, . . . , xn)t.

Since AQ is symmetric, there is an orthogonal matrix P for which P tAQP
is diagonal. This means there is a different coordinate system y1, . . . , yn for
which

Q(x1, . . . , xn) = c1y
2
1 + · · · + cny2

n.

The quadratic form is called non-degenerate if all the coefficients ci are non-
zero (equivalently, if detAQ �= 0), and is called indefinite if the coefficients ci

do not all have the same sign. Finally, the quadratic form is said to be rational
if its coefficients (equivalently, if the entries of the matrix AQ) are rational∗.

Theorem (Margulis). Let Q be an indefinite non-degenerate quadratic
form in n � 3 variables that is not a multiple of a rational form. Then Q(Zn)
is a dense subset of R.

It is easy to see that two of the stated conditions are necessary for the
result: if the form Q is definite then the elements of Q(Zn) all have the
same sign, and if Q is a multiple of a rational form, then Q(Zn) lies in a
discrete subgroup of R. The assumption that Q is non-degenerate and n is at
least 3 are also necessary, though this is less obvious (requiring in particular
the notion of badly approximable numbers from the theory of Diophantine
approximation, which will be introduced in Sect. 3.3). This shows that the
theorem as stated above is in the strongest possible form. Weaker forms of this
result have been obtained by other methods, but the full strength of Margulis’
Theorem at the moment requires dynamical arguments (for example, ergodic
methods).

Proving the theorem involves understanding the behavior of orbits for the
action of the subgroup SO(2, 1) � SL3(R) on points x ∈ SL3(Z)\ SL3(R)
(the space of right cosets of SL3(Z) in SL3(R)); these may be thought of as
sets of the form xSO(2, 1). As it turns out (a consequence of Raghunathan’s
conjectures, discussed briefly in Sect. 1.7), such orbits are either closed subsets
of SL3(Z)\ SL3(R) or are dense in SL3(Z)\ SL3(R). Moreover, the former case
happens if and only if the point x corresponds in an appropriate sense to a
rational quadratic form.

Margulis’ Theorem may be viewed as an extension of Example 1.3 to
higher degree in the following sense. The statement that every orbit under
the map Rα(t) = t + α (mod 1) is dense in T is equivalent to the statement
that if L is a linear form in two variables that is not a multiple of a rational
form, then L(Z2) is dense in R.

∗ Note that the rationality of Q cannot be detected using the coefficients c1, . . . , cn after
the real coordinate change.
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1.5 Littlewood’s Conjecture

For a real number t, write 〈t〉 for the distance from t to the nearest integer,

〈t〉 = min
q∈Z

|t − q|.

The theory of continued fractions (which will be described in Chap. 3) shows
that for any real number u, there is a sequence (qn) with qn → ∞ such
that qn〈qnu〉 < 1 for all n � 1. Littlewood conjectured the following in
the 1930s: for any real numbers u, v,

lim inf
n→∞

n〈nu〉〈nv〉 = 0.

Some progress was made on this for restricted classes of numbers u and v
by Cassels and Swinnerton-Dyer [50], Pollington and Velani [290], and oth-
ers, but the problem remains open. In 2003 Einsiedler, Katok and Linden-
strauss [79] used ergodic methods to prove that the set of exceptions to
Littlewood’s conjecture is extremely small.

Theorem (Einsiedler, Katok & Lindenstrauss). Let

Θ =
{

(u, v) ∈ R
2 | lim inf

n→∞
n〈nu〉〈nv〉 > 0

}

.

Then the Hausdorff dimension of Θ is zero.

In fact the result in [79] is a little stronger, showing that Θ satisfies a
stronger property that implies it has Hausdorff dimension zero. The proof re-
lies on a partial classification of certain invariant measures on SL3(Z)\ SL3(R).
This is part of the theory of measure rigidity, and the particular type of phe-
nomenon seen has its origins in work of Furstenberg [100], who showed that
the natural action t �→ at (mod 1) of the semi-group generated by two mul-
tiplicatively independent natural numbers a1 and a2 on T has, apart from
finite sets, no non-trivial closed invariant sets. He asked if this system could
have any non-atomic ergodic invariant measures other than Lebesgue mea-
sure. Partial results on this and related generalizations led to the formulation
of far-reaching conjectures by Margulis [251], by Furstenberg, and by Katok
and Spatzier [183, 184]. A special case of these conjectures concerns actions
of the group A of positive diagonal matrices in SLk(R) for k � 3 on the
space SLk(Z)\ SLk(R): if μ is an A-invariant ergodic probability measure
on this space, is there a closed connected group L � A for which μ is the
unique L-invariant measure on a single closed L-orbit (that is, is μ homo-
geneous)?

In the work of Einsiedler, Katok and Lindenstrauss the conjecture stated
above is proved under the additional hypothesis that the measure μ gives
positive entropy to some one-parameter subgroup of A, which leads to the
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theorem concerning Θ. A complete classification of these measures without
entropy hypotheses would imply the full conjecture of Littlewood.

In this volume we will develop the minimal background needed for the
ergodic approach to continued fractions (see Chap. 3) as well as the basic
theorems concerning the action of the diagonal subgroup A on the quotient
space SL2(Z)\ SL2(R) (see Chap. 9). We will also describe the connection
between these two topics, which will help us to prove results about the con-
tinued fraction expansion and about the action of A.

1.6 Integral Quadratic Forms

An important topic in number theory, both classical and modern, is that of
integral quadratic forms. A quadratic form Q(x1, . . . , xn) is said to be integral
if its coefficients are integers.

A natural problem(4) is to describe the range Q(Zn) of an integral
quadratic form evaluated on the integers. A classical theorem of Lagrange(5)

on the sum of four squares says that Q0(Z4) = N0 if

Q0(x1, x2, x3, x4) = x2
1 + x2

2 + x2
3 + x2

4,

solving the problem for a particular form.
More generally, Kloosterman, in his dissertation of 1924, found an asymp-

totic formula for the number of expressions for an integer in terms of a posi-
tive definite quadratic form Q in five or more variables and deduced that any
large integer lies in Q(Zn) if it satisfies certain congruence conditions. The
case of four variables is much deeper, and required him to make new deep
developments in analytic number theory; special cases appeared in [201] and
the full solution in [202], where he proved that an integral definite quadratic
form Q in four variables represents all large enough integers a for which there
is no congruence obstruction. Here we say that a ∈ N has a congruence ob-
struction for the quadratic form Q(x1, . . . , xn) if a modulo d is not a value
of Q(x1, . . . , xn) modulo d for some d ∈ N.

The methods that are usually applied to prove these theorems are purely
number-theoretic. Ellenberg and Venkatesh [83] have introduced a method
that combines number theory, algebraic group theory, and ergodic theory to
prove results in this field, leading to a different proof of the following special
case of Kloosterman’s Theorem.

Theorem (Kloosterman). Let Q be a positive definite quadratic form with
integer coefficients in at least 6 variables. Then all large enough integers that
do not fail the congruence conditions can be represented by the form Q.

That is, if a ∈ N is larger than some constant that depends on Q and for
every d > 0 there exists some xd ∈ Z

n with Q(xd) = a modulo d, then there
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exists some x ∈ Z
n with Q(x) = a. This theorem has purely number-theoretic

proofs (see the survey by Schulze-Pillot [335]).
In fact Ellenberg and Venkatesh proved in [83] a different theorem that

currently does not have a purely number-theoretic proof. They considered
the problem of representing a quadratic form by another quadratic form:
If Q is an integral positive definite(6) quadratic form in n variables and Q′

is another such form in m < n variables, then one can ask whether there is
a subgroup Λ � Z

n generated by m elements such that when Q is restricted
to Λ the resulting form is isomorphic to Q′. This question has, for instance,
been studied by Gauss in the case of m = 2 and n = 3 in the Disquisitiones
Arithmeticae [111]. As before, there can be congruence obstructions to this
problem, which are best phrased in terms of p-adic numbers. Roughly speak-
ing, Ellenberg and Venkatesh show that for a given integral definite quadratic
form Q in n variables, every integral definite quadratic form Q′ in m � n− 5
variables(7) that does not have small image values can be represented by Q,
unless there is a congruence obstruction. The assumption that the quadratic
form Q′ does not have small image means that minx∈Zm�{0} Q′(x) should be
bigger than some constant that depends on Q.

The ergodic theory used in [83] is related to Raghunathan’s conjecture
mentioned in Sect. 1.4 and discussed again in Sect. 1.7 below, and is the
result of work by many people, including Margulis, Mozes, Ratner, Shah,
and Tomanov.

1.7 Dynamics on Homogeneous Spaces

Let G � SLn(R) be a closed linear group over the reals (or over a local field;
see Sect. 9.3 for a precise definition), let Γ < G be a discrete subgroup(8), and
let H < G be a closed subgroup. For example, the case G = SL3(R) and Γ =
SL3(Z) arises in Sect. 1.4 with H = SO(2, 1), and arises in Sect. 1.5 with H =
A. Dynamical properties of the action of right multiplication by elements of H
on the homogeneous space X = Γ\G is important for numerous problems(9).
Indeed, all the results in Sects. 1.4–1.6 may be proved by studying concrete
instances of such systems. We do not want to go into the details here, but
simply mention a few highlights of the theory.

There are many important and general results on the ergodicity and mixing
behavior of natural measures on such quotients (see Chap. 2 for the defini-
tions). These results (introduced in Chaps. 9 and 11) are interesting in their
own right, but have also found applications to the problem of counting integer
(and, more recently, rational) points on groups (or certain other varieties).
The first instance of this can be found in Margulis’s thesis [252], where this
approach is used to find the asymptotics for the number of closed geodesics
on compact manifolds of negative curvature. Independently, Eskin and Mc-
Mullen [86] found the same method and applied it to a counting problem in
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certain varieties, which re-proved certain cases of the theorems in the work of
Duke, Rudnick and Sarnak [76] in a simpler manner. However, as discussed
in Sect. 1.1, the most difficult—and sometimes most interesting—problem is
to understand the orbit of a given point rather than the orbit of almost every
point. Indeed, the solution of Oppenheim’s conjecture in Sect. 1.4 by Mar-
gulis involved understanding the SO(2, 1)-orbit of a point in SL3(Z)\ SL3(R)
corresponding to the given quadratic form.

We need one more definition before we can state a general theorem in
this direction. A subgroup U < SLn(R) is called a one-parameter unipotent
subgroup if U is the image of Rw under the exponential map, for some ma-
trix w ∈ Matnn satisfying wn = 0 (that is, w is nilpotent and exp(tw) has
only 1 as an eigenvalue, hence the name). For example, there is an index
two subgroup H � SO(2, 1) which is generated by one-parameter unipotent
subgroups. However, notice that the diagonal subgroup A is not generated
by one-parameter unipotent subgroups.

Raghunathan conjectured that if the subgroup H is generated by one-
parameter unipotent subgroups, then the closures of orbits xH are always of
the form xL for some closed connected subgroup L of G that contains H.
This reduces the properties of orbit closures (a dynamical problem) to the
algebraic problem of deciding for which closed connected subgroups L the
orbit xL is closed.

Ratner [305] proved this important result using methods from ergodic
theory. In fact, she deduced Raghunathan’s conjecture from Dani’s conjec-
ture(10) regarding H-invariant measures, which she proved first in the series
of papers [302, 303] and [304].

To date there have been numerous applications of the above theorem, and
certain extensions of it. To name a few more seemingly unrelated applica-
tions, Elkies and McMullen [82] have applied these theorems to obtain the
distribution of the gaps in the sequence of fractional parts of

√
n, and Vat-

sal [367] has studied values of certain L-functions using the p-adic version of
the theorems. There are further applications of the theory too numerous to
describe here, but the examples above show again the variety of fields that
have connections to ergodic theory.

We will discuss a few special cases of the conjectures of Raghunathan and
Dani. Example 1.3, Sect. 4.4, Chap. 10, Sect. 11.5, and Sect. 11.7 treat special
cases, some of which were known before the conjectures were formulated.

1.8 An Overview of Ergodic Theory

Having seen some statements that qualify as being ergodic in nature, and
some of the many important applications of ergodic theory to number theory,
in this short section we give a brief overview of ergodic theory. If this is
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not already clear, notice that it is a rather diffuse subject with ill-defined
boundaries(11).

Ergodic theory is the study of long-term behavior in dynamical systems
from a statistical point of view. Its origins therefore are intimately connected
with the time evolution of systems modeled by measure-preserving actions
of the reals or the integers, with the action representing the passage of time.
Related approaches, using probabilistic methods to study the evolution of
systems, also arose in statistical physics, where other natural symmetries—
typically reflected by the presence of a Z

d-action—arise. The rich interaction
between arithmetic and geometry present in measure-preserving actions of
(lattices in) Lie groups quickly emerged, and it is now natural to view ergodic
theory as the study of measure-preserving group actions, containing but not
limited to several special branches:

(1) The classical study of single measure-preserving transformations.
(2) Measure-preserving actions of Z

d; more generally of countable amenable
groups.

(3) Measure-preserving actions of R
d and more general amenable groups,

called flows.
(4) Measure-preserving and more general actions of groups, in particular of

Lie groups and of lattices in Lie groups.

Some of the illuminating results in ergodic theory come from the existence
of (counter-)examples. Nonetheless, there are many substantial theorems. In
addition to fundamental results (the pointwise and mean ergodic theorems
themselves, for example) and structural results (the isomorphism theorem of
Ornstein, Krieger’s theorem on the existence of generators, the isomorphism
invariance of entropy), ergodic theory and its way of thinking have made
dramatic contributions to many other fields.

Notes to Chap. 1

(1)(Page 1) The origins of the word ‘ergodic’ are not entirely clear. Boltzmann coined
the word monode (unique μὸνος, nature είδος) for a set of probability distributions on
the phase space that are invariant under the time evolution of a Hamiltonian system,

and ergode for a monode given by uniform distribution on a surface of constant energy.
Ehrenfest and Ehrenfest (in an influential encyclopedia article of 1912, translated as [78])

called a system ergodic if each surface of constant energy comprised a single time orbit—
a notion called isodic by Boltzmann (same ισος, path ὸδός) — and quasi-ergodic if each

surface has dense orbits. The Ehrenfests themselves suggested that the etymology of the
word ergodic lies in a different direction (work έργον, path ὸδός). This work stimulated

interest in the mathematical foundations of statistical mechanics, leading eventually to
Birkhoff’s formulation of the ergodic hypothesis and the notion of systems for which almost

every orbit in the sense of measure spends a proportion of time in a given set in the phase
space in proportion to the measure of the set.

(2)(Page 2) Questions of this sort were raised by Gel’fand; he considered the vector of
first digits of the numbers (2n, 3n, 4n, 5n, 6n, 7n, 8n, 9n) and asked if (for example) there
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is a value of n > 1 for which this vector is (2, 3, 4, 5, 6, 7, 8, 9). This circle of problems is
related to the classical Poncelet’s porism, as explained in an article by King [194]. The

influence of Poncelet’s book [292] is discussed by Gray [126, Chap. 27].
(3)(Page 5) See also the account with some simplifications by Goldston, Motohashi, Pintz,

and Yıldırım [117] and the survey by Goldston, Pintz and Yıldırım [119].
(4)(Page 8) In a more general form, this is the 11th of Hilbert’s famous set of problems

formulated for the 1900 International Congress of Mathematics.
(5)(Page 8) Bachet conjectured the result, and Diophantus stated it; there are suggestions

that Fermat may have known it. The first published proof is that of Lagrange in 1770; a
standard proof may be found in [87, Sect. 2.3.1] for example.

(6)(Page 9) For indefinite quadratic forms there is a very successful algebraic technique,
namely strong approximation for algebraic groups (an account may be found in the mono-

graph [286] of Platonov and Rapinchuk), so ergodic theory does not enter into the discus-
sion.

(7)(Page 9) Under an additional congruence condition on Q′ the method also works
for m � n − 3.

(8)For some of the statements made here one actually has to assume that Γ is a lattice;
see Sect. 9.4.3.

(9)(Page 9) Further readings from various perspectives on the ergodic theory of homoge-
neous spaces may be found in the books of Bekka and Mayer [21], Feres [90], Starkov [350],

Witte Morris [385, 387] and Zimmer [394].
(10)(Page 10) For linear groups over local fields, and products of such groups, the conjec-

tures of Dani (resp. Raghunathan) have been proved by Margulis and Tomanov [253] and
independently by Ratner [306].
(11)(Page 11) Some of the many areas of ergodic theory that we do not treat in a substantial
way, and other general sources on ergodic theory, may be found in the following books:
the connection with information theory in the work of Billingsley [31] and Shields [342]; a

wide-ranging overview of ergodic theory in that of Cornfeld, Fomin and Sinăı [60]; ergodic
theory developed in the language of joinings in the work of Glasner [116]; more on the

theory of entropy and generators in books by Parry [277, 279]; a thorough development
of the fundamentals of the measurable theory, including the isomorphism and generator

theory, in the book of Rudolph [324].



Chapter 2

Ergodicity, Recurrence and Mixing

In this chapter the basic objects studied in ergodic theory, measure-preserving
transformations, are introduced. Some examples are given, and the relation-
ship between various mixing properties is described. Background on measure
theory appears in Appendix A.

2.1 Measure-Preserving Transformations

Definition 2.1. Let (X,B, μ) and (Y,C , ν) be probability spaces. A map∗ φ
from X to Y is measurable if φ−1(A) ∈ B for any A ∈ C , and is measure-
preserving if it is measurable and μ(φ−1B) = ν(B) for all B ∈ C . If in
addition φ−1 exists almost everywhere and is measurable, then φ is called an
invertible measure-preserving map. If T : (X, B, μ) → (X, B, μ) is measure-
preserving, then the measure μ is said to be T -invariant, (X, B, μ, T ) is called
a measure-preserving system and T a measure-preserving transformation.

Notice that we work with pre-images of sets rather than images to de-
fine measure-preserving maps (just as pre-images of sets are used to define
measurability of real-valued functions on a measure space). As pointed out in
Example 2.4 and Exercise 2.1.3, it is essential to do this. In order to show that
a measurable map is measure-preserving, it is sufficient to check this property
on a family of sets whose disjoint unions approximate all measurable sets (see
Appendix A for the details).

Most of the examples we will encounter are algebraic or are motivated by
algebraic or number-theoretic questions. This is not representative of ergodic
theory as a whole, where there are many more types of examples (two non-
algebraic classes of examples are discussed on the website [81]).

∗ In this measurable setting, a map is allowed to be undefined on a set of zero measure.

Definition 2.7 will give one way to view this: a measurable map undefined on a set of zero
measure can be viewed as an everywhere-defined map on an isomorphic measure space.

M. Einsiedler, T. Ward, Ergodic Theory, Graduate Texts in Mathematics 259,
DOI 10.1007/978-0-85729-021-2 2, © Springer-Verlag London Limited 2011
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We define the circle T = R/Z to be the set of cosets of Z in R with the
quotient topology induced by the usual topology on R. This topology is also
given by the metric

d(r + Z, s + Z) = min
m∈Z

|r − s + m|,

and this makes T into a compact abelian group (see Appendix C). The in-
terval [0, 1) ⊆ R is a fundamental domain for Z: that is, every element of T

may be written in the form t + Z for a unique t ∈ [0, 1). We will frequently
use [0, 1) to define points (and subsets) in T, by identifying t ∈ [0, 1) with
the unique coset t + Z ∈ T defined by t.

Example 2.2. For any α ∈ R, define the circle rotation by α to be the map

Rα : T → T, Rα(t) = t + α (mod 1).

We claim that Rα preserves the Lebesgue measure mT on the circle. By
Theorem A.8, it is enough to prove it for intervals, where it is clear. Al-
ternatively, we may note that Lebesgue measure is a Haar measure on the
compact group T, which is invariant under any translation by construction
(see Sects. 8.3 and C.2).

Example 2.3. A generalization of Example 2.2 is a rotation on a compact
group. Let X be a compact group, and let g be an element of X. Then
the map Tg : X → X defined by Tg(x) = gx preserves the (left) Haar
measure mX on X. The Haar measure on a locally compact group is described
in Appendix C, and may be thought of as the natural generalization of the
Lebesgue measure to a general locally compact group.

Fig. 2.1 The pre-image of [a, b) under the circle-doubling map

Example 2.4. The circle-doubling map is T2 : T → T, T2(t) = 2t (mod 1).
We claim that T2 preserves the Lebesgue measure mT on the circle. By The-
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orem A.8, it is sufficient to check this on intervals, so let B = [a, b) ⊆ [0, 1)
be any interval. Then it is easy to check that

T−1
2 (B) =

[
a
2 , b

2

)

∪
[

a
2 + 1

2 , b
2 + 1

2

)

is a disjoint union (thinking of a and b as real numbers; see Fig. 2.1), so

mT

(

T−1
2 (B)

)

= 1
2 (b − a) + 1

2 (b − a) = b − a = mT(B).

Notice that the measure-preserving property cannot be seen by studying
forward iterates: if I is a small interval, then T2(I) is an interval∗ with total
length 2(b − a).

Example 2.5. Generalizing Example 2.4, let X be a compact abelian group
and let T : X → X be a surjective endomorphism. Then T preserves the
Haar measure mX on X by the following argument. Define a measure μ
on X by μ(A) = mX(T−1A). Then, given any x ∈ X pick y with T (y) = x
and notice that

μ(A + x) = mX(T−1(A + x)) = mX(T−1A + y) = mX(T−1A) = μ(A),

so μ is a translation-invariant Borel probability on X (this just means a
probability measure defined on the Borel σ-algebra). Since the normalized
Haar measure is the unique measure with this property, μ must be mX ,
which means that T preserves the Haar measure mX on X.

One of the ways in which a measure-preserving transformation may be
studied is via its induced action on some natural space of functions. Given any
function f : X → R and map T : X → X, write f ◦T for the function defined
by (f ◦ T )(x) = f(Tx). As usual we write L1

μ for the space of (equivalence
classes of) measurable functions f : X → R with

∫

|f | dμ < ∞, L ∞ for the
space of measurable bounded functions and L 1

μ for the space of measurable
integrable functions (in the usual sense of function, in particular defined
everywhere; see Sect. A.3).

Lemma 2.6. A measure μ on X is T -invariant if and only if
∫

f dμ =
∫

f ◦ T dμ (2.1)

for all f ∈ L ∞. Moreover, if μ is T -invariant, then (2.1) holds for f ∈ L1
μ.

Proof. If (2.1) holds, then for any measurable set B we may take f = χB

to see that
∗ We say that a subset of T is an interval in T if it is the image of an interval in R. An

interval might therefore be represented in our chosen space of coset representatives [0, 1)
by the union of two intervals.
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μ(B) =
∫

χB dμ =
∫

χB ◦ T dμ =
∫

χT−1B dμ = μ(T−1B),

so T preserves μ.
Conversely, if T preserves μ then (2.1) holds for any function of the form χB

and hence for any simple function (see Sect. A.3). Let f be a non-negative
real-valued function in L 1

μ . Choose a sequence of simple functions (fn) in-
creasing to f (see Sect. A.3). Then (fn ◦ T ) is a sequence of simple functions
increasing to f ◦ T , and so

∫

f ◦ T dμ = lim
n→∞

∫

fn ◦ T dμ = lim
n→∞

∫

fn dμ =
∫

f dμ,

showing that (2.1) holds for f . �
One part of ergodic theory is concerned with the structure and classifi-

cation of measure-preserving transformations. The next definition gives the
two basic relationships there may be between measure-preserving transfor-
mations(12).

Definition 2.7. Let (X, BX , μ, T ) and (Y,BY , ν, S) be measure-preserving
systems on probability spaces.

(1) The system (Y,BY , ν, S) is a factor of (X, BX , μ, T ) if there are sets X ′

in BX and Y ′ in BY with μ(X ′) = 1, ν(Y ′) = 1, TX ′ ⊆ X ′, SY ′ ⊆ Y ′

and a measure-preserving map φ : X ′ → Y ′ with

φ ◦ T (x) = S ◦ φ(x)

for all x ∈ X ′.
(2) The system (Y,BY , ν, S) is isomorphic to (X, BX , μ, T ) if there are

sets X ′ in BX , Y ′ in BY with μ(X ′)=1, ν(Y ′)=1, TX ′ ⊆ X ′, SY ′ ⊆ Y ′,
and an invertible measure-preserving map φ : X ′ → Y ′ with

φ ◦ T (x) = S ◦ φ(x)

for all x ∈ X ′.

In measure theory it is natural to simply ignore null sets, and we will
sometimes loosely think of a factor as a measure-preserving map φ : X → Y
for which the diagram

X
T−−−−→ X

φ

⏐
⏐
�

⏐
⏐
�φ

Y −−−−→
S

Y

is commutative, with the understanding that the map is not required to be
defined everywhere.
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A factor map
(X, BX , μ, T ) −→ (Y,BY , ν, S)

will also be described as an extension of (Y,BY , ν, S). The factor (Y,BY , ν, S)
is called trivial if as a measure space Y comprises a single element; the ex-
tension is called trivial if φ is an isomorphism of measure spaces.

Example 2.8. Define the (1
2 , 1

2 ) measure μ(1/2,1/2) on the finite set {0, 1} by

μ(1/2,1/2)({0}) = μ(1/2,1/2)({1}) = 1
2 .

Let X = {0, 1}N with the infinite product measure μ =
∏

N
μ(1/2,1/2) (see

Sect. A.2 and Example 2.9 where we will generalize this example). This space
is a natural model for the set of possible outcomes of the infinitely repeated
toss of a fair coin. The left shift map σ : X → X defined by

σ(x0, x1, . . . ) = (x1, x2, . . . )

preserves μ (since it preserves the measure of the cylinder sets described in
Example 2.9). The map φ : X → T defined by

φ(x0, x1, . . . ) =
∞∑

n=0

xn

2n+1

is measure-preserving from (X,μ) to (T, mT) and φ(σ(x)) = T2(φ(x)). The
map φ has a measurable inverse defined on all but the countable set of dyadic
rationals Z[12 ]/Z, where

Z[ 12 ] = { m
2n | m ∈ Z, n ∈ N},

so this shows that (X,μ, σ) and (T, mT, T2) are measurably isomorphic.

When the underlying space is a compact metric space, the σ-algebra is
taken to be the Borel σ-algebra (the smallest σ-algebra containing all the
open sets) unless explicitly stated otherwise. Notice that in both Example 2.8
and Example 2.9 the underlying space is indeed a compact metric space (see
Sect. A.2).

Example 2.9. The shift map in Example 2.8 is an example of a one-sided
Bernoulli shift. A more general(13) and natural two-sided definition is the
following. Consider an infinitely repeated throw of a loaded n-sided die. The
possible outcomes of each throw are {1, 2, . . . , n}, and these appear with
probabilities given by the probability vector p = (p1, p2, . . . , pn) (probability
vector means each pi � 0 and

∑n
i=1 pi = 1), so p defines a measure μp on the

finite sample space {1, 2, . . . , n}, which is given the discrete topology. The
sample space for the die throw repeated infinitely often is
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X = {1, 2, . . . , n}Z

= {x = (. . . , x−1, x0, x1, . . . ) | xi ∈ {1, 2, . . . , n} for all i ∈ Z}.

The measure on X is the infinite product measure μ =
∏

Z
μp, and the σ-

algebra B is the Borel σ-algebra for the compact metric space∗ X, or equiv-
alently is the product σ-algebra defined below and in Sect. A.2.

A better description of the measure is given via cylinder sets. If I is a finite
subset of Z, and a is a map I → {1, 2, . . . , n}, then the cylinder set defined
by I and a is

I(a) = {x ∈ X | xj = a(j) for all j ∈ I}.

It will be useful later to write x|I for the ordered block of coordinates

xixi+1 · · ·xi+s

when I = {i, i+1, . . . , i+s} = [i, i+s]. The measure μ is uniquely determined
by the property that

μ (I(a)) =
∏

i∈I

pa(i),

and B is the smallest σ-algebra containing all cylinders (see Sect. A.2 for the
details).

Now let σ be the (left) shift on X: σ(x) = y where yj = xj+1 for all j
in Z. Then σ is μ-preserving and B-measurable. So (X, B, μ, σ) is a measure-
preserving system, called the Bernoulli scheme or Bernoulli shift based on p.
A measure-preserving system measurably isomorphic to a Bernoulli shift is
sometimes called a Bernoulli automorphism.

The next example, which we learned from Doug Lind, gives another ex-
ample of a measurable isomorphism and reinforces the point that being a
probability space is a finiteness property of the measure, rather than a met-
ric boundedness property of the space. The measure μ on R described in
Example 2.10 makes (R, μ) into a probability space.

Example 2.10. Consider the 2-to-1 map T : R → R defined by

T (x) =
1
2

(

x − 1
x

)

for x �= 0, and T (0) = 0. For any L1 function f , the substitution y = T (x)
shows that
∗ The topology on X is simply the product topology, which is also the metric topology

given by the metric defined by d(x, y) = 2−k where

k = max{j | xi = yi for |j| � k}

if x �= y and d(x, x) = 0. In this metric, points are close together if they agree on a large
block of indices around 0 ∈ Z.
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∫ ∞

−∞
f (T (x))

dx

π(1 + x2)
=
∫ ∞

−∞
f(y)

dy

π(1 + y2)

(in this calculation, note that T is only injective when restricted to (0,∞)
or (−∞, 0)). It follows by Lemma 2.6 that T preserves the probability mea-
sure μ defined by

μ([a, b]) =
∫ b

a

dx

π(1 + x2)
.

The map φ(x) = 1
π arctan(x) + 1

2 from R to T is an invertible measure-
preserving map from (R, μ) to (T, mT) where mT denotes the Lebesgue mea-
sure on T (notice that the image of φ is the subset (0, 1) ⊆ T, but this is an
invertible map in the measure-theoretic sense).

Define the map T2 : T → T by T2(x) = 2x (mod 1) as in Example 2.4. The
map φ is a measurable isomorphism from (R, μ, T ) to (T, mT, T2). Example 2.8
shows in turn that (R, μ, T ) is isomorphic to the one-sided full 2-shift.

It is often more convenient to work with an invertible measure-preserving
transformation as in Example 2.9 instead of a non-invertible transformation
as in Examples 2.4 and 2.8. Exercise 2.1.7 gives a general construction of an
invertible system from a non-invertible one.

Exercises for Sect. 2.1

Exercise 2.1.1. Show that the space (T,BT, mT) is isomorphic as a measure
space to (T2, BT2 , mT2).

Exercise 2.1.2. Show that the measure-preserving system (T,BT, mT, T4),
where T4(x) = 4x (mod 1), is measurably isomorphic to the product sys-
tem (T2, BT2 , mT2 , T2 × T2).

Exercise 2.1.3. For a map T : X → X and sets A, B ⊆ X, prove the
following.

• χA(T (x)) = χT−1(A)(x);
• T−1(A ∩ B) = T−1(A) ∩ T−1(B);
• T−1(A ∪ B) = T−1(A) ∪ T−1(B);
• T−1(A
B) = T−1(A)
T−1(B).

Which of these properties also hold with the pre-image under T−1 replaced
by the forward image under T?

Exercise 2.1.4. What happens to Example 2.5 if the map T : X → X is
only required to be a continuous homomorphism?
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Exercise 2.1.5. (a) Find a measure-preserving system (X,B, μ, T ) with a
non-trivial factor map φ : X → X.
(b) Find an invertible measure-preserving system (X, B, μ, T ) with a non-
trivial factor map φ : X → X.

Exercise 2.1.6. Prove that the circle rotation Rα from Example 2.2 is not
measurably isomorphic to the circle-doubling map T2 from Example 2.4.

Exercise 2.1.7. Let X = (X, B, μ, T ) be any measure-preserving system. A
sub-σ-algebra A ⊆ BX with T−1A = A modulo μ is called a T -invariant
sub-σ-algebra. Show that the system X̃ = (X̃, B̃, μ̃, T̃ ) defined by

• X̃ = {x ∈ XZ | xk+1 = T (xk) for all k ∈ Z};
• (T̃ (x))k = xk+1 for all k ∈ Z and x ∈ X̃;
• μ̃

(

{x ∈ X̃ | x0 ∈ A}
)

= μ(A) for any A ∈ B, and μ̃ is invariant under T̃ ;
• B̃ is the smallest T̃ -invariant σ-algebra for which the map π : x �→ x0

from X̃ to X is measurable;

is an invertible measure-preserving system, and that the map π : x �→ x0 is
a factor map. The system X̃ is called the invertible extension of X.

Exercise 2.1.8. Show that the invertible extension X̃ of a measure-preserving
system X constructed in Exercise 2.1.7 has the following universal property.
For any extension

φ : (Y,BY , ν, S) → (X, BX , μ, T )

for which S is invertible, there exists a unique map

φ̃ : (Y,BY , ν, S) → (X̃, B̃, μ̃, T̃ )

for which φ = π ◦ φ̃.

Exercise 2.1.9. (a) Show that the invertible extension of the circle-doubling
map from Example 2.4,

X2 = {x ∈ T
Z | xk+1 = T2xk for all k ∈ Z},

is a compact abelian group with respect to the coordinate-wise addition de-
fined by (x + y)k = xk + yk for all k ∈ Z, and the topology inherited from
the product topology on T

Z.
(b) Show that the diagonal embedding δ(r) = (r, r) embeds Z[12 ] as a discrete
subgroup of R×Q2, and that X2

∼= R×Q2/δ(Z[ 12 ]) ∼= R×Z2/δ(Z) as compact
abelian groups (see Appendix C for the definition of Qp and Zp). In particular,
the map T̃2 (which may be thought of as the left shift on X2, or as the map
that doubles in each coordinate) is conjugate to the map

(s, r) + δ(Z[12 ]) �→ (2s, 2r) + δ(Z[ 12 ])
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on R × Q2/δ(Z[ 12 ]). The group X2 constructed in this exercise is a simple
example of a solenoid.

2.2 Recurrence

One of the central themes in ergodic theory is that of recurrence, which is
a circle of results concerning how points in measurable dynamical systems
return close to themselves under iteration. The first and most important of
these is a result due to Poincaré [288] published in 1890; he proved this in
the context of a natural invariant measure in the “three-body” problem of
planetary orbits, before the creation of abstract measure theory(14). Poincaré
recurrence is the pigeon-hole principle for ergodic theory; indeed on a finite
measure space it is exactly the pigeon-hole principle.

Theorem 2.11 (Poincaré Recurrence). Let T : X → X be a measure-
preserving transformation on a probability space (X, B, μ), and let E ⊆ X
be a measurable set. Then almost every point x ∈ E returns to E infinitely
often. That is, there exists a measurable set F ⊆ E with μ(F ) = μ(E) with
the property that for every x ∈ F there exist integers 0 < n1 < n2 < · · ·
with Tnix ∈ E for all i � 1.

Proof. Let B = {x ∈ E | Tnx /∈ E for any n � 1}. Then

B = E ∩ T−1(X�E) ∩ T−2(X�E) ∩ · · · ,

so B is measurable. Now, for any n � 1,

T−nB = T−nE ∩ T−n−1(X�E) ∩ · · · ,

so the sets B, T−1B, T−2B, . . . are disjoint and all have measure μ(B) since T
preserves μ. Thus μ(B) = 0, so there is a set F1 ⊆ E with μ(F1) = μ(E)
and for which every point of F1 returns to E at least once under iterates
of T . The same argument applied to the transformations T 2, T 3 and so on
defines subsets F2, F3, . . . of E with μ(Fn) = μ(E) and with every point of Fn

returning to E under Tn for n � 1. The set

F =
⋂

n�1

Fn ⊆ E

has μ(F ) = μ(E), and every point of F returns to E infinitely often. �
Poincaré recurrence is entirely a consequence of the measure space being

of finite measure, as shown in the next example.

Example 2.12. The map T : R → R defined by T (x) = x + 1 preserves the
Lebesgue measure mR on R. Just as in Definition 2.1, this means that



22 2 Ergodicity, Recurrence and Mixing

mR(T−1A) = mR(A)

for any measurable set A ⊆ R. For any bounded set E ⊆ R and any x ∈ E,
the set

{n � 1 | Tnx ∈ E}

is finite. Thus the map T exhibits no recurrence.

The absence of guaranteed recurrence in infinite measure spaces is one of
the main reasons why we restrict attention to probability spaces. There is
nonetheless a well-developed ergodic theory of transformations preserving an
infinite measure, described in the monograph of Aaronson [1].

Theorem 2.11 may be applied when E is a set in some physical system
preserving a finite measure that gives E positive measure. In this case it
means that almost every orbit of such a dynamical system returns close to its
starting point infinitely often (see Exercise 2.2.3(a)). A much deeper property
that a dynamical system may have is that almost every orbit returns close to
almost every point infinitely often, and this property is addressed in Sect. 2.3
(specifically, in Proposition 2.14).

Extending recurrence to multiple recurrence (where the images of a set of
positive measure at many different future times is shown to have a non-trivial
intersection) is the crucial idea behind the ergodic approach to Szemerédi’s
theorem (Theorem 1.5). This multiple recurrence generalization of Poincaré
recurrence will be proved in Chap. 7.

Exercises for Sect. 2.2

Exercise 2.2.1. Prove the following version of Poincaré recurrence with a
weaker hypothesis (finite additivity in place of countable additivity for the
measure) and with a stronger conclusion (a bound on the return time).
Let (X,B, μ, T ) be a measure-preserving system with μ only assumed to
be a finitely additive measure (see (A.1)), and let A ∈ B have μ(A) > 0.
Show that there is some positive n � 1

μ(A) for which μ(A ∩ T−nA) > 0.

Exercise 2.2.2. (a) Use Exercise 2.2.1 to show the following. If A ⊆ N has
positive density, meaning that

d(A) = lim
k→∞

1
k

∣
∣A ∩ [1, k]

∣
∣

exists and is positive, prove that there is some n � 1 with d (A ∩ (A − n)) > 0
(here A − n = {a − n | a ∈ A}), where

d(B) = lim sup
k→∞

1
k

∣
∣B ∩ [1, k]

∣
∣ .
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(b) Can you prove this starting with the weaker assumption that the upper
density d(A) is positive, and reaching the same conclusion?

Exercise 2.2.3. (a) Let (X, d) be a compact metric space and let T : X → X
be a continuous map. Suppose that μ is a T -invariant probability measure
defined on the Borel subsets of X. Prove that for μ-almost every x ∈ X there
is a sequence nk → ∞ with Tnk(x) → x as k → ∞.
(b) Prove that the same conclusion holds under the assumption that X is
a metric space, T : X → X is Borel measurable, and μ is a T -invariant
probability measure.

2.3 Ergodicity

Ergodicity is the natural notion of indecomposability in ergodic theory(15).
The definition of ergodicity for (X, B, μ, T ) means that it is impossible to
split X into two subsets of positive measure each of which is invariant un-
der T .

Definition 2.13. A measure-preserving transformation T : X → X of a
probability space (X, B, μ) is ergodic if for any∗ B ∈ B,

T−1B = B =⇒ μ(B) = 0 or μ(B) = 1. (2.2)

When the emphasis is on the map T : X → X, and we are studying
different T -invariant measures, we will also say that μ is an ergodic measure
for T . It is useful to have several different characterizations of ergodicity, and
these are provided by the following proposition.

Proposition 2.14. The following are equivalent properties for a measure-
preserving transformation T of (X, B, μ).

(1) T is ergodic.
(2) For any B ∈ B, μ(T−1B
B) = 0 implies that μ(B) = 0 or μ(B) = 1.
(3) For A ∈ B, μ(A) > 0 implies that μ (

⋃∞
n=1 T−nA) = 1.

(4) For A, B ∈ B, μ(A)μ(B) > 0 implies that there exists n � 1 with

μ(T−nA ∩ B) > 0.

(5) For f : X → C measurable, f ◦ T = f almost everywhere implies that f
is equal to a constant almost everywhere.

In particular, for an ergodic transformation and countably many sets of
positive measure, almost every point visits all of the sets infinitely often under
iterations by the ergodic transformation.

∗ A set B ∈ B with T−1B = B is called strictly invariant under T .
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Proof of Proposition 2.14. (1) =⇒ (2): Assume that T is ergodic, so the
implication (2.2) holds, and let B be an almost invariant measurable set—
that is, a measurable set B with μ

(

T−1B
B
)

= 0. We wish to construct an
invariant set from B, and this is achieved by means of the following limsup
construction. Let

C =
∞⋂

N=0

∞⋃

n=N

T−nB.

For any N � 0,

B

∞⋃

n=N

T−nB ⊆
∞⋃

n=N

B
T−nB

and μ (B
T−nB) = 0 for all n � 1, since B
T−nB is a subset of

n−1⋃

i=0

T−iB
T−(i+1)B,

which has zero measure. Let CN =
⋃∞

n=N T−nB; the sets CN are nested,

C0 ⊇ C1 ⊇ · · · ,

and μ(CN
B) = 0 for each N . It follows that μ(C
B) = 0, so

μ(C) = μ(B).

Moreover,

T−1C =
∞⋂

N=0

∞⋃

n=N

T−(n+1)B =
∞⋂

N=0

∞⋃

n=N+1

T−nB = C.

Thus T−1C = C, so by ergodicity μ(C) = 0 or 1, so μ(B) = 0 or 1.

(2) =⇒ (3): Let A be a set with μ(A) > 0, and let B =
⋃∞

n=1 T−nA.
Then T−1B ⊆ B; on the other hand μ

(

T−1B
)

= μ (B) so μ(T−1B
B) = 0.
It follows that μ(B) = 0 or 1; since T−1A ⊆ B the former is impossible,
so μ(B) = 1 as required.

(3) =⇒ (4): Let A and B be sets of positive measure. By (3),

μ

( ∞⋃

n=1

T−nA

)

= 1,

so

0 < μ(B) = μ

( ∞⋃

n=1

B ∩ T−nA

)

�
∞∑

n=1

μ
(

B ∩ T−nA
)

.

It follows that there must be some n � 1 with μ(B ∩ T−nA) > 0.
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(4) =⇒ (1): Let A be a set with T−1A = A. Then

0 = μ(A ∩ X�A) = μ(T−nA ∩ X�A)

for all n � 1 so, by (4), either μ(A) = 0 or μ(X�A) = 0.

(2) =⇒ (5): We have seen that if (2) holds, then T is ergodic. Let f be
a measurable complex-valued function on X, invariant under T in the stated
sense. Since the real and the imaginary parts of f must also be invariant and
measurable, we may assume without loss of generality that f is real-valued.
Fix k ∈ Z and n � 1 and write

Ak
n = {x ∈ X | f(x) ∈ [ k

n , k+1
n )}.

Then T−1Ak
n
Ak

n ⊆ {x ∈ X | f ◦ T (x) �= f(x)}, a null set, so by (2)

μ(Ak
n) ∈ {0, 1}.

For each n, X is the disjoint union
⊔

k∈Z
Ak

n. It follows that there must be
exactly one k = k(n) with μ(Ak(n)

n ) = 1. Then f is constant on the set

Y =
∞⋂

n=1

Ak(n)
n

and μ(Y ) = 1, so f is constant almost everywhere.

(5) =⇒ (2): If μ(T−1B
B) = 0 then f = χB is a T -invariant measurable
function, so by (5) χB is a constant almost everywhere. It follows that μ(B)
is either 0 or 1. �

Proposition 2.15. Bernoulli shifts are ergodic.

Proof. Recall the measure-preserving transformation σ defined in Exam-
ple 2.9 on the measure space X = {0, 1, . . . , n}Z with the product mea-
sure μ. Let B denote a σ-invariant measurable set. Then given any ε ∈ (0, 1)
there is a finite union of cylinder sets A with μ(A
B) < ε, and hence
with |μ(A) − μ(B)| < ε. This means A can be described as

A = {x ∈ X | x|[−N,N ] ∈ F}

for some N and some finite set F ⊆ {0, 1, . . . , n}[−N,N ] (for brevity we
write [a, b] for the interval of integers [a, b] ∩ Z. It follows that for M > 2N ,

σ−M (A) = {x ∈ X | x|[M−N,M+N ] ∈ F},

where we think of x|[M−N,M+N ] as a function on [−N, N ] in the natural way,
is defined by conditions on a set of coordinates disjoint from [−N, N ], so
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μ(σ−MA�A) = μ(σ−MA ∩ X�A) = μ(σ−MA)μ(X�A) = μ(A)μ(X�A).
(2.3)

Since B is σ-invariant, μ(B
σ−1B) = 0. Now

μ(σ−MA
B) = μ(σ−MA
σ−MB)
= μ(A
B) < ε,

so μ(σ−MA
A) < 2ε and therefore

μ(σ−MA
A) = μ(A�σ−MA) + μ(σ−MA�A) < 2ε. (2.4)

Therefore, by (2.3) and (2.4),

μ(B)μ(X�B) < (μ(A) + ε) (μ(X�A) + ε)
= μ(A)μ(X�A) + εμ(A) + εμ(X�A) + ε2

< μ(A)μ(X�A) + 3ε < 5ε.

Since ε was arbitrary, this implies that μ(B)μ(X�B) = 0, so μ(B) = 0 or 1
as required. �

More general versions of this kind of approximation argument appear in
Exercises 2.7.3 and 2.7.4.

Proposition 2.16. The circle rotation Rα : T → T is ergodic with respect to
the Lebesgue measure mT if and only if α is irrational.

Proof. If α ∈ Q, then we may write α = p
q in lowest terms, so Rq

α = IT is
the identity map. Pick any measurable set A ⊆ T with 0 < mT(A) < 1

q . Then

B = A ∪ RαA ∪ · · · ∪ Rq−1
α A

is a measurable set invariant under Rα with mT(B) ∈ (0, 1), showing that Rα

is not ergodic.
If α /∈ Q then for any ε > 0 there exist integers m, n, k with m �= n

and |mα−nα− k| < ε. It follows that β = (m−n)α− k lies within ε of zero
but is not zero, and so the set {0, β, 2β, . . . } considered in T is ε-dense (that
is, every point of T lies within ε of a point in this set). Thus (Zα+Z)/Z ⊆ T

is dense.
Now suppose that B ⊆ T is invariant under Rα. Then for any ε > 0 choose

a function f ∈ C(T) with ‖f − χB‖1 < ε. By invariance of B we have

‖f ◦ Rn
α − f‖1 < 2ε

for all n. Since f is continuous, it follows that

‖f ◦ Rt − f‖1 � 2ε
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for all t ∈ R. Thus, since mT is rotation-invariant,
∥
∥
∥
∥
f −

∫

f(t) dt

∥
∥
∥
∥

1

=
∫ ∣
∣
∣
∣

∫

(f(x) − f(x + t)) dt

∣
∣
∣
∣

dx

�
∫∫ ∣

∣
∣f(x) − f(x + t)

∣
∣
∣ dxdt � 2ε

by Fubini’s theorem (see Theorem A.13) and the triangle inequality for inte-
grals. Therefore

‖χB − μ(B)‖1 � ‖χB − f‖1 +
∥
∥
∥
∥
f −
∫

f(t) dt

∥
∥
∥
∥

1

+
∥
∥
∥
∥

∫

f(t) dt − μ(B)
∥
∥
∥
∥

1

< 4ε.

Since this holds for every ε > 0 we deduce that χB is constant and there-
fore μ(B) ∈ {0, 1}. Thus for irrational α the transformation Rα is ergodic
with respect to Lebesgue measure. �

Proposition 2.17. The circle-doubling map T2 : T → T from Example 2.4
is ergodic (with respect to Lebesgue measure).

Proof. By Example 2.8, T2 and the Bernoulli shift σ on X = {0, 1}N to-
gether with the fair coin-toss measure are measurably isomorphic. By Propo-
sition 2.15 the latter is ergodic, and it is clear that measurably isomorphic
systems are either both ergodic or both not ergodic. �

Ergodicity (indecomposability in the sense of measure theory) is a uni-
versal property of measure-preserving transformations in the sense that ev-
ery measure-preserving transformation decomposes into ergodic components.
This will be shown in Sects. 4.2 and 6.1. In contrast the natural notion of
indecomposability in topological dynamics—minimality—does not permit an
analogous decomposition (see Exercise 4.2.3).

In Sect. 2.1 we pointed out that in order to check whether a map is
measure-preserving it is enough to check this property on a family of sets
that generates the σ-algebra. This is not the case when Definition 2.13 is
used to establish ergodicity (see Exercise 2.3.2). Using a different character-
ization of ergodicity does allow this, as described in Exercise 2.7.3(3).

Exercises for Sect. 2.3

Exercise 2.3.1. Show that ergodicity is not preserved under direct products
as follows. Find a pair of ergodic measure-preserving systems (X, BX , μ, T )
and (Y,BY , ν, S) for which T × S is not ergodic with respect to the product
measure μ × ν.
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Exercise 2.3.2. Define a map R : T×T → T×T by R(x, y) = (x+α, y +α)
for an irrational α. Show that for any set of the form A × B with A, B
measurable subsets of T (such a set is called a measurable rectangle) has the
property of Definition 2.13, but the transformation R is not ergodic, even if α
is irrational.

Exercise 2.3.3. (a) Find an arithmetic condition on α1 and α2 that is equiv-
alent to the ergodicity of Rα1 ×Rα2 : T×T → T×T with respect to mT×mT.
(b) Generalize part (a) to characterize ergodicity of the rotation

Rα1 × · · · × Rαn : T
n → T

n

with respect to mTn .

Exercise 2.3.4. Prove that any factor of an ergodic measure-preserving sys-
tem is ergodic.

Exercise 2.3.5. Extend Proposition 2.14 by showing that for each p ∈ [1,∞]
a measure-preserving transformation T is ergodic if and only if for any Lp

function f , f ◦T = f almost everywhere implies that f is almost everywhere
equal to a constant.

Exercise 2.3.6. Strengthen Proposition 2.14(5) by showing that a measure-
preserving transformation T is ergodic if and only if any measurable func-
tion f : X → R with f(Tx) � f(x) almost everywhere is equal to a constant
almost everywhere.

Exercise 2.3.7. Let X be a compact metric space and let T : X → X be con-
tinuous. Suppose that μ is a T -invariant ergodic probability measure defined
on the Borel subsets of X. Prove that for μ-almost every x ∈ X and every y
in the support of μ there exists a sequence nk ↗ ∞ such that Tnk(x) → y
as k → ∞. Here the support Supp(μ) of μ is the smallest closed subset A
of X with μ(A) = 1; alternatively

Supp(μ) = X �
⋃

O⊆X open,
μ(O)=0

O.

Notice that X has a countable base for its topology, so the union is still
a μ-null set (see p. 406).

2.4 Associated Unitary Operators

A different kind of action(16) induced by a measure-preserving map T on a
function space is the associated operator UT : L2

μ → L2
μ defined by

UT (f) = f ◦ T.
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Recall that L2
μ is a Hilbert space, and for any functions f1, f2 ∈ L2

μ,

〈UT f1, UT f2〉 =
∫

f1 ◦ T · f2 ◦ T dμ

=
∫

f1f2 dμ (since μ is T -invariant)

= 〈f1, f2〉 .

Here it is natural to think of functions as being complex-valued; it will be
clear from the context when members of L2

μ are allowed to be complex-valued.
Thus UT is an isometry mapping L2

μ into L2
μ whenever (X,BX , μ, T ) is a

measure-preserving system.
If U : H1 → H2 is a continuous linear operator from one Hilbert space to

another then the relation

〈Uf, g〉 = 〈f, U∗g〉

defines an associated operator U∗ : H2 → H1 called the adjoint of U . The
operator U is an isometry (that is, has ‖Uh‖H2 = ‖h‖H1 for all h ∈ H1) if
and only if

U∗U = IH1 (2.5)

is the identity operator on H1 and

UU∗ = PIm U (2.6)

is the projection operator onto ImU . Finally, an invertible linear operator U
is called unitary if U−1 = U∗, or equivalently if U is invertible and

〈Uh1, Uh2〉 = 〈h1, h2〉 (2.7)

for all h1, h2 ∈ H1. If U : H1 → H2 satisfies (2.7) then U is an isometry (even
if it is not invertible). Thus for any measure-preserving transformation T ,
the associated operator UT is an isometry, and if T is invertible then the
associated operator UT is a unitary operator, called the associated unitary
operator of T or Koopman operator of T .

A property of a measure-preserving transformation is said to be a spectral
or unitary property if it can be detected by studying the associated operator
on L2

μ.

Lemma 2.18. A measure-preserving transformation T is ergodic if and only
if 1 is a simple eigenvalue of the associated operator UT . Hence ergodicity is
a unitary property.

Proof. This follows from the proof of the equivalence of (2) and (5) in
Proposition 2.14 or via Exercise 2.3.5 applied with p = 2: an eigenfunction
for the eigenvalue 1 is a T -invariant function, and ergodicity is characterized
by the property that the only T -invariant functions are the constants. �
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An isometry U : H1 → H2 between Hilbert spaces(17) sends the expansion
of an element

x =
∞∑

n=1

cnen

in terms of a complete orthonormal basis {en} for H1 to a convergent expan-
sion

U(x) =
∞∑

n=1

cnU(en)

in terms of the orthonormal set {U(en)} in H2.
We will use this observation to study ergodicity of some of the examples

using harmonic analysis rather than the geometrical arguments used earlier
in this chapter.
Proof of Proposition 2.16 by Fourier analysis. Assume that α is
irrational and let f ∈ L2(T) be a function invariant under Rα. Then f has a
Fourier expansion f(t) =

∑

n∈Z
cne2πint (both equality and convergence are

meant in L2(T)). Now f is invariant, so ‖f ◦ Rα − f‖2 = 0. By uniqueness
of Fourier coefficients, this requires that cn = cne2πinα for all n ∈ Z. Since α
is irrational, e2πinα is only equal to 1 when n = 0, so this equation forces cn

to be 0 except when n = 0. Thus f is a constant almost everywhere, and
hence Rα is ergodic.

If α ∈ Q then write α = p
q in lowest terms. The function g(t) = e2πiqt is

invariant under Rα but is not equal almost everywhere to a constant. �
Similar methods characterize ergodicity for endomorphisms.

Proof of Proposition 2.17 by Fourier analysis. Let f ∈ L2(T) be a
function with f ◦ T2 = f (equalities again are meant as elements of L2(T)).
Then f has a Fourier expansion f(t) =

∑

n∈Z
cne2πint with

∑

n∈Z

|cn|2 = ‖f‖2
2 < ∞. (2.8)

By invariance under T2,

f(T2t) =
∑

n∈Z

cne2πi2nt = f(t) =
∑

n∈Z

cne2πint,

so by uniqueness of Fourier coefficients we must have c2n = cn for all n ∈ Z.
If there is some n �= 0 with cn �= 0 then this contradicts (2.8), so we deduce
that cn = 0 for all n �= 0. It follows that f is constant a.e., so T2 is ergodic.

�
The same argument gives the general abelian case, where Fourier analysis

is replaced by character theory (see Sect. C.3 for the background). Notice that
for a character χ : X → S

1 on a compact abelian group and a continuous
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homomorphism T : X → X, the map χ ◦ T : X → S
1 is also a character

on X.

Theorem 2.19. Let T : X → X be a continuous surjective homomorphism
of a compact abelian group X. Then T is ergodic with respect to the Haar
measure mX if and only if the identity χ(Tnx) = χ(x) for some n > 0 and
character χ ∈ X̂ implies that χ is the trivial character with χ(x) = 1 for
all x ∈ X.

Proof. First assume that there is a non-trivial character χ with

χ(Tnx) = χ(x)

for some n > 0, chosen to be minimal with this property. Then the function

f(x) = χ(x) + χ(Tx) + · · · + χ(Tn−1x)

is invariant under T , and is non-constant since it is a sum of non-trivial
distinct characters. It follows that T is not ergodic.

Conversely, assume that no non-trivial character is invariant under a non-
zero power of T , and let f ∈ L2

mX
(X) be a function invariant under T . Then f

has a Fourier expansion in L2
mX

,

f =
∑

χ∈ bX

cχχ,

with
∑

χ |cχ|2 = ‖f‖2
2 < ∞. Since f is invariant, cχ = cχ◦T = cχ◦T 2 = · · · ,

so either cχ = 0 or there are only finitely many distinct characters among
the χ◦T i (for otherwise

∑

χ |cχ|2 would be infinite). It follows that there are
integers p > q with χ◦T p = χ◦T q, which means that χ is invariant under T p−q

(the map χ �→ χ ◦ T from X̂ to X̂ is injective since T is surjective), so χ is
trivial by hypothesis. It follows that the Fourier expansion of f is a constant,
so T is ergodic. �

In particular, Theorem 2.19 may be applied to characterize ergodicity for
endomorphisms of the torus.

Corollary 2.20. Let A ∈ Matdd(Z) be an integer matrix with det(A) �= 0.
Then A induces a surjective endomorphism TA of T

d = R
d/Z

d which pre-
serves the Lebesgue measure mTd . The transformation TA is ergodic if and
only if no eigenvalue of A is a root of unity.

While harmonic analysis sometimes provides a short and readily under-
stood proof of ergodic or mixing properties, these methods are in general less
amenable to generalization than are the more geometric arguments.
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Exercises for Sect. 2.4

Exercise 2.4.1. Give a different proof that the circle rotation Rα : T → T is
ergodic if α is irrational, using Lebesgue’s density theorem (Theorem A.24)
as follows. Suppose if possible that A and B are measurable invariant sets
with 0 < mT(A), mT(B) < 1 and A ∩ B = ∅, and use the fact that the orbit
of a point of density for A is dense to show that A ∩ B must be non-empty.

Exercise 2.4.2. Prove that an ergodic toral automorphism is not measurably
isomorphic to an ergodic circle rotation.

Exercise 2.4.3. Extend Proposition 2.16 as follows. If X is a compact
abelian group, prove that the group rotation Rg(x) = gx is ergodic with
respect to Haar measure if and only if the subgroup {gn | n ∈ Z} generated
by g is dense in X.

Exercise 2.4.4. In the notation of Corollary 2.20, prove that A is injective
if and only if | det(A)| = 1, and in general that A : T

d → T
d is | det(A)|-to-

one if det(A) �= 0. Prove Corollary 2.20 using Theorem 2.19 and the explicit
description of characters on the torus from (C.3) on p. 436.

2.5 The Mean Ergodic Theorem

Ergodic theorems at their simplest express a relationship between averages
taken along the orbit of a point under iteration of a measure-preserving map
(in the physical origins of the subject, this represents an average over time)
and averages taken over the measure space with respect to some invariant
measure (an average over space). The averages taken are of observables in
the physical sense, represented in our setting by measurable functions. Much
of this way of viewing dynamical systems goes back to the seminal work of
von Neumann [268].

We have already seen that ergodicity is a spectral property; the first and
simplest ergodic theorem only uses properties of the operator UT associated
to a measure-preserving transformation T . Theorem 2.21 is due to von Neu-
mann [267] and predates(18) the pointwise ergodic theorem (Theorem 2.30)
of Birkhoff, despite the dates of the published versions.

Write −→
Lp

μ

for convergence in the Lp
μ norm.

Theorem 2.21 (Mean Ergodic Theorem). Let (X, B, μ, T ) be a measure-
preserving system, and let PT denote the orthogonal projection onto the closed
subspace

I = {g ∈ L2
μ | UT g = g} ⊆ L2

μ.

Then for any f ∈ L2
μ,
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1
N

N−1∑

n=0

Un
T f −→

L2
μ

PT f.

Proof. Let B = {UT g − g | g ∈ L2
μ}. We claim that B⊥ = I. If

UT f = f,

then
〈f, UT g − g〉 = 〈UT f, UT g〉 − 〈f, g〉 = 0,

so f ∈ B⊥. If
f ∈ B⊥

then
〈UT g, f〉 = 〈g, f〉

for all g ∈ L2
μ, so

U∗
T f = f. (2.9)

Thus

‖UT f − f‖2 = 〈UT f − f, UT f − f〉
= ‖UT f‖2

2 − 〈f, UT f〉 − 〈UT f, f〉 + ‖f‖2
2

= 2‖f‖2
2 − 〈U∗

T f, f〉 − 〈f, U∗
T f〉

= 0 by (2.9),

so f = UT f .
It follows that L2

μ = I ⊕ B, so any f ∈ L2
μ decomposes as

f = PT f + h, (2.10)

with h ∈ B. We claim that

1
N

N−1∑

n=0

Un
T h −→

L2
μ

0.

This is clear for h = UT g − g ∈ B, since

∥
∥
∥
∥

1
N

N−1∑

n=0

Un
T (UT g − g)

∥
∥
∥
∥

2

=
∥
∥
∥
∥

1
N

(

(UT g − g) + (U2
T g − UT g) + · · ·

+(UN
T g − UN−1

T g)
)
∥
∥
∥
∥

2

=
1
N

∥
∥UN

T g − g
∥
∥

2
−→ 0 (2.11)



34 2 Ergodicity, Recurrence and Mixing

as N → ∞. All we know is that h ∈ B, so let (gi) be a sequence in L2
μ with

the property that hi = UT gi − gi → h as i → ∞. Then for any i � 1,

∥
∥
∥
∥

1
N

N−1∑

n=0

Un
T h

∥
∥
∥
∥

2

�
∥
∥
∥
∥

1
N

N−1∑

n=0

Un
T (h − hi)

∥
∥
∥
∥

2

+
∥
∥
∥
∥

1
N

N−1∑

n=0

Un
T hi

∥
∥
∥
∥

2

. (2.12)

Fix ε > 0 and choose, by the convergence (2.11), quantities i and N so large
that

‖h − hi‖2 < ε

and
∥
∥
∥
∥

1
N

N−1∑

n=0

Un
T hi

∥
∥
∥
∥

2

< ε.

Using these estimates in the inequality (2.12) gives

∥
∥
∥
∥

1
N

N−1∑

n=0

Un
T h

∥
∥
∥
∥

2

� 2ε

so
1
N

N−1∑

n=0

Un
T h −→

L2
μ

0

as N → ∞, for any h ∈ B. The theorem follows by (2.10). �
The quantity studied in Theorem 2.21 is an ergodic average, and it will

be convenient to fix some notation for these. For a fixed measure-preserving
system (X, B, μ, T ) and a function f : X → C the Nth ergodic average of f
is defined to be

AN = Af
N = AN (f) =

1
N

N−1∑

n=0

f ◦ Tn.

It is important to understand that this will be interpreted in several quite
different ways.

• In Theorem 2.21 the function f is an element of the Hilbert space L2
μ (that

is, an equivalence class of measurable functions) and Af
N is thought of as

an element of L2
μ.

• In Corollary 2.22 we will want to think of f as an element of L1
μ, but

evaluate the ergodic average Af
N at points, sometimes writing Af

N (x). Of
course in this setting any statement can only be made almost everywhere
with respect to μ, since f (and hence Af

N ) is only an equivalence class of
functions, with two point functions identified if they agree almost every-
where.
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• At times it will be useful to think of f as an element of L p
μ (that is, as a

function rather than an equivalence class of functions) in which case Af
N

is defined everywhere. Also, if f is continuous, we will later ask whether
the convergence of Af

N (x) could be uniform across x ∈ X.

Corollary 2.22. (19) Let (X, B, μ, T ) be a measure-preserving system. Then
for any function f ∈ L1

μ the ergodic averages Af
N converge in L1

μ to a T -
invariant function f ′ ∈ L1

μ.

Proof. By the mean ergodic theorem (Theorem 2.21) we know that for
any g ∈ L∞

μ ⊆ L2
μ, the ergodic averages Ag

N converge in L2
μ to some g′ ∈ L2

μ.
We claim that g′ ∈ L∞

μ . Indeed, ‖Ag
N‖∞ � ‖g‖∞ and so

|〈Ag
N , χB〉| � ‖g‖∞μ(B)

for any B ∈ B. Since Ag
N → g′ in L2

μ, this implies that

|〈g′, χB〉| � ‖g‖∞μ(B)

for B ∈ B, so ‖g′‖∞ � ‖g‖∞ as required.
Moreover, ‖ · ‖1 � ‖ · ‖2, so we deduce that

Ag
N −→

L1
μ

g′ ∈ L∞
μ .

Thus the corollary holds for the dense set of functions L∞
μ ⊆ L1

μ.
Let f ∈ L1

μ and fix ε > 0; choose g ∈ L∞
μ with ‖f −g‖1 < ε. By averaging,

∥
∥
∥
∥
∥

1
N

N−1∑

n=0

f ◦ Tn − 1
N

N−1∑

n=0

g ◦ Tn

∥
∥
∥
∥
∥

1

< ε,

and by the previous paragraph there exists g′ and N0 with
∥
∥
∥
∥
∥

1
N

N−1∑

n=0

g ◦ Tn − g′

∥
∥
∥
∥
∥

1

< ε

for N � N0. Combining these gives
∥
∥
∥
∥
∥
∥

1
N

N−1∑

n=0

f ◦ Tn − 1
N ′

N ′−1∑

n=0

f ◦ Tn

∥
∥
∥
∥
∥
∥

1

< 4ε

whenever N, N ′ � N0. In other words, the ergodic averages form a Cauchy
sequence in L1

μ, and so they have a limit f ′ ∈ L1
μ by the Riesz–Fischer theorem

(Theorem A.23). Since



36 2 Ergodicity, Recurrence and Mixing

∥
∥
∥
∥
∥

(

1
N

N−1∑

n=0

f ◦ Tn

)

◦ T − 1
N

N−1∑

n=0

f ◦ Tn

∥
∥
∥
∥
∥

1

<
2
N

‖f‖1

for all N � 1, the limit function f ′ must be T -invariant. �

Exercises for Sect. 2.5

Exercise 2.5.1. Show that a measure-preserving system (X, B, μ, T ) is er-
godic if and only if, for any f, g ∈ L2

μ,

lim
N→∞

1
N

N−1∑

n=0

〈Un
T f, g〉 = 〈f, 1〉 · 〈1, g〉 .

Exercise 2.5.2. Let (X,B, μ, T ) be a measure-preserving system. For any
function f in Lp

μ, 1 � p < ∞, prove that

1
n

n−1∑

i=0

f(T ix) −→
Lp

μ

f∗,

with f∗ ∈ Lp
μ a T -invariant function.

Exercise 2.5.3. Show that a measure-preserving system (X, B, μ, T ) is er-
godic if and only if AN (f) →

∫

f dμ as N → ∞ for all f in a dense subset
of L1

μ.

Exercise 2.5.4. Extend Theorem 2.21 to a uniform mean ergodic theorem
as follows. Under the assumptions and with the notation of Theorem 2.21,
show that

lim
N−M→∞

1
N − M

N−1∑

n=M

Un
T f → PT f.

Exercise 2.5.5. Apply Exercise 2.5.4 to strengthen Poincaré recurrence
(Theorem 2.11) as follows. For any set B of positive measure in a measure-
preserving system (X, B, μ, T ),

E = {n ∈ N | μ(B ∩ T−nB) > 0}

is syndetic: that is, there are finitely many integers k1, . . . , ks with the prop-
erty that N ⊆

⋃s
i=1 E − ki.

Exercise 2.5.6. Let (X, B, μ, T ) be a measure-preserving system. We say
that T is totally ergodic if Tn is ergodic for all n � 1. Given K � 1 de-
fine a space X(K) = X × {1, . . . , K} with measure μ(K) = μ × ν defined on



2.6 Pointwise Ergodic Theorem 37

the product σ-algebra B(K), where ν(A) = 1
K |A| is the normalized count-

ing measure defined on any subset A ⊆ {1, . . . , K}, and a μ(K)-preserving
transformation T (K) by

T (K)(x, i) =

{

(x, i + 1) if 1 � i < K,

(Tx, 1) if i = K

for all x ∈ X. Show that T (K) is ergodic with respect to μ(K) if and only if T
is ergodic with respect to μ, and that T (K) is not totally ergodic if K > 1.

2.6 Pointwise Ergodic Theorem

The conventional proof of the pointwise ergodic theorem involves two other
important results, the maximal inequality and the maximal ergodic theorem.
Roughly speaking, the maximal ergodic theorem may be used to show that
the set of functions in L1

μ for which the pointwise ergodic theorem holds is
closed as a subset of L1

μ; one then has to find a dense subset of L1
μ for which

the pointwise ergodic theorem holds. Examples 2.23 and 2.25 give another
motivation for the maximal ergodic theorem.

Since the pointwise ergodic theorem involves evaluating a function along
the orbit of individual points, it is most naturally phrased in terms of genuine
functions (that is, elements of L 1

μ ; see Sect. A.3 for the notation). We will
normally apply it to a function in L1

μ, where the meaning is that for any
representative in L 1

μ of the equivalence class in L1
μ we have convergence

almost everywhere.

2.6.1 The Maximal Ergodic Theorem

In order to see where the next result comes from, it is useful to ask how likely
is it that the orbit of a point spends unexpectedly much time in a given small
set (the ergodic theorem says that the orbit of a point spends a predictable
amount of time in a given set).

Example 2.23. Let (X,BX , μ, T ) be a measure-preserving system, and fix a
small measurable set B ∈ BX with μ(B) = ε > 0. Consider the ergodic
average

AχB

N =
1
N

N−1∑

n=0

χB ◦ Tn.

Since T preserves μ,
∫

X
χB ◦ Tn dμ = μ(B) for any n � 0, so
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∫

X

AχB

N dμ =
∫

X

χB dμ = μ(B) = ε.

Now ask how likely is it that the orbit of a point x spends more than
√

ε > ε
of the time between 0 and N − 1 in the set B. Notice that

√
εμ
(

{x | AχB

N (x) >
√

ε}
)

�
∫

X

AχB

N dμ = ε,

since √
εχ{y|AχB

N (y)>
√

ε}(x) � AχB

N (x)

for all x ∈ X. Thus on the fixed time scale [0, N − 1] the measure of the
set BN

ε of points that spend in proportion at least
√

ε of the time between 0
and N − 1 in the set B is no larger than

√
ε.

We would like to be able to say that one can find a set Bε independent of N
with similar properties for all N ; as discussed below, this is a consequence of
the maximal ergodic theorem(20).

Theorem 2.24 (Maximal Ergodic Theorem). Consider the measure-
preserving system (X, B, μ, T ) on a probability space and g a real-valued
function in L 1

μ . Define

Eα =

{

x ∈ X
∣
∣
∣ sup

n�1

1
n

n−1∑

i=0

g(T ix) > α

}

for any α ∈ R. Then

αμ (Eα) �
∫

Eα

g dμ � ‖g‖1.

Moreover, αμ (Eα ∩ A) �
∫

Eα∩A
g dμ whenever T−1A = A.

Example 2.25. We continue the discussion from Example 2.23 by noting that
if B ⊆ X has μ(B) = ε > 0 and g = χB is its characteristic function, then
by applying the maximal ergodic theorem (Theorem 2.24) with α =

√
ε we

get the following statement: There exists a set B′ ⊆ X with μ(B′) � √
ε

such that for all N � 1 and all x ∈ X�B′ the orbit of the point x spends at
most

√
ε in proportion of the times between 0 and N − 1 in the set B. Thus

we have found a set as in Example 2.23, but independently of N .

2.6.2 Maximal Ergodic Theorem via Maximal Inequality

Notice that the operator UT associated to a measure-preserving transfor-
mation T is a positive linear operator on each Lp

μ space (positive means
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that f � 0 implies UT f � 0). A traditional proof of Theorem 2.24 starts
with a maximal inequality for positive operators.

Proposition 2.26 (Maximal Inequality). Let U : L1
μ → L1

μ be a positive
linear operator with ‖U‖ � 1. For f ∈ L1

μ a real-valued function, define
inductively the functions

f0 = 0
f1 = f

f2 = f + Uf

...
fn = f + Uf + · · · + Un−1f

for n � 1, and FN = max{fn | 0 � n � N} (all these functions are defined
pointwise). Then

∫

{x|FN (x)>0}
f dμ � 0

for all N � 1.

Proof. For each N , it is clear that FN ∈ L1
μ. Since U is positive and linear,

and since
FN � fn

for 0 � n � N , we have

UFN + f � Ufn + f = fn+1.

Hence
UFN + f � max

1�n�N
fn.

For x ∈ P = {x | FN (x) > 0} we have

FN (x) = max
0�n�N

fn(x) = max
1�n�N

fn(x)

since f0 = 0. Therefore,

UFN (x) + f(x) � FN (x)

for x ∈ P , and so
f(x) � FN (x) − UFN (x) (2.13)

for x ∈ P . Now FN (x) � 0 for all x, so UFN (x) � 0 for all x. Hence the
inequality (2.13) implies that
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∫

P

f dμ �
∫

P

FN dμ −
∫

P

UFN dμ

=
∫

X

FN dμ −
∫

P

UFN dμ (since FN (x) = 0 for x /∈ P )

�
∫

X

FN dμ −
∫

X

UFN dμ

= ‖FN‖1 − ‖UFN‖1 � 0,

since ‖U‖ � 1. �

First Proof of Theorem 2.24. Let f = (g−α) and Uf = f ◦T for f ∈ L 1
μ

so that, in the notation of Proposition 2.26,

Eα =
∞⋃

N=0

{x | FN (x) > 0}.

It follows that
∫

Eα
f dμ � 0 and therefore

∫

Eα
g dμ � αμ(Eα). For the last

statement, apply the same argument to f = (g−α) on the measure-preserving
system

(

A,B
∣
∣
A
, 1

μ(A)μ
∣
∣
A
, T
∣
∣
A

)

. �

2.6.3 Maximal Ergodic Theorem via a Covering Lemma

In this subsection we use covering properties of intervals in Z to establish a
version of the maximal ergodic theorem (Theorem 2.24). This demonstrates
very clearly the strong link between the Lebesgue density theorem (Theo-
rem A.24), whose proof involves the Hardy–Littlewood maximal inequality,
and the pointwise ergodic theorem, whose proof involves the maximal ergodic
theorem∗. The material in this section illustrates some of the ideas used in
the more extensive results of Bourgain [41]; a little of the history will be given
in the note (83) on p. 275.

We will obtain a formally weaker version of Theorem 2.24, by showing that

αμ(Eα) � 3‖g‖1 (2.14)

in the notation of Theorem 2.24. This is sufficient for all our purposes. For
future applications, we state the covering lemma(21) needed in a more general
setting.

Lemma 2.27 (Finite Vitali covering lemma). Let Br1(a1), . . . , BrK
(aK)

be any collection of balls in a metric space. Then there exists a subcollec-

∗ Additionally, this approach starts to reveal more about what properties of the acting
group might be useful for obtaining more general ergodic theorems, and gives a method

capable of generalization to ergodic averaging along other sets of integers.
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tion Brj(1)(aj(1)), . . . , Brj(k)(aj(k)) of those balls which are disjoint and satisfy

Br1(a1) ∪ · · · ∪ BrK
(aK) ⊆ B3rj(1)(aj(1)) ∪ · · · ∪ B3rj(k)(aj(k)),

where in the right-hand side we have tripled the radii of the balls in the sub-
collection.

Proof. By reordering the balls if necessary, we may assume that

r1 � r2 � · · · � rK .

Let j(1) = 1. We choose the remaining disjoint balls by induction as fol-
lows. Assume that we have chosen j(1), . . . , j(n) from the indices {1, . . . , �},
discarding those not chosen. If Br�+1(a�+1) is disjoint from

Brj(1)(aj(1)) ∪ · · · ∪ Brj(n)(aj(n))

we choose j(n+1) = �+1, and if not we discard �+1, and proceed with study-
ing � + 2, stopping if � + 1 = K. Suppose that Brj(1)(aj(1)), . . . , Brj(k)(aj(k))
are the balls chosen from all the balls considered, and let

V = B3rj(1)(aj(1)) ∪ · · · ∪ B3rj(k)(aj(k)).

If i ∈ {j(1), . . . , j(k)} then Bri(ai) ⊆ B3ri(ai) ⊆ V by construction. If not,
then by the construction there is some n ∈ {1, . . . , i − 1} ∩ {j(1), . . . , j(k)}
that was selected, such that

Bri(ai) ∩ Brn(an) �= ∅,

and rn � ri by the ordering of the indices. By the triangle inequality we
therefore have

Bri(ai) ⊆ B3rn(an) ⊆ V

as required. �
In the integers, the Vitali covering lemma may be formulated as follows

(see Exercise 2.6.2).

Corollary 2.28. For any collection of intervals

I1 = [a1, a1 + �(1) − 1], . . . , IK = [aK , aK + �(K) − 1]

in Z there is a disjoint subcollection Ij(1), . . . , Ij(k) such that

I1 ∪ · · · ∪ IK ⊆
k⋃

m=1

[aj(m) − �(j(m)), aj(m) + 2�(j(m)) − 1].

Proof of the inequality (2.14). Let (X,B, μ, T ) be a measure-preserving
system, with g ∈ L 1

μ , and fix α > 0. Define
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g∗(x) = sup
n�1

1
n

n−1∑

i=0

g
(

T i(x)
)

and Eα = {x ∈ X | g∗(x) > α} as before. We will deduce the inequality (2.14)
from a similar estimate for the function

φ(j) =

{

g(T jx) for j = 0, . . . , J ;
0 for j < 0 or j > J

(2.15)

for a fixed x ∈ X and J � 1.

Lemma 2.29. For any φ ∈ �1(Z) and α > 0, define

φ∗(a) = sup
n�1

1
n

n−1∑

i=0

φ(a + i),

and
Eφ

α = {a ∈ Z | φ∗(a) > α}.

Then α|Eφ
α| � 3‖φ‖1.

Proof of Lemma 2.29. Let a1, . . . , aK be different elements of Eφ
α, and

let �(j) for j = 1, . . . ,K be chosen so that

1
�(j)

�(j)−1
∑

i=0

φ(aj + i) > α. (2.16)

Define the intervals Ij = [aj , aj+�(j)−1] for 1 � j � K and use Corollary 2.28
to construct the subcollection Ij(1), . . . , Ij(k) as in the corollary. Since the
intervals Ij(1), . . . , Ij(k) are disjoint, it follows that

k∑

i=1

∑

m∈Ij(i)

φ(m) � ‖φ‖1, (2.17)

where the left-hand side equals

k∑

i=1

�(j(i))
1

�(j(i))

�(j(i))−1
∑

n=0

φ(aj + n) >

k∑

i=1

�(j(i))α (2.18)

by the choice in (2.16) of the �(j(i)). However, since

{a1, . . . , aK} ⊆
k⋃

j=1

[aj(i) − �(j(i)), aj(i) + 2�(j(i)) − 1]

by Corollary 2.28, we therefore have
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K � 3
k∑

i=1

�(j(i)). (2.19)

Combining the inequalities (2.19), (2.18), and (2.17) in that order gives

αK � 3
k∑

i=1

�(j(i))α < 3‖φ‖1,

which proves the lemma. �
Fix now some M � 1 (the parameter J will later be chosen much larger

than M) and define

g∗M (x) = sup
1�n�M

1
n

n−1∑

i=0

g(T ix),

and
Eg

α,M = {x ∈ X | g∗M (x) > α}.

Using φ as in (2.15) and, suppressing the dependence on x as before, we also
define

φ∗
M (a) = sup

1�n�M

1
n

n−1∑

i=0

φ(a + i).

As φ(a + i) = g(T a+ix) if 0 � a < J − M and 0 � i < M , we have

φ∗
M (a) = g∗M (T ax) (2.20)

for 0 � a < J − M . Also, for any x ∈ X and α > 0 we have

α |{a ∈ [0, J − 1] | φ∗
M (a) > α}| � 3‖φ‖1

by Lemma 2.29. Recalling the definition of φ and Eα and using (2.20), this
may be written in a slightly weaker form as

α

J−M−1∑

a=0

χEg
α,M

(T ax) = α
∣
∣
∣

{

a ∈ [0, J − M − 1] | g∗M (T ax) > α
}∣
∣
∣

� 3
J∑

i=0

|g(T ix)|,

which may be integrated over x ∈ X to obtain

(J − M)αμ
(

Eg
α,M

)

� 3(J + 1)‖g‖1,
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where we have used the invariance of μ under T . Dividing by J and let-
ting J → ∞ gives αμ(Eg

α,M ) � 3‖g‖1, and finally letting M → ∞ gives
inequality (2.14). �

2.6.4 The Pointwise Ergodic Theorem

We are now ready to give a proof of Birkhoff’s pointwise ergodic theorem [33]
using the maximal ergodic theorem(22). This precisely describes the relation-
ship sought between the space average of a function and the time average
along the orbit of a typical point.

Theorem 2.30 (Birkhoff). Let (X, B, μ, T ) be a measure-preserving sys-
tem. If f ∈ L 1

μ , then

lim
n→∞

1
n

n−1∑

j=0

f(T jx) = f∗(x)

converges almost everywhere and in L1
μ to a T -invariant function f∗ ∈ L 1

μ ,
and ∫

f∗ dμ =
∫

f dμ.

If T is ergodic, then

f∗(x) =
∫

f dμ

almost everywhere.

Example 2.31. (23) In Example 1.2 we explained that almost every real num-
ber has the property that any block of length k of digits base 10 appears with
asymptotic frequency 1

10k , thus almost every number is normal base 10. We
now have all the material needed to justify this result: By Corollary 2.20, the
map x �→ Kx (mod 1) on the circle for K � 2 is ergodic, so the pointwise
ergodic theorem (Theorem 2.30) may be applied to show that almost every
number is normal to each base K � 2, and so (by taking the union of count-
ably many null sets) almost every number is normal in every base K � 2.

As with the maximal ergodic theorem (Theorem 2.24), we will give two
proofs(24) of the pointwise ergodic theorem. The first is a traditional one while
the second is closer to the approach of Bourgain [41] for example, and is better
adapted to generalization both of the acting group and of the sequence along
which ergodic averages are formed.

Theorem 2.30 will be formulated differently in Theorem 6.1, and will be
used in Theorem 6.2 to construct the ergodic decomposition.
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2.6.5 Two Proofs of the Pointwise Ergodic Theorem

First Proof of Theorem 2.30. Recall that (X, B, μ, T ) is a measure-
preserving system, μ(X) = 1, and f ∈ L 1

μ . It is sufficient to prove the result
for a real-valued function f . Define, for any x ∈ X,

f∗(x) = lim sup
n→∞

1
n

n−1∑

i=0

f(T ix),

f∗(x) = lim inf
n→∞

1
n

n−1∑

i=0

f(T ix).

Then

n + 1
n

(

1
n + 1

n∑

i=0

f(T ix)

)

=
1
n

n−1∑

i=0

f(T i(Tx)) +
1
n

f(x). (2.21)

By taking the limit along a subsequence for which the left-hand side of (2.21)
converges to the limsup, this shows that f∗ � f∗ ◦ T . A limit along a subse-
quence for which the right-hand side of (2.21) converges to the limsup shows
that f∗ � f∗ ◦ T . A similar argument for f∗ shows that

f∗ ◦ T = f∗, f∗ ◦ T = f∗. (2.22)

Now fix rationals α > β, and write

Eβ
α = {x ∈ X | f∗(x) < β and f∗(x) > α}.

By (2.22), T−1Eβ
α = Eβ

α and Eα ⊇ Eβ
α where Eα is the set defined in Theo-

rem 2.24 (with g = f). By Theorem 2.24,
∫

Eβ
α

f dμ � αμ
(

Eβ
α

)

. (2.23)

After replacing f by −f , a similar argument shows that
∫

Eβ
α

f dμ � βμ
(

Eβ
α

)

. (2.24)

Now
{x | f∗(x) < f∗(x)} =

⋃

α,β∈Q,
α>β

Eβ
α,

while the inequalities (2.23) and (2.24) show that μ(Eβ
α) = 0 for α > β. It

follows that
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μ
( ⋃

α,β∈Q,
α>β

Eβ
α

)

= 0,

so
f∗(x) = f∗(x) a.e.

Thus

gn(x) =
1
n

n−1∑

i=0

f(T ix) −→ f∗(x) a.e. (2.25)

By Corollary 2.22 we also know that

gn −→
L1

μ

f ′ ∈ L 1
μ . (2.26)

By Corollary A.12, this implies that there is a subsequence nk → ∞ with

gnk
(x) −→ f ′(x) a.e. (2.27)

Putting (2.25), (2.26) and (2.27) together we see that f∗ = f ′ ∈ L 1
μ and that

the convergence in (2.25) also happens in L1
μ. Finally we also get

∫

f dμ =
∫

gn dμ =
∫

f∗ dμ.

�
A somewhat different approach is to use the maximal ergodic theorem

(Theorem 2.24) to control the gap between mean convergence and pointwise
convergence almost everywhere.
Second Proof of Theorem 2.30. Assume first that f0 ∈ L ∞. By the
mean ergodic theorem in L1 (Corollary 2.22) we know that the ergodic aver-
ages

AN (f0) =
1
N

N−1∑

n=0

f0 ◦ Tn → F0

converge in L1
μ as N → ∞ to some T -invariant function F0 ∈ L 1

μ . Given ε > 0
choose some M such that

‖F0 − AM (f0)‖1 < ε2.

By the maximal ergodic theorem (Theorem 2.24) applied to the function

g(x) = F0(x) − AM (f0)

we see that

εμ
(

{x ∈ X | sup
N�1

|AN (F0 − AM (f0)) | > ε}
)

< ε2.
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Clearly AN (F0) = F0 since the limit function F0 is T -invariant, while if M is
fixed and N → ∞ we have (see Exercise 2.6.4)

AN (AM (f0)) =
1

NM

N−1∑

n=0

M−1∑

m=0

f0 ◦ Tn+m

= AN (f0) + OM

(
‖f0‖∞

N

)

. (2.28)

Putting these together, we see that

μ
(

{x | lim sup
N→∞

|F0 − AN (f0)|> ε}
)

=μ
(

{x | lim sup
N→∞

|F0 − AN (AM (f0))|> ε}
)

�μ
(

{x | sup
N�1

|AN (F0 − AM (f0)) |> ε}
)

<ε,

which shows that AN (f0) → F0 almost everywhere.
To prove convergence for any f ∈ L 1

μ , fix ε > 0 and choose some f0 ∈ L ∞

with ‖f − f0‖1 < ε2. Write F ∈ L 1
μ for the L1-limit of AN (f) and F0 ∈ L 1

μ

for the L1-limit of AN (f0). Since ‖AN (f)−AN (f0)‖1 � ‖f − f0‖1 we deduce
that ‖F − F0‖1 < ε2. From this we get

μ
(

{x | lim sup
N→∞

|F − AN (f)| > 2ε}
)

� μ
(

{x | |F − F0| + lim sup
N→∞

|F0 − AN (f0)| + sup
N�1

|AN (f0 − f)| > 2ε}
)

� μ
(

{x | |F − F0| > ε
)

+ μ
(

{x | sup
N�1

|AN (f0 − f)| > ε
)

� ε−1‖F − F0‖1 + ε−1‖f0 − f‖1 � 2ε (2.29)

by the maximal ergodic theorem (Theorem 2.24), which shows that AN (f)
converges almost everywhere as N → ∞. �

Exercises for Sect. 2.6

Exercise 2.6.1. Prove the following version of the ergodic theorem for finite
permutations (see the book of Nadkarni [263] where this is used to motivate
a different approach to ergodic theorems). Let X = {x1, . . . , xr} be a finite
set, and let σ : X → X be a permutation of X. The orbit of xj under σ is the
set {σn(xj)}n�0, and σ is called cyclic if there is an orbit of cardinality r.

(1) For a cyclic permutation σ and any function f : X → R, prove that
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lim
n→∞

1
n

n−1∑

j=0

f(σjx) =
1
r

(f(x1) + · · · + f(xr)) .

(2) More generally, prove that for any permutation σ and function f : X→R,

lim
n→∞

1
n

n−1∑

j=0

f(σjx) =
1
px

(

f(x) + f(σ(x)) + · · · + f(σpx−1(x))
)

where the orbit of x has cardinality px under σ.

Exercise 2.6.2. Mimic the proof of Lemma 2.27 (or give the details of a
deduction) to prove Corollary 2.28.

Exercise 2.6.3. Let (X,B, μ, T ) be an invertible measure-preserving sys-
tem. Prove that, for any f ∈ L1

μ,

lim
N→∞

1
N

N−1∑

n=0

f(Tnx) = lim
N→∞

1
N

N−1∑

n=0

f(T−nx)

almost everywhere.

Exercise 2.6.4. Fill in the details to prove the estimate in (2.28).

Exercise 2.6.5. Formulate and prove a pointwise ergodic theorem for a mea-
surable function f � 0 with

∫

f dμ = ∞, under the assumption of ergodicity.

2.7 Strong-Mixing and Weak-Mixing

In this section we step back from thinking of measure-preserving transfor-
mations through the functional-analytic prism of their action on Lp spaces
to the more fundamental questions discussed in Sects. 2.2 and 2.3. Namely,
if A is a measurable set, what can be said about how the set T−nA is spread
around the whole measure space for large n?

An easy consequence of the mean ergodic theorem is that a measure-
preserving system (X, B, μ, T ) is ergodic if and only if

1
N

N−1∑

n=0

f ◦ Tn −→
L2

μ

∫

f dμ

as N → ∞ for every f ∈ L2
μ. It follows that (X, B, μ, T ) is ergodic if and

only if
1
N

N−1∑

n=0

〈f ◦ Tn, g〉 −→
∫

f dμ

∫

g dμ (2.30)
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as N → ∞ for any f, g ∈ L2
μ. The characterization in (2.30) can be cast in

terms of the behavior of sets to show that (X, B, μ, T ) is ergodic if and only
if

1
N

N−1∑

n=0

μ
(

A ∩ T−nB
)

−→ μ(A)μ(B) (2.31)

as N → ∞ for all A, B ∈ B. One direction is clear: if T is ergodic, then the
convergence (2.30) may be applied with g = χA and f = χB .

Conversely, if T−1B = B then the convergence (2.31) with A = X�B
implies that μ(X�B)μ(B) = 0, so T is ergodic.

There are several ways in which the convergence (2.31) might take place.
Recall that measurable sets in (X, B, μ) may be thought of as events in the
sense of probability, and events A, B ∈ B are called independent if

μ(A ∩ B) = μ(A)μ(B).

Clearly if the action of T contrives to make T−nB and A become independent
in the sense of probability for all large n, then the convergence (2.31) is
assured. It turns out that this is too much to ask (see Exercise 2.7.1), but
asking for T−nB and A to become asymptotically independent leads to the
following non-trivial definition.

Definition 2.32. A measure-preserving system (X, B, μ, T ) is mixing if

μ
(

A ∩ T−nB
)

−→ μ(A)μ(B)

as n → ∞, for all A, B ∈ B.

Mixing is also sometimes called strong-mixing, in contrast to weak-mixing
and mild-mixing.

Example 2.33. A circle rotation Rα : T → T is not mixing. There is a se-
quence nj → ∞ for which njα (mod 1) → 0 (if α is rational we may choose
to have njα (mod 1) = 0). If A = B = [0, 1

2 ] then mT(A∩R
nj
α A) → 1

2 , so Rα

is not mixing.

It is clear that some measure preserving systems make many sets become
asymptotically independent as they move apart in time (that is, under iter-
ation), leading to the following natural definition due to Rokhlin [316].

Definition 2.34. A measure-preserving system (X, B, μ, T ) is k-fold mixing,
mixing of order k or mixing on k + 1 sets if

μ
(

A0 ∩ T−n1A1 ∩ · · · ∩ T−nkAk

)

−→ μ(A0) · · ·μ(Ak)

as
n1, n2 − n1, n3 − n2, . . . , nk − nk−1 −→ ∞

for any sets A0, . . . , Ak ∈ B.
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Thus mixing coincides with mixing of order 1. One of the outstanding
open problems in classical ergodic theory is that it is not known(25) if mixing
implies mixing of order k for every k � 1.

Despite the natural definition, mixing turns out to be a rather special
property, less useful and less prevalent than a slightly weaker property called
weak-mixing introduced by Koopman and von Neumann [209](26). Nonethe-
less, many natural examples are mixing of all orders (see the argument in
Proposition 2.15 and Exercise 2.7.9 for example).

Definition 2.35. A measure-preserving system (X, B, μ, T ) is weak-mixing
if

1
N

N−1∑

n=0

∣
∣μ(A ∩ T−nB) − μ(A)μ(B)

∣
∣ −→ 0

as N → ∞, for all A, B ∈ B.

Notice that for any sequence (an),

lim
n→∞

an = 0 =⇒ lim
n→∞

1
n

n∑

i=0

|ai| = 0,

but the converse does not hold because the second property permits |an| to
be large along an infinite but thin set of values of n. Thus at the level simply
of sequences, weak-mixing seems to be strictly weaker than strong-mixing. It
turns out that this is also true for measure-preserving transformations—there
are weak-mixing transformations that are not mixing(27).

Weak-mixing and its generalizations will turn out to be central to Fursten-
berg’s proof of Szemerédi’s theorem presented in Chap. 7. The first intimation
that weak-mixing is a natural property comes from the fact that it has many
equivalent formulations, and we will start to define and explore some of these
in Theorem 2.36 below.

For one of these equivalent properties, it will be useful to recall some ter-
minology concerning the operator UT on the Hilbert space L2

μ associated to
a measure-preserving transformation T of (X, B, μ). An eigenvalue is a num-
ber λ ∈ C for which there is an eigenfunction f ∈ L2

μ with UT f = λf almost
everywhere. Notice that 1 is always an eigenvalue, since a constant function f
will satisfy UT f = f . Any eigenvalue λ lies on S

1, since UT is an isometry
of L2

μ. A measure-preserving transformation T is said to have continuous
spectrum if the only eigenvalue of T is 1 and the only eigenfunctions are the
constant functions.

Recall that a set J ⊆ N is said to have density

d(J) = lim
n→∞

1
n
|{j ∈ J | 1 � j � n}|

if the limit exists.
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Theorem 2.36. The following properties of a system (X, B, μ, T ) are equiv-
alent.

(1) T is weakly mixing.
(2) T × T is ergodic with respect to μ × μ.
(3) T × T is weakly mixing with respect to μ × μ.
(4) For any ergodic measure-preserving system (Y,BY , ν, S), the system

(X × Y,B ⊗ BY , μ × ν, T × S)

is ergodic.
(5) The associated operator UT has no non-constant measurable eigenfunc-

tions (that is, T has continuous spectrum).
(6) For every A, B ∈ B, there is a set JA,B ⊆ N with density zero for which

μ
(

A ∩ T−nB
)

−→μ(A)μ(B)

as n → ∞ with n /∈ JA,B.
(7) For every A, B ∈ B,

1
N

N−1∑

n=0

∣
∣μ(A ∩ T−nB) − μ(A)μ(B)

∣
∣
2 −→ 0

as N → ∞.

The proof of Theorem 2.36 will be given in Sect. 2.8.

Corollary 2.37. If (X, BX , μ, T ) and (Y,BY , ν, S) are both weak-mixing,
then the product system (X × Y,B ⊗ C , μ × ν, T × S) is weak-mixing.

Corollary 2.38. If T is weak-mixing, then for any k the k-fold Cartesian
product T × · · · × T is weak-mixing with respect to μ × · · · × μ.

Corollary 2.39. If T is weak-mixing, then for any n � 1, the nth iterate Tn

is weak-mixing.

Example 2.40. We know that the circle rotation Rα : T → T defined by

Rα(t) = t + α (mod 1)

is not mixing, but is ergodic if α /∈ Q (cf. Proposition 2.16 and Example 2.33).
It is also not weak-mixing; this may be seen using Theorem 2.36(2) since the
function (x, y) �→ e2πi(x−y) from T × T → S

1 is a non-constant function
preserved by Rα × Rα.
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Exercises for Sect. 2.7

Exercise 2.7.1. Show that if a measure-preserving system (X, B, μ, T ) has
the property that for any A, B ∈ B there exists N such that

μ
(

A ∩ T−nB
)

= μ(A)μ(B)

for all n � N , then it is trivial in the sense that μ(A) = 0 or 1 for every A ∈ B.

Exercise 2.7.2. (28) Show that if a measure-preserving system (X, B, μ, T )
has the property that

μ
(

A ∩ T−nB
)

→ μ(A)μ(B)

uniformly as n → ∞ for every measurable A ⊆ B ∈ B, then it is trivial in
the sense that μ(A) = 0 or 1 for every A ∈ B.

Exercise 2.7.3. This exercise generalizes the argument used in the proof of
Proposition 2.15 and relates to the material in Appendix A. A collection A
of measurable sets in (X, B, μ) is called a semi-algebra (cf. Appendix A) if

• A contains the empty set;
• for any A ∈ A , X�A is a finite union of pairwise disjoint members of A ;
• for any A1, . . . , Ar ∈ A , A1 ∩ · · · ∩ Ar ∈ A .

The smallest σ-algebra containing A is called the σ-algebra generated by A .
Assume that A is a semi-algebra that generates B, and prove the follow-
ing characterizations of the basic mixing properties for a measure-preserving
system (X, B, μ, T ):

(1) T is mixing if and only if

μ
(

A ∩ T−nB
)

−→ μ(A)μ(B)

as n → ∞ for all A, B ∈ A .
(2) T is weak-mixing if and only if

1
N

N−1∑

n=0

∣
∣μ(A ∩ T−nB) − μ(A)μ(B)

∣
∣ −→ 0

as N → ∞ for all A, B ∈ A .
(3) T is ergodic if and only if

1
N

N−1∑

n=0

μ
(

A ∩ T−nB
)

−→ μ(A)μ(B)

as N → ∞ for all A, B ∈ A .
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Exercise 2.7.4. Let A be a generating semi-algebra in B (cf. Exercise 2.7.3),
and assume that for A ∈ A , μ

(

A
T−1A
)

= 0 implies μ(A) = 0 or 1. Does
it follow that T is ergodic?

Exercise 2.7.5. Show that a measure-preserving system (X, B, μ, T ) is mix-
ing if and only if

lim
n→∞

〈Un
T f, g〉 = 〈f, 1〉 · 〈1, g〉

for all f and g lying in a dense subset of L2
μ.

Exercise 2.7.6. Use Exercise 2.7.5 and the technique from Theorem 2.19 to
prove the following.

(1) An ergodic automorphism of a compact abelian group is mixing with
respect to Haar measure.

(2) An ergodic automorphism of a compact abelian group is mixing of all
orders with respect to Haar measure.

Exercise 2.7.7. Show that a measure-preserving system (X,B,μ,T ) is weak-
mixing if and only if

lim
N→∞

1
N

N−1∑

n=0

|〈Un
T f, g〉 − 〈f, 1〉 · 〈1, g〉| = 0

for any f, g ∈ L2
μ

Exercise 2.7.8. Show that a measure-preserving system (X,B,μ,T ) is weak-
mixing if and only if

lim
N→∞

1
N

N−1∑

n=0

|〈Un
T f, f〉 − 〈f, 1〉 · 〈1, f〉| = 0

for any f ∈ L2
μ.

Exercise 2.7.9. Show that a Bernoulli shift (cf. Example 2.9) is mixing of
order k for every k � 1.

Exercise 2.7.10. Prove the following result due to Rényi [308]: a measure-
preserving transformation T is mixing if and only if

μ(A ∩ T−nA) → μ(A)2

for all A ∈ B. Deduce that T is mixing if and only if 〈Un
T f, f〉 → 0 as n → ∞

for all f in a set of functions dense in the set of all L2 functions of zero
integral.

Exercise 2.7.11. Prove that a measure-preserving transformation T is weak-
mixing if and only if for any measurable sets A, B, C with positive measure,
there exists some n � 1 such that T−nA∩B �= ∅ and T−nA∩C �= ∅. (This
is a result due to Furstenberg.)
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Exercise 2.7.12. Write T (k) for the k-fold Cartesian product T × · · · × T .
Prove(29) that T (k) is ergodic for all k � 2 if and only if T (2) is ergodic.

Exercise 2.7.13. Let T be an ergodic endomorphism of T
d. The following

exponential error rate for the mixing property(30),
∣
∣
∣
∣
〈f1, U

n
T f2〉 −

∫

f1

∫

f2

∣
∣
∣
∣
� S(f1)S(f2)θn

for some θ < 1 depending on T and for a pair of constants S(f1), S(f2)
depending on f1, f2 ∈ C∞(Td), is known to hold.
(a) Prove an exponential rate of mixing for the map Tn : T → T defined
by Tn(x) = nx (mod 1).
(b) Prove an exponential rate of mixing for the automorphism of T

2 defined
by T : ( x

y ) �→
( y

x+y

)

.
(c) Could an exponential rate of mixing hold for all continuous functions?

2.8 Proof of Weak-Mixing Equivalences

Some of the implications in Theorem 2.36 require the development of addi-
tional material; after developing it we will end this section with a proof of
Theorem 2.36. The first lemma needed is a general one from analysis, due to
Koopman and von Neumann [209].

Lemma 2.41. Let (an) be a bounded sequence of non-negative real numbers.
Then the following are equivalent:

(1) lim
n→∞

1
n

n−1∑

j=0

aj = 0;

(2) there is a set J = J ((an)) ⊆ N with density zero for which an −→
n/∈J

0;

(3) lim
n→∞

1
n

n−1∑

j=0

a2
j = 0.

Proof. (1) =⇒ (2): Let Jk = {j ∈ N | aj > 1
k}, so that

J1 ⊆ J2 ⊆ J3 ⊆ · · · . (2.32)

For each k � 1,

1
k
|Jk ∩ [0, n)| <

∑

i=0,...,n−1,
ai>1/k

ai �
n−1∑

i=0

ai.

It follows that
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1
n
|Jk ∩ [0, n)| � k

1
n

n−1∑

i=0

ai −→ 0

as n → ∞ for each k � 1, so each Jk has zero density. We will construct the
set J by taking a union of segments of each set Jk. Since each of the sets Jk

has zero density, we may inductively choose numbers 0 < �1 < �2 < · · · with
the property that

1
n
|Jk ∩ [0, n)| � 1

k
(2.33)

for n � �k and any k � 1. Define the set J by

J =
∞⋃

k=0

(

Jk ∩ [�k, �k+1)
)

.

We claim two properties for the set J , namely

• an −→
n/∈J

0 as n → ∞;

• J has density zero.

For the first claim, note that Jk ∩ [�k,∞) ⊆ J by (2.32), so if J �� n � �k

then n /∈ Jk, and so an � 1
k . This shows that an −→

n/∈J
0 as claimed.

For the second claim, notice that if n ∈ [�k, �k+1) then again by (2.32) J ∩
[0, n) ⊆ Jk ∩ [0, n) and so

1
n
|J ∩ [0, n)| � 1

k

by (2.33), showing that J has density zero.
(2) =⇒ (1): The sequence (an) is bounded, so there is some R > 0

with an � R for all n � 1. For each k � 1 choose Nk so that

J �� n � Nk =⇒ an <
1
k

and so that
n � Nk =⇒ 1

n
|J ∩ [0, n)| � 1

k
.

Then for n � kNk,

1
n

n−1∑

i=0

ai =
1
n

⎛

⎜
⎝

Nk−1∑

i=0

ai +
∑

i∈J,
Nk�i<n

ai +
∑

i/∈J,
Nk�i<n

ai

⎞

⎟
⎠

<
1
n

(

RNk + R|J ∩ [0, n)| + n
1
k

)

� 2R + 1
k

,

showing (1).
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(3) ⇐⇒ (1): This is clear from the characterization (2) of property (1).
�

Proof of Theorem 2.36. Properties (1), (6) and (7) are equivalent by
Lemma 2.41 applied with an = |μ (A ∩ T−nB) − μ(A)μ(B)| .

(6) =⇒ (3): Given sets A1, B1, A2, B2 ∈ B, property (6) gives sets J1

and J2 of density zero with

μ
(

A1 ∩ T−nB1

)

−→
n/∈J1

μ(A1)μ(B1)

and
μ
(

A2 ∩ T−nB2

)

−→
n/∈J2

μ(A2)μ(B2).

Let J = J1 ∪ J2; this still has density zero and

lim
J ��n→∞

∣
∣(μ × μ)

(

(A1 × A2)∩(T × T )−n(B1 × B2)
)

−(μ × μ)(A1 × A2) · (μ × μ)(B1 × B2)
∣
∣

= lim
J ��n→∞

∣
∣μ(A1 ∩ T−nB1) · μ(A2 ∩ T−nB2)

−μ(A1)μ(A2)μ(B1)μ(B2)
∣
∣

= 0,

so T × T is weak-mixing since the measurable rectangles generate B × B.
(3) =⇒ (1): If T ×T is weak-mixing, then property (1) holds in particular

for subsets of X × X of the form A × X and B × X, which shows that (1)
holds for T , so T is weak-mixing.

(1) =⇒ (4): Let (Y,BY , ν, S) be an ergodic system and assume that T is
weak-mixing. For measurable sets A1, B1 ∈ B and A2, B2 ∈ BY ,

1
N

N−1∑

n=0

(μ × ν)
(

A1 × A2 ∩ (T × S)−n(B1 × B2)
)

=
1
N

N−1∑

n=0

μ(A1 ∩ T−nB1)ν(A2 ∩ S−nB2)

=
1
N

N−1∑

n=0

μ(A1)μ(B1)ν(A2 ∩ S−nB2)

+
1
N

N−1∑

n=0

[

μ(A1 ∩ T−nB1) − μ(A1)μ(B1)
]

ν(A2 ∩ S−nB2). (2.34)
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By the characterization in (2.31) and ergodicity of S, the expression on the
right in (2.34) converges to

μ(A1)μ(B1)ν(A2)ν(B2).

The second term in (2.34) is dominated by

1
N

N−1∑

n=0

∣
∣μ(A1 ∩ T−nB1) − μ(A1)μ(B1)

∣
∣

which converges to 0 since T is weak-mixing. It follows that

1
N

N−1∑

n=0

(μ× ν)
(

A1 × A2 ∩ (T × S)−n(B1 × B2)
)

−→ μ(A1)μ(B1)ν(A2)ν(B2)

so T × S is ergodic by the characterization in (2.31).
(4) =⇒ (2): Let (Y,BY , ν, S) be the ergodic system defined by the

identity map on the singleton Y = {y}. Then T ×S is isomorphic to T , so (4)
shows that T is ergodic. Invoking (4) again now shows that T ×T is ergodic,
proving (2).

(2) =⇒ (7): We must show that

1
N

N−1∑

n=0

∣
∣μ(A ∩ T−nB) − μ(A)μ(B)

∣
∣
2 −→ 0

as N → ∞, for every A, B ∈ B. Let μ2 denote the product measure μ × μ
on (X × X, B ⊗ B). By the ergodicity of T × T ,

1
N

N−1∑

n=0

μ
(

A ∩ T−nB
)

=
1
N

N−1∑

n=0

μ2
(

(A × X) ∩ (T × T )−n(B × X)
)

−→ μ2 (A × X) · μ2 (B × X) = μ(A)μ(B)

and

1
N

N−1∑

n=0

(

μ
(

A ∩ T−nB
))2 =

1
N

N−1∑

n=0

μ2
(

(A × A) ∩ (T × T )−n(B × B)
)

−→ μ2(A × A) · μ2(B × B) = μ(A)2μ(B)2.

It follows that
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1
N

N−1∑

n=0

[

μ
(

A ∩ T−nB
)

−μ(A)μ(B)
]2 =

1
N

N−1∑

n=0

μ
(

A ∩ T−nB
)2

+μ(A)2μ(B)2

−2μ(A)μ(B)
1
N

N−1∑

n=0

μ
(

A ∩ T−nB
)

→ 2μ(A)2μ(B)2 − 2μ(A)2μ(B)2 = 0,

so (7) holds.
(2) =⇒ (5): Suppose that f is a measurable eigenfunction for T , so

UT f = λf

for some λ ∈ S
1. Define a measurable function on X × X by

g(x1, x2) = f(x1)f(x2);

then
UT×T g(x, y) = g(Tx, Ty) = λλg(x, y) = g(x, y)

so by ergodicity of T × T , g (and hence f) must be constant almost every-
where.

All that remains is to prove that (5) =⇒ (2), and this is considerably
more difficult. There are several different proofs, each of which uses a non-
trivial result from functional analysis(31). Assume that T × T is not ergodic,
so there is a non-constant function f ∈ L2

μ2(X × X) that is almost every-
where invariant under T ×T . We would like to have the additional symmetry
property f(x, y) = f(y, x) for all (x, y) ∈ X × X. To obtain this additional
property, consider the functions

(x, y) �→ f(x, y) + f(y, x)

and
(x, y) �→ i(f(x, y) − f(y, x)).

Notice that if both of these functions are constant, then f must be constant. It
follows that one of them must be non-constant. So without loss of generality
we may assume that f satisfies f(x, y) = f(y, x). We may further suppose
(by subtracting

∫

f dμ2) that
∫

f dμ2 = 0. It follows that the operator F
on L2

μ defined by

(F (g)) (x) =
∫

X

f(x, y)g(y) dμ(y)
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is a non-trivial self-adjoint compact(32) operator, and so by Theorem B.3
has at least one non-zero eigenvalue λ whose corresponding eigenspace Vλ

is finite-dimensional. We claim that the finite-dimensional space Vλ ⊆ L2
μ is

invariant under T . To see this, assume that F (g) = λg. Then

λg(Tx) =
∫

X

f(Tx, y)g(y) dμ(y)

=
∫

X

f(Tx, Ty)g(Ty) dμ(y) (since μ is T -invariant)

=
∫

X

f(x, y)g(Ty) dμ(y),

since f is T×T -invariant, so F (g◦T ) = λ(g◦T ) and thus g◦T ∈ Vλ. It follows
that UT restricted to Vλ is a non-trivial linear map of a finite-dimensional
linear space, and therefore has a non-trivial eigenvector. Since

∫

f dμ2 = 0,
any such eigenvector is non-constant. �

2.8.1 Continuous Spectrum and Weak-Mixing

A more conventional proof of the difficult step in Theorem 2.36, which may be
taken to be (5) =⇒ (1), proceeds via the Spectral theorem (Theorem B.4)
in the following form.
Alternative proof of (5) =⇒ (1) in Theorem 2.36. Definition 2.35 is
clearly equivalent to the property that

lim
N→∞

1
N

N−1∑

n=0

|〈Un
T f, g〉 − 〈f, 1〉 · 〈1, g〉| = 0

for any f, g ∈ L2
μ, and by polarization this is in turn equivalent to

lim
N→∞

1
N

N−1∑

n=0

|〈Un
T f, f〉 − 〈f, 1〉 · 〈1, f〉| = 0

for any f ∈ L2
μ (see Exercise 2.7.8 and page 441). By subtracting

∫

X
f dμ

from f , it is therefore enough to show that if f ∈ L2
μ has

∫

X
f dμ = 0, then

1
N

N−1∑

n=0

|〈Un
T f, f〉|2 −→ 0

as N → ∞. By (B.1), it is enough to show that for the non-atomic measure μf

on S
1,
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1
N

N−1∑

n=0

∣
∣
∣
∣

∫

S1
zn dμf (z)

∣
∣
∣
∣

2

−→ 0 (2.35)

as N → ∞. Since zn = z−n for z ∈ S
1 the product in (2.35) may be expanded

to give

1
N

N−1∑

n=0

∣
∣
∣
∣

∫

S1
zn dμf (z)

∣
∣
∣
∣

2

=
1
N

N−1∑

n=0

(∫

S1
zn dμf (z) ·

∫

S1
w−n dμf (w)

)

=
1
N

N−1∑

n=0

∫

S1×S1
(z/w)n dμ2

f (z, w) (by Fubini)

=
∫

S1×S1

(

1
N

N−1∑

n=0

(z/w)n

)

dμ2
f (z, w).

The measure μf is non-atomic so the diagonal set {(z, z) | z ∈ S
1} ⊆ S

1 × S
1

has zero μ2
f -measure. For z �= w,

1
N

N−1∑

n=0

(z/w)n =
1
N

(
1 − (z/w)N

1 − (z/w)

)

−→ 0

as N → ∞, so the convergence (2.35) holds by the dominated convergence
theorem (Theorem A.18). �

Exercises for Sect. 2.8

Exercise 2.8.1. Is the hypothesis that the sequence (an) be bounded neces-
sary in Lemma 2.41?

Exercise 2.8.2. Give an alternative proof of (1) =⇒ (5) in Theorem 2.36
by proving the following statements:

(1) Any factor of a weak-mixing transformation is weak-mixing.
(2) A complex-valued eigenfunction f of UT has constant modulus.
(3) If f is an eigenfunction of UT , then x �→ arg (f(x)/|f(x)|) is a factor map

from (X, B, μ, T ) to (T, BT, mT, Rα) for some α.

Exercise 2.8.3. Show the following converse to Exercise 2.5.6: if a measure-
preserving system (Y,BY , ν, S) is not totally ergodic then there exists a
measure-preserving system (X, B, μ, T ) and a K > 1 with the property
that (Y,BY , ν, S) is measurably isomorphic to the system

(X(K), B(K), μ(K), T (K))

constructed in Exercise 2.5.6.



2.9 Induced Transformations 61

Exercise 2.8.4. Give a different proof(33) of the mean ergodic theorem (The-
orem 2.21) as follows. For a measure-preserving system (X, B, μ, T ) and func-
tion f ∈ L2

μ, show that the function n �→ 〈Un
T f, f〉 is positive-definite (see

Sect. C.3). Apply the Herglotz–Bochner theorem (Theorem C.9) to translate
the problem into one concerned with functions on S

1, and there use the fact
that 1

N

∑N
n=1 ρn converges for ρ ∈ S

1 (to zero, unless ρ = 1).

2.9 Induced Transformations

Poincaré recurrence gives rise to an important inducing construction intro-
duced by Kakutani [172]. Throughout this section, (X, B, μ, T ) denotes an
invertible measure-preserving system(34).

Let (X, B, μ, T ) be an invertible measure-preserving system, and let A be
a measurable set with μ(A) > 0. By Poincaré recurrence, the first return time
to A, defined by

rA(x) = inf
n�1

{n | Tn(x) ∈ A} (2.36)

exists (that is, is finite) almost everywhere.

Definition 2.42. The map TA : A → A defined (almost everywhere) by

TA(x) = T rA(x)(x)

is called the transformation induced by T on the set A.

Notice that both rA : X → N and TA : A → A are measurable by the
following argument. For n � 1, write An = {x ∈ A | ra(x) = n}. Then the
sets

A1 = A ∩ T−1A,

A2 = A ∩ T−2A�A1,

...
An = A ∩ T−nA�

⋃

i<n

Ai

are all measurable, as is

TnAn = A ∩ TnA�
(

TA ∪ T 2A ∪ · · · ∪ Tn−1A
)

,

since T is invertible by assumption.

Lemma 2.43. The induced transformation TA is a measure-preserving trans-
formation on the space (A,B

∣
∣
A
, μA = 1

μ(A)μ
∣
∣
A
, TA). If T is ergodic with

respect to μ then TA is ergodic with respect to μA.



62 2 Ergodicity, Recurrence and Mixing

The notation means that the σ-algebra consists of B
∣
∣
A

= {B∩A | B ∈ B}
and the measure is defined for B ∈ B

∣
∣
A

by μA(B) = 1
μ(A)μ(B). The effect

of TA is seen in the Kakutani skyscraper Fig. 2.2. The original transforma-
tion T sends any point with a floor above it to the point immediately above
on the next floor, and any point on a top floor is moved somewhere to the
base floor A. The induced transformation TA is the map defined almost ev-
erywhere on the bottom floor by sending each point to the point obtained by
going through all the floors above it and returning to A.

Fig. 2.2 The induced transformation TA

Proof of Lemma 2.43. If B ⊆ A is measurable, then B =
⊔

n�1 B ∩ An is
a disjoint union so

μA(B) =
1

μ(A)

∑

n�1

μ(B ∩ An). (2.37)

Now
TA(B) =

⊔

n�1

TA(B ∩ An) =
⊔

n�1

Tn(B ∩ An),

so

μA(TA(B)) =
1

μ(A)

∑

n�1

μ(Tn(B ∩ An))

=
1

μ(A)

∑

n�1

μ(B ∩ An) (since T preserves μ)

= μ(B)

by (2.37).
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If TA is not ergodic, then there is a TA-invariant measurable set B ⊆ A
with 0 < μ(B) < μ(A); it follows that

⋃

n�1

⋃n−1
j=0 T j(B ∩ An) is a non-

trivial T -invariant set, showing that T is not ergodic. �
Poincaré recurrence (Theorem 2.11) says that for any measure-preserving

system (X, B, μ, T ) and set A of positive measure, almost every point on the
ground floor of the associated Kakutani skyscraper returns to the ground
floor at some point. Ergodicity strengthens this statement to say that almost
every point of the entire space X lies on some floor of the skyscraper. This
enables a quantitative version of Poincaré recurrence to be found, a result
due to Kac [168].

Theorem 2.44 (Kac). Let (X, B, μ, T ) be an ergodic measure-preserving
system and let A ∈ B have μ(A) > 0. Then the expected return time to A
is 1

μ(A) ; equivalently
∫

A

rA dμ = 1.

Proof
(35)

. Referring to Fig. 2.2, each column

An � T (An) � · · · � Tn−1(An)

comprises n disjoint sets each of measure μ(An), and the entire skyscraper
contains almost all of X by ergodicity and Proposition 2.14(3) applied to the
transformation T−1. It follows that

1 = μ(X) =
∑

n�1

nμ(An) =
∫

A

rA dμ

by the monotone convergence theorem (Theorem A.16), since rA is the in-
creasing limit of the functions

∑n
k=1 kχAk

as n → ∞. �
Kakutani skyscrapers are a powerful tool in ergodic theory. A simple ap-

plication is to prove the Kakutani–Rokhlin lemma (Lemma 2.45) proved by
Kakutani [172] and Rokhlin [315].

Lemma 2.45 (Kakutani–Rokhlin). Let (X, B, μ, T ) be an invertible er-
godic measure-preserving system and assume that μ is non-atomic (that
is, μ({x}) = 0 for all x ∈ X). Then for any n � 1 and ε > 0 there is a
set B ∈ B with the property that

B, T (B), . . . , Tn−1(B)

are disjoint sets, and

μ
(

B � T (B) � · · · � Tn−1(B)
)

> 1 − ε.
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As the proof will show, the lemma uses only division (constructing a quo-
tient and remainder) and the Kakutani skyscraper.
Proof of Lemma 2.45. Let A be a measurable set with 0 < μ(A) < ε/n
(such a set exists by the assumption that μ is non-atomic) and form the
Kakutani skyscraper over A. Then X decomposes into a union of disjoint
columns of the form

Ak � T (Ak) � · · · � T k−1(Ak)

for k � 1, as in Fig. 2.2. Now let

B =
⊔

k�n

k/n�−1
⊔

j=0

T jn(Ak),

the set obtained by grouping together that part of the ground floor made up
of the sets Ak with k � n together with every nth floor above that part of
the ground floor (stopping before the top of the skyscraper). By construction
the sets B, T (B), . . . , Tn−1(B) are disjoint, and together they cover all of X
apart from a set comprising no more than n of the floors in each of the towers,
which therefore has measure no more than n

∑∞
k=1 μ(Ak) � nμ(A) < ε. �

One often refers to the structure given by Lemma 2.45 as a Rokhlin tower
of height n with base B and residual set of size ε.

Exercises for Sect. 2.9

Exercise 2.9.1. Show that the inducing construction can be reversed in
the following sense. Let (X, B, μ, T ) be a measure-preserving system, and
let r : X → N0 be a map in L1

μ. The suspension defined by r is the sys-
tem (X(r), B(r), μ(r), T (r)), where:

• X(r) = {(x, n) | 0 � n < r(x)};
• B(r) is the product σ-algebra of B and the Borel σ-algebra on N (which

comprises all subsets);
• μ(r) is defined by μ(r)(A × N) = 1

R

r dμ
μ(A) × |N | for A ∈ B and N ⊆ N;

and

• T (r)(x, n) =

{

(x, n + 1) if n + 1 < r(x);
(T (x), 0) if n + 1 = r(x).

(a) Verify that this defines a finite measure-preserving system.
(b) Show that the induced map on the set A = {(x, 0) | x ∈ X} is isomorphic
to the original system (X, B, μ, T ).
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Exercise 2.9.2. (36) The hypothesis of ergodicity in Lemma 2.45 can be
weakened as follows. An invertible measure-preserving system (X, B, μ, T ) is
called aperiodic if μ

(

{x ∈ X | T k(x) = x}
)

= 0 for all k ∈ Z�{0}.
(a) Show that an ergodic transformation on a non-atomic space is aperiodic.
(b) Find an example of an aperiodic transformation on a non-atomic space
that is not ergodic.
(c) Prove Lemma 2.45 for an invertible aperiodic transformation on a non-
atomic space.

Exercise 2.9.3. (37) Show that the Kakutani–Rokhlin lemma (Lemma 2.45)
does not hold for arbitrary sequences of iterates of the map T . Specifi-
cally, show that for an ergodic measure-preserving system (X, B, μ, T ), se-
quence a1, . . . , an of distinct integers, and ε > 0 it is not always possible
to find a measurable set A with the properties that T a1(A), . . . , T an(A) are
disjoint and μ (

⋃n
i=1 T ai(A)) > ε.

Exercise 2.9.4. Use Exercise 2.9.2 above to prove the following result of
Steele [351]. Let (X, B, μ, T ) be an invertible aperiodic measure-preserving
system on a non-atomic space. Then, for any ε > 0, there is a set A ∈ B
with μ(A) < ε with the property that for any finite set F ⊆ X, there is
some j = j(F ) with F ⊆ T−j(A).

Notes to Chap. 2

(12)(Page 16) A measurable isomorphism is also sometimes called a conjugacy; conjugacy

is also used to describe an isomorphism between the measure algebras that implies isomor-
phism on sufficiently well-behaved probability spaces. This is discussed in Walters [374,

Sect. 2.2] and Royden [320].
(13)(Page 17) The shift maps constructed here are measure-preserving transformations,

but they are also homeomorphisms of a compact metric space in a natural way. The
study of the dynamics of closed shift-invariant subsets of these systems comprises symbolic

dynamics and is a rich theory in itself. A gentle introduction may be found in the book of
Lind and Marcus [230] or Kitchens [197]; further reading in the collection edited by Berthé,

Ferenczi, Mauduit and Siegel [93].
(14)(Page 21) Poincaré’s formulation in [288, Th. I, p. 69] is as follows:

“Supposons que le point P reste à distance finie, et que le volume

Z

dx1 dx2 dx3

soit un invariant intégral; si l’on considère une région r0 quelconque, quelque petite
que soite cette région, il y aura des trajectoires qui la traverseront une infinité de

fois. [...] En effet le point P restant à distance finie, ne sortira jamais d’une région
limitée R.”

The modern abstract measure-theoretic statement in Theorem 2.11 appears in a paper of

Carathéodory [49].
(15)(Page 23) The notion of ergodicity predates the ergodic theorems of the 1930s, in

various guises. These include the seminal work of Borel [40], described by Doob as being
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“characterized by convenient neglect of error terms in asymptotics, incorrect rea-
soning, and correct results,”

as well as that of Knopp [205]; a striking remark of Novikoff and Barone [273] is that a
result implicit in the work of van Vleck [370] on non-measurable subsets of [0, 1] is that

any measurable subset of [0, 1] invariant under the map x �→ 2x (mod 1) has measure zero
or one, a prototypical ergodic statement. The general formulation was given by Birkhoff

and Smith [35].
(16)(Page 28) These operators are usually called Koopman operators; Koopman [208] used

the then-recent development of functional analysis and Hilbert space by von Neumann [266]
and Stone [354] to use these operators in the setting of flows arising in classical Hamiltonian

mechanics.
(17)(Page 30) Even though this is not necessary here, we assume for simplicity that Hilbert

spaces are separable, and as a result that they have countable orthonormal bases. As
discussed in Sect. A.6, we only need the separable case.
(18)(Page 32) For a recent account of the history of the relationship between the two results

and the account of how they came to be published as and when they did, see Zund [395].
The issue has also been discussed by Ulam [365] and others. The note [25] by Bergelson

discusses both the history and how the two results relate to more recent developments.
(19)(Page 35) This result is simply one of many extensions and generalizations of the mean

ergodic theorem (Theorem 2.21) to other complete function spaces. It is a special instance
of the mean ergodic theorem for Banach spaces, due to Kakutani and Yosida [171, 391, 392].
(20)(Page 38) The maximal ergodic theorem is due to Wiener [382] and was also proved
by Yosida and Kakutani [392].
(21)(Page 40) Covering lemmas of this sort were introduced by Vitali [369], and later
became important tools in the proof of the Hardy–Littlewood maximal inequality, and

thence of the Lebesgue density and differentiation theorems (Theorems A.24 and A.25).
(22)(Page 44) Birkhoff based his proof on a weaker maximal inequality concerning the set

of points on which lim supn→∞ Af
n � α, and initially formulated his result for indicator

functions in the setting of a closed analytic manifold with a finite invariant measure.

Khinchin [189] showed that Birkhoff’s result applies to integrable functions on abstract
finite measure spaces, but made clear that the idea of the proof is precisely that used by

Birkhoff. A natural question concerning Theorem 2.30, or indeed any convergence result, is
whether anything can be said about the rate of convergence. An important special case is

the law of the iterated logarithm due to Hartman and Wintner [141]: if ‖f‖2 = 1,
R

f dμ = 0
and the functions f, UT f, U2

T f, . . . are all independent, then

lim sup
n→∞

Af
n/
p

(2 log log n)/n = 1

almost everywhere (and lim inf = −1 by symmetry). It follows that

Af
n = O

`

( 1
n

log log n)1/2
´

almost everywhere. However, the hypothesis of independence is essential: Krengel [210]
showed that for any ergodic Lebesgue measure-preserving transformation T of [0, 1] and

sequence (an) with an → 0 as n → ∞, there is a continuous function f : [0, 1] → R for
which

lim sup
n→∞

1

an

˛

˛

˛

Af
n −

Z

f dm
˛

˛

˛

= ∞

almost everywhere, and

lim sup
n→∞

1

an

‚

‚

‚

Af
n −

Z

f dm
‚

‚

‚

p
= ∞
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for 1 � p � ∞. An extensive treatment of ergodic theorems may be found in the monograph
of Krengel [211].

Despite the absence of any general rate bounds in the ergodic theorem, the constructive
approach to mathematics has produced rate results in a different sense, which may lead to

effective versions of results like the multiple recurrence theorem. Bishop’s work [36] included
a form of ergodic theorem, and Spitters [348] found constructive characterizations of the

ergodic theorem. As an application of ‘proof mining’, Avigad, Gerhardy and Towsner [12]
gave bounds on the rate of convergence that can be explicitly computed in terms of the

initial data (T and f) under a weak hypotheses, while earlier work of Simic and Avigad [13,
346] showed that, in general, it is impossible to compute such a bound. An overview of

this area and its potential may be found in the survey [11] by Avigad.
(23)(Page 44) Despite the impressive result in Example 2.31, the numbers known to be

normal to every base have been constructed to meet the definition of normality (with
the remarkable exception of Chaitin’s constant [53]). Champernowne [54] showed that the

specific number 0.123456789101112131415 . . . is normal in base 10, and Sierpiński [345]
constructed a number normal to every base. Sierpiński’s construction was reformulated to

be recursive by Becher and Figueira [20], giving a computable number normal to every
base. The irrational numbers arising naturally in other fields, like π, e, ζ(3),

√
2, and so on,

are not known to be normal to any base.
(24)(Page 44) There are many proofs of the pointwise ergodic theorem; in addition to that

of Birkhoff [33] there is a more elementary (though intricate) argument due to Katznel-
son and Weiss [186], motivated by a paper of Kamae [177]. A different proof is given by

Jones [167].
(25)(Page 50) This conjectured result—the “Rokhlin problem”—has been shown in impor-

tant special cases by Host [158], Kalikow [176], King [193], Ryzhikov [328], del Junco and
Yassawi [68, 390] and others, but the general case is open.
(26)(Page 50) The definition used by Koopman and von Neumann is the spectral one that

will be given in Theorem 2.36(5), and was called by them the absence of “angle variables”;
they also considered flows (measure-preserving actions of R rather than actions of Z or N).

In physical terms, they characterized lack of ergodicity as barriers that are never passed,
and the presence of an angle variable as a clock that never changes, under the dynamics.
(27)(Page 50) Examples of such systems were constructed using Gaussian processes by
Maruyama [255]; Kakutani [174] gave a direct combinatorial construction of an example

(this example is described in detail in the book of Petersen [282, Sect. 4.5]). Other examples
were found by Chacon [51, 52] and Katok and Stepin [185]. Indeed, there is a reasonable

way of viewing the collection of all measure-preserving transformations of a fixed space in
which a typical transformation is weak-mixing but not mixing (see papers of Rokhlin [315]

and Halmos [135] or Halmos’ book [138, pp. 77–80]).
(28)(Page 52) This more subtle version of Exercise 2.7.1 appears in a paper of Halmos [136],

and is attributed to Ambrose, Halmos and Kakutani in Petersen’s book [282].
(29)(Page 54) This is shown in the notes of Halmos [138]. Ergodicity also makes sense for

transformations preserving an infinite measure; in that setting Kakutani and Parry [175]
used random walk examples of Gillis [115] to show that for any k � 1 there is an infinite

measure-preserving transformation T with T (k) ergodic and T (k+1) not ergodic.
(30)(Page 54) This is also known as exponential or effective rate of mixing or decay of

correlations; see Baladi [15] for an overview of dynamical settings where it is known.
(31)(Page 58) A more constructive proof of the difficult step in Theorem 2.36 (which

may be taken to be (5) =⇒ (1)) exploiting properties of almost-periodic functions on
compact groups, and giving more insight into the structure of ergodic measure-preserving

transformations that are not weak-mixing, may be found in Petersen [282, Sect. 4.1].
(32)(Page 59) This is an example of a Hilbert–Schmidt operator [331]; a convenient source
for this material is the book of Rudin [321] or Appendix B.
(33)(Page 61) This way of viewing ergodic theorems lies at the start of a sophisticated
investigation of ergodic theorems along arithmetic sets of integers by Bourgain [41]. This
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exercise already points at a relationship between ergodic theorems and equidistribution on
the circle.
(34)(Page 61) Notice that the assumption that (X, B, μ, T ) is invertible also implies that T
is forward measurable, that is T (A) ∈ B for any A ∈ B. Heinemann and Schmitt [146]

prove the Rokhlin lemma for an aperiodic measure-preserving transformation on a Borel
probability space using Exercise 5.3.2 and Poincaré recurrence instead of a Kakutani tower

(aperiodic is defined in Exercise 2.9.2; for Borel probability space see Definition 5.13). A
non-invertible Rokhlin lemma is also developed by Rosenthal [317] in his work on topo-

logical models for measure-preserving systems and by Hoffman and Rudolph [155] in their
extension of the Bernoulli theory to non-invertible systems.
(35)(Page 63) This short proof comes from a paper of Wright [389], in which Kac’s theorem
is extended to measurable transformations.
(36)(Page 64) The extension in Exercise 2.9.2 appears in the notes of Halmos [138, p. 71].
(37)(Page 65) Exercise 2.9.3 is taken from a paper of Keane and Michel [188]; they also

show that the supremum of μ
`

Sn
i=1 T ai (A)

´

over sets A for which

T a1 (A), . . . , T an (A)

are disjoint is a rational number, and show how this can be computed from the inte-
gers a1, . . . , an.



Chapter 3

Continued Fractions

The continued fraction decomposition of real numbers grows naturally from
the Euclidean algorithm, and continued fractions have been used in some
form for thousands of years. One goal of this volume is to show how they
relate to a natural action on a homogeneous space. To start there would
be to willfully reverse their historical development: We start instead with
their basic properties(38) from an elementary point of view in Sect. 3.1, then
show how continued fractions are related to an explicit measure-preserving
transformation in Sect. 3.2. In Chap. 9 we will see how the continued fraction
map fits into the more general framework of actions on homogeneous spaces.

Let us mention one result proved in this chapter. We will show that for
every irrational x ∈ R there is a sequence of ‘best rational approxima-
tions’ pn(x)

qn(x) ∈ Q, defined by the continued fraction expansion of x. Moreover,
for almost every x we have

lim
n→∞

1
n

log
∣
∣
∣
∣
x − pn(x)

qn(x)

∣
∣
∣
∣
−→ − π2

6 log 2
,

which gives a precise description of the expected speed of approximation
along this sequence.

3.1 Elementary Properties

A (simple) continued fraction is a formal expression of the form

a0 +
1

a1 +
1

a2 +
1

a3 +
1

a4 + · · ·

(3.1)

M. Einsiedler, T. Ward, Ergodic Theory, Graduate Texts in Mathematics 259,
DOI 10.1007/978-0-85729-021-2 3, © Springer-Verlag London Limited 2011
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which we will also denote by

[a0; a1, a2, a3, . . . ]

with an ∈ N for n � 1 and a0 ∈ N0. Also write

[a0; a1, a2, . . . , an]

for the finite fraction

a0 +
1

a1 +
1

a2 + · · · +
1

an−1 +
1
an

.

Thus, for example

[a0; a1, a2, . . . , an] = a0 +
1

[a1; a2, . . . , an]
.

We will see later that the expression in (3.1)—when suitably interpreted—
converges, and therefore defines a real number. The numbers an are the partial
quotients of the continued fraction. The following simple lemma is crucial for
many of the basic properties of the continued fraction expansion.

Lemma 3.1. Fix a sequence (an)n�0 with a0 ∈ N0 and an ∈ N for n � 1.
Then the rational numbers

pn

qn
= [a0; a1, a2, . . . , an] (3.2)

for n � 0 with coprime numerator pn � 1 and denominator qn � 1 can be
found recursively from the relation

(
pn pn−1

qn qn−1

)

=
(

a0 1
1 0

) (
a1 1
1 0

)

· · ·
(

an 1
1 0

)

for n � 0. (3.3)

In particular, we set p−1 = 1, q−1 = 0, p0 = a0, and q0 = 1.

Proof. Notice first that the sequence (an)n�0 defines the sequences (pn)n�−1

and (qn)n�−1. The claim of the lemma is proved by induction on n. Assume
that (3.3) holds for 0 � n � k − 1 and pn, qn as defined by (3.2) for any
sequence (a0, a1, . . . ). This is clear for n = 0. Thus, on replacing the first k
terms of the sequence (an)n�0 with the first k terms of the sequence (an)n�1,
we have

x

y
= [a1; a2, . . . , ak]
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as a fraction in lowest terms where x and y are defined by
(

x x′

y y′

)

=
(

a1 1
1 0

)

· · ·
(

ak 1
1 0

)

.

Then (
a0 1
1 0

) (
x x′

y y′

)

=
(

pk pk−1

qk qk−1

)

=
(

a0x + y a0x
′ + y′

x x′

)

,

so

pk

qk
=

a0x + y

x
= a0 +

y

x
= a0 +

1
[a1; a2, . . . , ak]

= [a0; a1, . . . , ak],

which shows that (3.2) holds for n = k also. �
An immediate consequence of Lemma 3.1 is a pair of recursive formulas

pn+1 = an+1pn + pn−1

and
qn+1 = an+1qn + qn−1 (3.4)

for any n � 1, since
(

pn+1 pn

qn+1 qn

)

=
(

pn pn−1

qn qn−1

) (
an+1 1

1 0

)

=
(

an+1pn + pn−1 pn

an+1qn + qn−1 qn

)

.

It follows that
1 = q0 � q1 < q2 < · · · (3.5)

since an � 1 for all n � 1; by induction

qn � 2(n−2)/2 (3.6)

and similarly
pn � 2(n−2)/2 (3.7)

for all n � 1. Taking determinants in (3.3) shows that

pnqn−1 − pn−1qn = (−1)n+1 (3.8)

and hence p1
q1

= a0 + 1
q0q1

, p2
q2

= p1
q1

− 1
q1q2

= a0 + 1
q0q1

− 1
q1q2

and

pn

qn
=

pn−1

qn−1
+ (−1)n+1 1

qn−1qn

= a0 +
1

q0q1
− 1

q1q2
+ · · · + (−1)n+1 1

qn−1qn
(3.9)

for all n � 1 by induction.



72 3 Continued Fractions

This shows that an infinite continued fraction is not just a formal object,
it in fact converges to a real number. Namely,

u = [a0; a1, a2, . . . ] = lim
n→∞

[a0; a1, . . . , an]

= lim
n→∞

pn

qn
= a0 +

∞∑

n=1

(−1)n+1

qn−1qn
, (3.10)

is always convergent (indeed, is absolutely convergent) by the inequality (3.6).
Moreover, an immediate consequence of (3.10) and (3.5) is a sequence of
inequalities describing how the continued fraction converges: if an ∈ N for n �
1 then

p0

q0
<

p2

q2
< · · · <

p2n

q2n
< · · · < u < · · · <

p2m+1

q2m+1
< · · · <

p3

q3
<

p1

q1
. (3.11)

We say that [a0; a1, . . . ] is the continued fraction expansion for u. The name
suggests that the expansion is (almost) unique and that it always exists.
We will see that in fact any irrational number u has a continued fraction
expansion, and that it is unique (Lemmas 3.6 and 3.4).

The rational numbers pn

qn
are called the convergents of the continued frac-

tion for u and they provide very rapid rational approximations to u. Indeed,

u − pn

qn
= (−1)n

[
1

qnqn+1
− 1

qn+1qn+2
+ · · ·

]

(3.12)

so by (3.5) we have(39)

∣
∣
∣
∣
u − pn

qn

∣
∣
∣
∣
<

1
qnqn+1

. (3.13)

By (3.4) we deduce that

∣
∣
∣
∣
u − pn

qn

∣
∣
∣
∣
<

1
an+1q2

n

� 1
q2
n

. (3.14)

Recall from Sect. 1.5 that we write

〈t〉 = min
q∈Z

|t − q|

for the distance from t to the nearest integer. The inequality (3.14) gives one
explanation∗ for the comment made on p. 7: using the fact that any irrational
has a continued fraction expansion, it follows that for any real number u, there
is a sequence (qn) with qn → ∞ such that qn〈qnu〉 < 1.

∗ This can also be seen more directly as a consequence of the Dirichlet principle (see

Exercise 3.1.3).
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Lemma 3.2. Let an ∈ N for all n � 0. Then the limit in (3.10) is irrational.

Proof. Suppose that u = a
b ∈ Q. Then, by (3.14),

|qna − bpn| <
b

an+1qn
� b

qn
.

Since qn → ∞ by the inequality (3.6) and qna − bpn ∈ Z we see that

qna − bpn = 0

and hence u = a
b = pn

qn
for large enough n. However, by Lemma 3.1 pn and qn

are coprime, so this contradicts the fact that qn → ∞ as n → ∞. Thus u is
irrational. �

The continued fraction convergents to a given irrational not only provide
good rational approximants. In fact, they provide optimal rational approxi-
mants in the following sense (see Exercise 3.1.4).

Proposition 3.3. Let u = [a0; a1, . . . ] ∈ R�Q as in (3.10). For any n > 1
and p, q with 0 < q � qn, if p

q �= pn

qn
, then

|pn − qnu| < |p − qu|.

In particular, ∣
∣
∣
∣

pn

qn
− u

∣
∣
∣
∣
<

∣
∣
∣
∣

p

q
− u

∣
∣
∣
∣
.

Proof. Note that |pn − qnu| < |p − qu| and 0 < q � qn together imply that

1
q

∣
∣
∣
∣

pn

qn
− u

∣
∣
∣
∣
<

1
qn

∣
∣
∣
∣

p

q
− u

∣
∣
∣
∣
� 1

q

∣
∣
∣
∣

p

q
− u

∣
∣
∣
∣
,

giving the second statement of the proposition. It is enough therefore to prove
the first inequality. Recall from (3.13) that

∣
∣
∣
∣
u − pn

qn

∣
∣
∣
∣
<

1
qnqn+1

and ∣
∣
∣
∣
u − pn+1

qn+1

∣
∣
∣
∣
<

1
qn+1qn+2

.

By the alternating behavior of the convergents in (3.11), each of the three
bracketed expressions in the identity

(

u − pn

qn

)

=
(

pn+1

qn+1
− pn

qn

)

−
(

pn+1

qn+1
− u

)
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is positive (if n is even) or negative (if n is odd). It follows that
∣
∣
∣
∣
u − pn

qn

∣
∣
∣
∣
=

∣
∣
∣
∣

pn+1

qn+1
− pn

qn

∣
∣
∣
∣
−

∣
∣
∣
∣

pn+1

qn+1
− u

∣
∣
∣
∣
,

so ∣
∣
∣
∣
u − pn

qn

∣
∣
∣
∣
>

1
qnqn+1

− 1
qn+1qn+2

=
qn+2 − qn

qnqn+1qn+2
=

an+2

qnqn+2

by (3.4) and (3.14). It follows that

1
qn+2

< |pn − qnu| <
1

qn+1
(3.15)

for n � 1.
By the inequalities (3.15),

|qnu − pn| <
1

qn+1
< |qn−1u − pn−1|

so we may assume that qn−1 < q � qn (if not, use downwards induction
on n).

If q = qn, then |pn

qn
− p

q | � 1
qn

, while

∣
∣
∣
∣

pn

qn
− u

∣
∣
∣
∣
<

1
qnqn+1

� 1
2qn

,

since qn+1 � 2 for all n � 1. Therefore,
∣
∣
∣
∣

p

q
− u

∣
∣
∣
∣
� 1

2qn
=

1
2q

and so |qnu − pn| < |qu − p|.
Assume now that qn−1 < q < qn and write

(
pn pn−1

qn qn−1

) (
a
b

)

=
(

p
q

)

,

so that a, b ∈ Z by (3.8). Clearly ab �= 0 since otherwise q = qn−1 or q = qn.
Now q = aqn + bqn−1 < qn, so ab < 0; by (3.11) we also know that pn − qnu
and pn−1−qn−1u are of opposite signs. It follows that a(pn−qnu) and b(pn−1−
qn−1u) are of the same sign, so the fact that

p − qu = a(pn − qnu) + b(pn−1 − qn−1u)

implies that
|p − qu| > |pn−1 − qn−1u| > |pn − qnu|

as required. �
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We end this section with the uniqueness of the continued fraction expan-
sion.

Lemma 3.4. The map that sends the sequence

(a0, a1, . . . ) ∈ N0 × N
N

to the limit in (3.10) is injective.

Proof. Let u = (a0, a1, . . . ) ∈ N0 × N
N be given. Then it is clear that

u = [a0; a1, . . . ]

is positive. Applying this to (a1, a2, . . . ) and the inductive relation

u = a0 +
1

[a1; a2, . . . ]

we see that

u ∈ (a0, a0 + 1
a1

) ⊆ (a0, a0 + 1).

It follows that u uniquely determines a0. Using the inductive relation again,
we have

[a1; a2, . . . ] =
1

u − a0
,

which by the argument above shows that u uniquely determines a1. Iterating
the procedure shows that all the terms in the continued fraction can be
reconstructed from u. �

The argument used in the proof of Lemma 3.4 also suggests a way to find
the continued fraction expansion of a given irrational number u ∈ R�Q. This
will be pursued further in the next section.

Exercises for Sect. 3.1

Exercise 3.1.1. Show that any positive rational number has exactly two
continued fraction expansions, both of which are finite.

Exercise 3.1.2. Show that a continued fraction in which some of the digits
are allowed to be zero (but that is not allowed to end with infinitely many
zeros) can always be rewritten with digits in N.

Exercise 3.1.3. [Dirichlet principle] For a given u ∈ R and n � 1 consider
the points 0, u, 2u, . . . , nu (mod 1) as elements of the circle T. Show that
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for some k, 0 < k < n we have 〈ku〉 � 1
n , and deduce that there exists a

sequence qn → ∞ with qn〈qnu〉 < 1.

Exercise 3.1.4. Extend Proposition 3.3 in the following way. Given u as in
(3.10), and the nth convergent pn

qn
, the (n+1)th convergent pn+1

qn+1
is character-

ized by being the ratio of the unique pair of positive integers (pn+1, qn+1) for
which |pn+1 − qn+1u| < |pn − qnu| with qn+1 > qn minimal. Notice that the
same cannot be said when using the expression

∣
∣u− pn

qn

∣
∣, as becomes clear in

the case where u > 1
3 is very close to 1

3 , in which case the first approximation
is not 1

2 .

Exercise 3.1.5. Let u = [a0; a1, . . . ] with convergents pn

qn
. Show that

1
2qn+1

� |pn − qnu| <
1

qn+1
.

3.2 The Continued Fraction Map and the Gauss
Measure

Let Y = [0, 1]�Q, and define a map T : Y → Y by

T (x) =
1
x
−

⌊
1
x

⌋

,

where 	t
 denotes the greatest integer less than or equal to t. Thus T (x) is
the fractional part

{
1
x

}

of 1
x . The graph of this so-called continued fraction

or Gauss map is shown in Fig. 3.1.

Fig. 3.1 The Gauss map
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Gauss observed in 1845 that T preserves(40) the probability measure given
by

μ(A) =
1

log 2

∫

A

1
1 + x

dx,

by showing that the Lebesgue measure of T−nI converges to μ(I) for each
interval I.

This map will be studied via a geometric model (for its invertible ex-
tension) in Chap. 9; in this section we assemble some basic facts from an
elementary point of view, showing that the Gauss measure is T -invariant and
ergodic. Since the measure defined in Lemma 3.5 is non-atomic, we may ex-
tend the map to include the points 0 and 1 in any way without affecting the
measurable structure of the system.

Lemma 3.5. The continued fraction map T (x) =
{

1
x

}

on (0, 1) preserves
the Gauss measure μ given by

μ(A) =
1

log 2

∫

A

1
1 + x

dx

for any Borel measurable set A ⊆ [0, 1].

A geometric and less formal proof of this will be given on page 93 using
basic properties of the invertible extension of the continued fraction map in
Proposition 3.15.
Proof of Lemma 3.5. It is sufficient to show that μ

(

T−1[0, s]
)

= μ ([0, s])
for every s > 0. Clearly

T−1[0, s] = {x | 0 � T (x) � s} =
∞⊔

n=1

[
1

s + n
,
1
n

]

is a disjoint union. It follows that

μ
(

T−1[0, s]
)

=
1

log 2

∞∑

n=1

∫ 1/n

1/(s+n)

1
1 + x

dx

=
1

log 2

∞∑

n=1

(

log(1 + 1
n ) − log(1 + 1

s+n )
)

=
1

log 2

∞∑

n=1

(

log(1 + s
n ) − log(1 + s

n+1 )
)

(3.16)

=
1

log 2

∞∑

n=1

∫ s/n

s/(n+1)

1
1 + x

dx

= μ ([0, s]) ,

completing the proof. The identity used in (3.16) amounts to
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1 + s
n

1 + s
n+1

=
1 + 1

n

1 + 1
s+n

,

which may be seen by multiplying numerator and denominator of the left-
hand side by n+1

n+s , and the interchange of integral and sum is justified by
absolute convergence. �

Thus Lemma 3.5 shows that
(

[0, 1],B[0,1], μ, T
)

is a measure-preserving
system.

Define for x ∈ Y = [0, 1]�Q and n � 1 the sequence of natural num-
bers (an) = (an(x)) by

1
1 + an

< Tn−1(x) <
1
an

, (3.17)

or equivalently by

an(x) =
⌊

1
Tn−1x

⌋

∈ N. (3.18)

For any sequence (an)n�1 of natural numbers we define the continued
fraction [a1, a2, . . . ] just as in (3.1) with a0 = 0.

Lemma 3.6. For any irrational x ∈ [0, 1]�Q the sequence (an(x)) defined
in (3.18) gives the digits of the continued fraction expansion to x. That is,

x = [a1(x), a2(x), . . . ].

Proof. Define an = an(x) and let u = [a1, a2, . . . ] be the limit as in (3.10)
with a0 = 0. By (3.11) we have

p2n

q2n
< u <

p2n+1

q2n+1

and by (3.8) and the inequality (3.6) we have

p2n+1

q2n+1
− p2n

q2n
=

1
q2nq2n−1

� 1
22n−2

.

We now show by induction that

[a1, . . . , a2n] =
p2n

q2n
< x <

p2n+1

q2n+1
= [a1, . . . , a2n+1], (3.19)

which together with the above shows that u = x.
Recall that p0

q0
= 0 and p1

q1
= 1

a1
, so (3.19) holds for n = 0 because of the

definition of a1 in (3.18). Now assume that the inequality (3.19) holds for a
given n and all x ∈ [0, 1]. In particular, we may apply it to T (x) to get

[a2, . . . , a2n+1] < T (x) < [a2, . . . , a2n+2].
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Since T (x) = 1
x − a1 we get

a1 + [a2, . . . , a2n+1] <
1
x

< a1 + [a2, . . . , a2n+2]

and therefore

[a1, . . . , a2n+2] =
1

a1 + [a2, . . . , a2n+2]
< x,

x <
1

a1 + [a2, . . . , a2n+1]
= [a1, . . . , a2n+1]

as required. �
This gives a description of the continued fraction map as a shift map: the

list of digits in the continued fraction expansion of x ∈ [0, 1]�Q defines a
unique element of N

N, and the diagram

N
N σ−−−−→ N

N

⏐
⏐
�

⏐
⏐
�

(0, 1) −−−−→
T

(0, 1)

commutes, where σ is the left shift and the vertical map sends a sequence of
digits (an)n�1 to the real irrational number defined by the continued fraction
expansion.

In Corollary 3.8 we will draw some easy consequences(41) of ergodicity for
the Gauss measure μ in terms of properties of the continued fraction ex-
pansion for almost every real number. Given a continued fraction expansion,
recall that the convergents are the terms of the sequence of rationals pn(x)

qn(x)

in lowest terms defined by

pn(x)
qn(x)

=
1

a1 +
1

a2 +
1

a3 + · · · + 1
an

.

Theorem 3.7. The continued fraction map T (x) = { 1
x} on (0, 1) is ergodic

with respect to the Gauss measure μ.

Before proving this(42) we develop some more of the basic identities for
continued fractions. Given a continued fraction expansion u = [a0; a1, . . . ] of
an irrational number u, we write un = [an; an+1, . . . ] for the nth tail of the
expansion. By Lemma 3.1 applied twice, we have
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(
pn+k

qn+k

)

=
(

a0 1
1 0

)

· · ·
(

an+k 1
1 0

) (
1
0

)

=
(

pn pn−1

qn qn−1

)(
an+1 1

1 0

)

· · ·
(

an+k 1
1 0

)(
1
0

)

.

Writing pk(un+1) and qk(un+1) for the numerator and denominator of the kth
convergents to un+1, we can apply Lemma 3.1 again to deduce that

(
pn+k

qn+k

)

=
(

pn pn−1

qn qn−1

) (
pk−1(un+1) pk−2(un+1)
qk−1(un+1) qk−2(un+1)

) (
1
0

)

,

so
pn+k

qn+k
=

pn
pk−1(un+1)
qk−1(un+1)

+ pn−1

qn
pk−1(un+1)
qk−1(un+1)

+ qn−1

,

which gives

u =
pnun+1 + pn−1

qnun+1 + qn−1
(3.20)

in the limit as k → ∞. Notice that the above formulas are derived for a general
positive irrational number u. If u = [a1, . . . ] ∈ (0, 1), then un+1 = (Tn(u))−1

so that

u =
pn + pn−1T

n(u)
qn + qn−1Tn(u)

. (3.21)

Proof of Theorem 3.7. The description of the continued fraction map as
a shift on the space N

N described above suggests the method of proof: the
measure μ corresponds to a rather complicated measure on the shift space,
but if we can control the measure of cylinder sets (and their intersections)
well enough then we may prove ergodicity along the lines of the proof of
ergodicity for Bernoulli shifts in Proposition 2.15. For two expressions f, g
we write f � g to mean that there are absolute constants C1, C2 > 0 such
that

C1f � g � C2f.

Given a vector a = (a1, . . . , an) ∈ N
n of length |a| = n, define a set

I(a) = {[x1, x2, . . . ] | xi = ai for 1 � i � n}

(which may be thought of as an interval in (0, 1), or as a cylinder set in N
N).

The main step towards the proof of the theorem is to show that

μ
(

T−nA ∩ I(a)
)

� μ(A)μ(I(a)) (3.22)

for any measurable set A. Notice that for the proof of (3.22) it is sufficient to
show it for any interval A = [d, e]; the case of a general Borel set then follows
by a standard approximation argument (the set of Borel sets satisfying (3.22)
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with a fixed choice of constants is easily seen to be a monotone class, so
Theorem A.4 may be applied).

Now define pn

qn
= [a1, . . . , an] and pn−1

qn−1
= [a1, . . . , an−1]. Then u ∈ I(a) if

and only if u = [a1, . . . , an, an+1(u), . . .], and so u ∈ I(a)∩ T−nA if and only
if u can be written as in (3.21), with Tn(u) ∈ A = [d, e]. As Tn restricted
to I(a) is continuous and monotone (increasing if n is even, and decreasing
if n is odd), it follows that I(a) ∩ T−nA is an interval with endpoints given
by

pn + pn−1d

qn + qn−1d

and
pn + pn−1e

qn + qn−1e
.

Thus the Lebesgue measure of I(a) ∩ T−nA,
∣
∣
∣
∣

pn + pn−1d

qn + qn−1d
− pn + pn−1e

qn + qn−1e

∣
∣
∣
∣
,

expands to
∣
∣
∣
∣

(pn + pn−1d)(qn + qn−1e) − (pn + pn−1e)(qn + qn−1d)
(qn + qn−1d)(qn + qn−1e)

∣
∣
∣
∣

=
∣
∣
∣
∣

pnqn−1e + pn−1qnd − pnqn−1d − pn−1qne

(qn + qn−1d)(qn + qn−1e)

∣
∣
∣
∣

= (e − d)
|pnqn−1 − pn−1qn|

(qn + qn−1e)(qn + qn−1f)
= (e − d)

1
(qn + qn−1e)(qn + qn−1f)

by (3.8). On the other hand, the Lebesgue measure of I(a) is
∣
∣
∣
∣

pn

qn
− pn + pn−1

qn + qn−1

∣
∣
∣
∣
=

|pnqn−1 − pn−1qn|
qn(qn + qn−1)

=
1

qn(qn + qn−1)
(3.23)

again by (3.8), which implies that

m(I(a) ∩ T−nA) = m(A)m(I(a))
qn(qn + qn−1)

(qn + qn−1e)(qn + qn−1f)
� m(A)m(I(a)), (3.24)

where m denotes Lebesgue measure on (0, 1). Next notice that

m(B)
2 log 2

� μ(B) � m(B)
log 2

for any Borel set B ⊆ (0, 1), which together with (3.24) gives (3.22).
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Now assume that A ⊆ (0, 1) is a Borel set with T−1A = A. For such a set,
the estimate in (3.22) reads as

μ(A ∩ I(a)) � μ(A)μ(I(a))

for any interval I(a) defined by a = (a1, . . . , an) ∈ N
n and any n. However, for

a fixed n the intervals I(a) partition (0, 1) (as a varies in N
n), and by (3.23)

diam(I(a)) =
1

qn(qn + qn−1)

� 1
2n−2

(by (3.6)),

so the lengths of the sets in this partition shrink to zero uniformly as n → ∞.
Therefore, the intervals I(a) generate the Borel σ-algebra, and so

μ(A ∩ B) � μ(A)μ(B)

for any Borel subset B ⊆ (0, 1) (again by Theorem A.4). We apply this to the
set B = (0, 1)�A and obtain 0 � μ(A)μ(B), which shows that either μ(A) = 0
or μ((0, 1)�A) = 0, as needed. �

We will use the ergodicity of the Gauss map in Corollary 3.8 to deduce
statements about the digits of the continued fraction expansion of a typical
real number. Just as Borel’s normal number theorem (Example 1.2) gives
precise statistical information about the decimal expansion of almost every
real number, ergodicity of the Gauss map gives precise statistical informa-
tion about the continued fraction digits of almost every real number. Of
course the form of the conclusion is necessarily different. For example, since
there are infinitely many different digits in the continued fraction expansion,
they cannot all occur with equal frequency, and (3.25) makes precise the
way in which small digits occur more frequently than large ones. We also
obtain information on the geometric and arithmetic mean of the digits an

in (3.26) and (3.27), the growth rate of the denominators qn in (3.28), and
the rate at which the convergents pn

qn
approximate a typical real number

in (3.29).
In particular, equations (3.28) and (3.29) together say that the digit an+1

appearing in the estimate (3.14) does not affect the logarithmic rate of ap-
proximation of an irrational by the continued fraction partial quotients sig-
nificantly.

Corollary 3.8. For almost every real number x = [a1, a2, . . . ] ∈ (0, 1), the
digit j appears in the continued fraction with density

2 log(1 + j) − log j − log(2 + j)
log 2

, (3.25)
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lim
n→∞

(a1a2 . . . an)1/n =
∞∏

a=1

(
(a + 1)2

a(a + 2)

)log a/ log 2

, (3.26)

lim
n→∞

1
n

(a1 + a2 + · · · + an) = ∞, (3.27)

lim
n→∞

1
n

log qn(x) =
π2

12 log 2
, (3.28)

and

lim
n→∞

1
n

log
∣
∣
∣
∣
x − pn(x)

qn(x)

∣
∣
∣
∣
−→ − π2

6 log 2
. (3.29)

Proof. The digit j appears in the first N digits with frequency

1
N

|{i | i � N, ai = j}| =
1
N

|{i | i � N, T ix ∈ ( 1
j+1 , 1

j )}|

→ 1
log 2

∫ 1/j

1/(j+1)

1
1 + y

dy

=
2 log(1 + j) − log j − log(2 + j)

log 2
,

which proves (3.25).
Define a function f on (0, 1) by f(x) = log a for x ∈

(
1

a+1 , 1
a

)

. Then

∫ 1

0

f(x) dx =
∞∑

a=1

(
1
a
− 1

a + 1

)

log a

�
∞∑

a=1

1
a2

log a < ∞,

so
∫ 1

0
f dμ < ∞ also, since the density dμ

dx = 1
(1+x) log 2 is bounded on [0, 1]. By

the pointwise ergodic theorem (Theorem 2.30) we therefore have, for almost
every x,

1
n

n−1∑

j=0

log aj =
1
n

n−1∑

j=0

f(T jx) −→
∫

f(x) dμ.

This shows (3.26) since

∫ 1

0

f dμ =
∞∑

a=1

log a

log 2

∫ 1/a

1/(1+a)

1
1 + x

dx.
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Now consider the function g(x) = ef(x) (so g(x) = a1 is the first digit in the
continued fraction expansion of x). We have

1
n

(a1 + · · · + an) =
1
n

n−1∑

j=0

g(T jx),

but the pointwise ergodic theorem cannot be applied to g since
∫ 1

0
g dμ = ∞

(the result needed is Exercise 2.6.5(2); the argument here shows how to do
this exercise). However, for any fixed N the truncated function

gN (x) =

{

g(x) if g(x) � N ;
0 if not

is in L1
μ since

∫

gN dμ =
1

log 2

N∑

a=1

∫ 1/a

1/(a+1)

a dx =
1

log 2

N∑

a=1

1
a + 1

.

Notice that
∫ 1

0
gN dμ → ∞ as N → ∞. By the ergodic theorem,

lim inf
n→∞

1
n

n−1∑

j=0

g(T jx) � lim
n→∞

1
n

n−1∑

j=0

gN (T jx)

=
∫ 1

0

gN dμ → ∞

as N → ∞, showing (3.27).
The proofs of (3.25) and (3.26) were straightforward applications of the

ergodic theorem, and (3.27) only required a simple extension to measurable
functions. Proving (3.28) and (3.29) takes a little more effort.

First notice that

pn(x)
qn(x)

=
1

a1 + [a2, . . . , an]

=
1

a1 + pn−1(Tx)
qn−1(Tx)

=
qn−1(Tx)

pn−1(Tx) + qn−1(Tx)a1
,

so pn(x) = qn−1(Tx) since the convergents are in lowest terms. Recall that
we always have p1 = q0 = 1. It follows that

1
qn(x)

=
pn(x)
qn(x)

· pn−1(Tx)
qn−1(Tx)

· · · p1(Tn−1x)
q1(Tn−1x)

,
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so

− 1
n

log qn(x) =
1
n

n−1∑

j=0

log
[
pn−j(T jx)
qn−j(T jx)

]

.

Let h(x) = log x (so h ∈ L1
μ). Then

− 1
n

log qn(x) =
1
n

n−1∑

j=0

h(T jx)

︸ ︷︷ ︸

Sn

− 1
n

n−1∑

j=0

[

log(T jx) − log
(

pn−j(T jx)
qn−j(T jx)

)]

︸ ︷︷ ︸

Rn

gives a splitting of − 1
n log qn(x) into an ergodic average Sn = An

h and a
remainder term Rn. By the ergodic theorem,

lim
n→∞

1
n

Sn =
1

log 2

∫ 1

0

log x

1 + x
dx = − π2

12 log 2
.

To complete the proof of (3.28), we need to show that 1
nRn → 0 as n → ∞.

This will follow from the observation that pn−j(T
jx)

qn−j(T jx) is a good approximation
to T jx if (n − j) is large enough. Recall from (3.7) and (3.6) that

pk � 2(k−2)/2, qk � 2(k−1)/2,

so, by using the inequality (3.13),
∣
∣
∣
∣

x

pk/qk
− 1

∣
∣
∣
∣
=

qk

pk

∣
∣
∣
∣
x − pk

qk

∣
∣
∣
∣
� 1

pkqk+1
� 1

2k−1
.

By using this together with the fact that | log u| � 2|u−1| whenever u ∈ [12 , 3
2 ]

(which applies in the sum below with j � n − 2), we get

|Rn| �
n−1∑

j=0

∣
∣
∣
∣
log

T jx

pn−j(T jx)/qn−j(T jx)

∣
∣
∣
∣

� 2
n−2∑

j=0

∣
∣
∣
∣

T jx

pn−j(T jx)/qn−j(T jx)
− 1

∣
∣
∣
∣

︸ ︷︷ ︸

Tn

+
∣
∣
∣
∣
log

Tn−1x

p1(Tn−1x)/q1(Tn−1x)

∣
∣
∣
∣

︸ ︷︷ ︸

Un

.

Now

Tn �
n−2∑

j=0

2
2n−j−1

� 2

for all n. For the second term, notice that
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Un =
∣
∣log

[(

Tn−1x
)

a1

(

Tn−1x
)]∣

∣ ,

and by the inequality (3.17) we have

1 �
(

Tn−1x
)

a1

(

Tn−1x
)

�
a1

(

Tn−1x
)

1 + a1 (Tn−1x)
� 1

2

since a1(Tn−1x) � 1. Therefore,

| log
[(

Tn−1x
)

a1

(

Tn−1x
)]

| � log 2,

which completes the proof that

1
n

Rn → 0

as n → ∞, and hence shows (3.28).
Equation (3.29) follows from (3.28), since from the inequalities (3.13)

and (3.15) we have

log qn + log qn+1 � − log
∣
∣
∣
∣
x − pn

qn

∣
∣
∣
∣
� log qn + log qn+2.

�

Exercises for Sect. 3.2

Exercise 3.2.1. Use the idea in the proof of (3.27) to extend the pointwise
ergodic theorem (Theorem 2.30) to the case of a measurable function f � 0
with

∫

X
f dμ = ∞ without the assumption of ergodicity.

Exercise 3.2.2. Show that the map from N
N to [0, 1]�Q sending (a1, a2, . . . )

to [a1, a2, . . . ] is a homeomorphism with respect to the discrete topology on N

and the product topology on N
N.

Exercise 3.2.3. Let p = (p1, p2, . . . ) be an infinite probability vector (this
means that pi � 0 for all i, and

∑

i pi = 1). Show that p gives rise to a σ-
invariant and ergodic probability measure pN on N

N.

Exercise 3.2.4. Let φ : N
N → (0, 1)�Q be the map discussed on page 79,

and let μ be the Gauss measure on [0, 1]. Show that φ−1
∗ μ is not of the form pN

for any infinite probability vector p.
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3.3 Badly Approximable Numbers

While Corollary 3.8 gives precise information about the behavior of typical
real numbers, it does not say anything about the behavior of all real numbers.
In this section we discuss a special class of real numbers that behave very
differently to typical real numbers.

Definition 3.9. A real number u = [a1, a2, . . . ] ∈ (0, 1) is called badly ap-
proximable if there is some bound M with the property that an � M for
all n � 1.

Clearly a badly approximable number cannot satisfy (3.27). It follows that
the set of all badly approximable numbers in (0, 1) is a null set with re-
spect to the Gauss measure, and hence is a null set with respect to Lebesgue
measure(43). The next result explains the terminology: badly approximable
numbers cannot be approximated very well by rationals.

Proposition 3.10. A number u ∈ (0, 1) is badly approximable if and only if
there exists some ε > 0 with the property that

∣
∣
∣
∣
u − p

q

∣
∣
∣
∣
� ε

q2

for all rational numbers p
q .

Proof. If u is badly approximable, then (3.4) shows that

qn+1 � (M + 1)qn

for all n � 0. For any q there is some n with q ∈ (qn−1, qn], and by Proposi-
tion 3.3 and (3.15) we therefore have

∣
∣
∣
∣

p

q
− u

∣
∣
∣
∣
>

∣
∣
∣
∣

pn

qn
− u

∣
∣
∣
∣
>

1
qnqn+2

>
1

(M + 1)4q2

as required.
Conversely, if

∣
∣
∣
∣
u − p

q

∣
∣
∣
∣
� ε

q2

for all rational numbers p
q then, in particular,

ε

q2
n

�
∣
∣
∣
∣
u − pn

qn

∣
∣
∣
∣
<

1
qnqn+1

by (3.13). This implies that



88 3 Continued Fractions

an+1qn < an+1qn + qn−1 = qn+1 <
1
ε
qn,

so an+1 � 1
ε for all n � 1. �

Example 3.11. Notice that 2√
5−1

=
√

5+1
2 ∈ (1, 2) and

√
5+1
2 − 1 =

√
5−1
2 . It

follows that if √
5 − 1
2

= [a1, a2, . . . ]

then a1 + [a2, a3, . . . ] ∈ (1, 2), so a1 = 1, and hence

[a2, a3, . . . ] =
√

5 + 1
2

− 1 =
√

5 − 1
2

= [a1, a2, . . . ].

We deduce by the uniqueness of the continued fraction digits that
√

5 − 1
2

= [1, 1, 1, . . . ],

so
√

5−1
2 is badly approximable.

Indeed, the specific number in Example 3.11 is, in a precise sense, the most
badly approximable real number in (0, 1). In the next section we generalize
this example to show that all quadratic irrationals are badly approximable.

3.3.1 Lagrange’s Theorem

The periodicity of the continued fraction expansion seen in Example 3.11
is a general property of quadratics. A real number u is called a quadratic
irrational if u /∈ Q and there are integers a, b, c with au2 + bu + c = 0. Notice
that u is a quadratic irrational if and only if Q(u) is a subfield of R of degree 2
over Q.

Definition 3.12. A continued fraction [a0; a1, . . . ] is eventually periodic if
there are numbers N � 0 and k � 1 with an+k = an for all n � N . Such a
continued fraction will be written

[a0; a1, . . . , aN−1, aN , . . . , aN+k].

The main result describing the special properties of quadratic irrationals
is Lagrange’s Theorem [218, Sect. 34].

Theorem 3.13 (Lagrange). Let u be an irrational positive real number.
Then the continued fraction expansion of u is eventually periodic if and only
if u is a quadratic irrational.
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Proof. Assume first that u = [a0; a1, . . . , ak] has a strictly periodic continued
fraction expansion, so that uk+1 = u0 = u. Thus

u =
upk + pk−1

uqk + qk−1

by (3.20), so
u2qk + u(qk−1 − pk) − pk−1 = 0

and u is a quadratic irrational (u cannot be rational, since it has an infinite
continued fraction; alternatively notice that the quadratic equation satisfied
by u has discriminant (qk−1−pk)2+4qkpk−1 = (qk−1+pk)2−4(−1)k by (3.8),
so cannot be a square).

Now assume that

u = [a0; . . . , aN−1, aN , . . . , aN+k].

Then, by (3.20),

u =
[aN ; aN+1, . . . , aN+k]pN−1 + pN−2

[aN ; aN+1, . . . , aN+k]qN−1 + qN−2
,

so Q(u) = Q([aN ; aN+1, . . . , aN+k]), and therefore u is a quadratic irrational.
The converse is more involved(44). Assume now that u is a quadratic irra-

tional, with
f0(u) = α0u

2 + β0u + γ0 = 0

for some α0, β0, γ0 ∈ Z and δ = β2
0 − 4α0γ0 not a square. We claim that for

each n � 0 there is a polynomial

fn(x) = αnx2 + βn + γn

with
β2

n − 4αnγn = δ

and with the property that fn(un) = 0. This claim again follows from the
fact that Q(u) = Q(un), but we will need specific properties of the num-
bers αn, βn, γn, so we proceed by induction.

Assume such a polynomial exists for some n � 0. Since un = an + 1
un+1

,
we therefore have

u2
n+1fn

(

an +
1

un+1

)

= 0.

The resulting relation for un+1 may be written in the form

fn+1(x) = αn+1x
2 + βn+1x + γn+1

where
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αn+1 = a2
nαn + anβn + γn,

βn+1 = 2anαn + βn, (3.30)
γn+1 = αn. (3.31)

It is clear that αn+1, βn+1, γn+1 ∈ Z, and a simple calculation shows that

β2
n+1 − 4αn+1γn+1 = β2

n − 4αnγn,

proving the claim.
Notice that all the polynomials fn have the same discriminant δ, which is

not a square, so αn �= 0 for n � 0. If there is some N with αn > 0 for all
n � N , then (3.30) shows that the sequence βN , βN+1, . . . is increasing since
an > 0 for n � 1. Thus for large enough n, by (3.31), all three of αn, βn

and γn are positive. This is impossible, since fn(un) = 0 and un > 0. A
similar argument shows that there is no N with αn < 0 for all n � N . We
deduce that αn must change in sign infinitely often, so in particular there
is an infinite set A ⊆ N with the property that αnαn−1 < 0 for all n ∈ A.
By (3.31), it follows that αnγn < 0 for all n ∈ A. Now β2

n − 4αnγn = δ, so
for n ∈ A we must have

|αn| � 1
4δ,

|βn| <
√

δ,

and

|γn| � 1
4δ.

It follows that as n runs through the infinite set A there are only finitely many
possibilities for the polynomials fn, so there must be some n0 < n1 < n2

with fn0 = fn1 = fn2 . Since a quadratic polynomial has only two zeros,
and un0 , un1 , un2 are all zeros of the same polynomial, we see that two of
them coincide so the continued fraction expansion of u is eventually periodic.

�
Corollary 3.14. Any quadratic irrational is badly approximable.

Proof. This is an immediate consequence of Theorem 3.13 and Defini-
tion 3.9. �

It is not known if any other algebraic numbers are badly approximable.

Exercises for Sect. 3.3

Exercise 3.3.1. (45) Show that Q(
√

5) contains infinitely many elements
with a uniform bound on their partial quotients, by checking that the num-
bers [1k+1, 4, 2, 1k, 3] for k � 0 all lie in Q(

√
5) (here 1k denotes the string
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1, 1, . . . , 1 of length k). Can you find a similar pattern in any real quadratic
field Q(

√
d)?

Exercise 3.3.2. A number u ∈ (0, 1) is called very well approximable if there
is some δ > 0 with the property that there are infinitely many rational
numbers p

q with gcd(p, q) = 1 for which

∣
∣
∣
∣
u − p

q

∣
∣
∣
∣
� 1

q2+δ
.

(a) Show that u is very well approximable if and only if there is some ε > 0
with the property that an+1 � qε

n for infinitely many values of n.
(b) Show that for any very well approximable number the convergence
in (3.28) fails.

Exercise 3.3.3. Prove Liouville’s Theorem(46): if u is a real algebraic number
of degree d � 2, then there is some constant c(u) > 0 with the property that

c(u)
qd

<

∣
∣
∣
∣
u − p

q

∣
∣
∣
∣

for any rational number p
q .

Exercise 3.3.4. Use Liouville’s Theorem from Exercise 3.3.3 to show that
the number

u =
∞∑

n=1

10−n!

is transcendental (that is, u is not a zero of any integral polynomial)(47).

Exercise 3.3.5. Prove that the theorem of Margulis from p. 6 does not hold
for quadratic forms in 2 variables.

3.4 Invertible Extension of the Continued Fraction Map

We are interested in finding a geometrically convenient invertible extension
of the non-invertible map T , and in Sect. 9.6 will re-prove the ergodicity of
the Gauss measure in that context.

Define a set
Y = {(y, z) ∈ [0, 1)2 | 0 � z � 1

1 + y
}

(this set is illustrated in Fig. 3.2) and a map T : Y → Y by

T (y, z) = (Ty, y(1 − yz)).

The map T will also be called the Gauss map.
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Proposition 3.15. The map T : Y → Y is an area-preserving bijection off
a null set. More precisely, there is a countable union N of lines and curves
in Y with the property that T |

Y�N
: Y�N → Y�N is a bijection preserving

the Lebesgue measure.

Proof. The derivative of the map T is
(

− 1
y2 0

1 − 2yz −y2

)

,

with determinant 1. It follows that T preserves area locally. To see that the
map is a bijection, define regions An and Bn in Y by

An = {(y, z) ∈ Y | 1
n + 1

< y <
1
n
}

and
Bn = {(y, z) ∈ Y | 1

n + 1 + y
< z <

1
n + y

and y > 0}.

These sets are shown in Fig. 3.2. Both

{An | n = 1, 2, . . . }

and
{Bn | n = 1, 2, . . . }

define partitions of Y after removing countably many vertical lines (or curves
in the case of {Bn}). Since this is a Lebesgue null set, it is enough to show
that T |An : An → Bn is a bijection for each n � 1, for then

T |∪n�1An :
⋃

n�1

An −→
⋃

n�1

Bn

is also a bijection, and we can take for the null set N the set of all images
and pre-images of

(

Y�
⋃

n�1

An

)

∪
(

Y�
⋃

n�1

Bn

)

.

Notice that y > 0 and 0 < z < 1
1+y implies that

0 < yz <
y

1 + y
,

1
1 + y

< (1 − yz) < 1,

and
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Fig. 3.2 The Gauss map is a bijection between Y and Y , sending the subset An ⊆ Y to
the subset Bn ⊆ Y for each n � 1

y

1 + y
< y(1 − yz) < y. (3.32)

If now (y, z) ∈ An for some n � 1 then y = 1
n+y1

for T (y, z) = (y1, z1) and
the inequality (3.32) becomes

1
n + 1 + y1

=
y

1 + y
< z1 = y(1 − yz) < y =

1
n + y1

,

so that (y1, z1) ∈ Bn and therefore T (An) ⊆ Bn. To see that the restriction
to An is a bijection, fix (y1, z1) ∈ Bn. Then y = 1

n+y1
is uniquely determined,

and the equation z1 = y(1 − yz) then determines z uniquely. Clearly

y ∈
(

1
n + 1

,
1
n

)

since y1 ∈ (0, 1), and by reversing the argument above (or by a straightfor-
ward calculation) we see that

y

1 + y
=

1
n + 1 + y1

< z1 <
1

n + y1
= y

implies 0 < z < 1
1+y so that (y, z) ∈ An. �

Lemma 3.5 gives no indication of where the Gauss measure might have
came from. The invertible extension, which preserves Lebesgue measure, gives
an alternative proof that the Gauss measure is invariant, and gives one ex-
planation of where it might come from.
Second proof of Lemma 3.5. Let π : Y → Y be the projection

π(y, z) = y (3.33)

onto Y . The Gauss measure μ on Y is the measure defined∗ by

μ(B) = m(π−1B)

∗ This construction of μ from m is called the push-forward of m by π.
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where m is the normalized Lebesgue measure on Y . Since T : Y → Y pre-
serves m by Proposition 3.15 and π ◦T = T ◦π, the measure μ is T -invariant.

�
The projection map π : Y → Y defined in (3.33) shows that T on Y is an

invertible extension of the non-invertible map T on Y .

Notes to Chap. 3

(38)(Page 69) The material in Sect. 3.1 may be found in many places; a convenient source

for the path followed here using matrices is a note of van der Poorten [294].
(39)(Page 72) In particular, we have Dirichlet’s theorem: for any u ∈ R and Q ∈ N, there

exists a rational number p
q

with 0 < q � Q and |u − p
q
| � 1

q(Q+1)
, which can also be seen

via the pigeon-hole principle.
(40)(Page 77) A broad overview of continued fractions from an ergodic perspective may
be found in the monograph of Iosifescu and Kraaikamp [161]. Kraaikamp and others have

suggested ways in which Gauss could have arrived at this measure; see also Keane [187].
Other approaches to the Gauss measure are described in the book of Khinchin [191]. The
ergodic approach to continued fractions has a long history. Knopp [205] showed that the

Gauss measure is ergodic (in different language); Kuz’min [217] found results on the rate of
mixing of the Gauss measure; Doeblin [71] showed ergodicity; Ryll-Nardzewski [326] also

showed this (that the Gauss measure is “indecomposable”) and used the ergodic theorem
to deduce results like (3.26). This had also been shown earlier by Khinchin [190]. Lévy [227]

showed (3.25), an implicitly ergodic result, in 1936 (using the language of probability rather
than ergodic theory).
(41)(Page 79) These results are indeed easily seen given both the ergodic theorem and the
ergodicity of the Gauss map; their original proofs by other methods are not easy. For other

results on the continued fraction expansion from the ergodic perspective, see Cornfeld,
Fomin and Sinăı [60, Chap. 7] and from a number-theoretic perspective, see Khinchin [191].

The limit in (3.26), approximately 2.685, is known as Khinchin’s constant; the problem of
estimating it numerically is considered by Bailey, Borwein and Crandall [14]. Little is known

about its arithmetical properties. The (exponential of the) constant appearing in (3.28) is
usually called the Khinchin–Lévy constant. Just as in Example 2.31, it is a quite different

problem to exhibit any specific number that satisfies these almost everywhere results:
Adler, Keane and Smorodinsky exhibit a normal number for the continued fraction map

in [2].
(42)(Page 79) This is proved here directly, using estimates for conditional measures on

cylinder sets; see Billingsley [31] for example. We will re-prove it in Proposition 9.25 on
p. 323 using a geometrical argument.
(43)(Page 87) Most of this section is devoted to quadratic irrationals, but it is clear there are
uncountably many badly approximable numbers; the survey of Shallit [340] describes some

of the many settings in which these numbers appear, gives other families of such numbers,
and has an extensive bibliography on these numbers (which are also called numbers of
constant type). For example, Kmošek [203] and Shallit [339] showed that if

∞
X

n=0

k−2n
= [a

(k)
1 , a

(k)
2 , . . . ],

then supn�1{a
(2)
n } = 6 and supn�1{a

(k)
n } = n + 2 for k � 3.
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(44)(Page 89) There are many ways to prove this; we follow the argument of Steinig [352]
here.
(45)(Page 90) This remarkable uniformity in Definition 3.9 was shown by Woods [388]
for Q(

√
5) and by Wilson [384] in general, who showed that any real quadratic field Q(

√
d)

contains infinitely many numbers of the form [a1, a2, . . . , ak] with 1 � an � Md for
all n � 1. McMullen [259] has explained these phenomena in terms of closed geodesics; the

connection between continued fractions and closed geodesics will be developed in Chap. 9.
Exercise 3.3.1 shows that we may take M5 = 4, and the question is raised in [259] of

whether there is a tighter bound allowing Md to be taken equal to 2 for all d.
(46)(Page 91) Liouville’s Theorem [234, 236] (on Diophantine approximation; there are

several important results bearing his name) marked the start of an important series of
advances in Diophantine approximation, attempting to sharpen the lower bound. These

results may be summarized as follows. The statement that for any algebraic number u
of degree d there is a constant c(u) so that for all rationals p/q we have |u − p/q| >

c(u)/qλ(u) holds: for λ(u) = d (Liouville 1844); for any λ(u) > 1
2
d + 1 (Thue [360], 1909);

for any λ(u) > 2
√

d (Siegel [343], 1921); for any λ(u) >
√

2d (Dyson [77], 1947); finally,

and definitively, for any λ(u) > 2 (Roth [319], 1955).
(47)(Page 91) This observation of Liouville [235] dates from 1844 and seems to be the ear-

liest construction of a transcendental number; in 1874 Cantor [47] used set theory to show
that the set of algebraic numbers is countable, deducing that there are uncountably many

transcendental real numbers (as pointed out by Herstein and Kaplansky [150, p. 238], and
despite what is often taught, Cantor’s proof can be used to exhibit many explicit tran-

scendental numbers). In a different direction, many important constants were shown to be
transcendental. Examples include: e (Hermite [149], 1873); π (Lindemann [232], 1882); αβ

for α algebraic and not equal to 0 or 1 and β algebraic and irrational (Gelfond [113] and

Schneider [334], 1934).





Chapter 4

Invariant Measures for Continuous
Maps

One of the natural ways in which measure-preserving transformations arise
is from continuous maps on compact metric spaces. Let (X, d) be a compact
metric space, and let T : X → X be a continuous map. Recall that the dual
space C(X)∗ of continuous real functionals on the space C(X) of continuous
functions X → R can be naturally identified with the space of finite signed
measures on X equipped with the weak*-topology. Our main interest is in
the space M (X) of Borel probability measures on X. The main properties
of M (X) needed are described in Sect. B.5.

Any continuous map T : X → X induces a continuous map

T∗ : M (X) → M (X)

defined by T∗(μ)(A) = μ(T−1A) for any Borel set A ⊆ X. Each point x ∈ X
defines a measure δx by

δx(A) =
{

1 if x ∈ A;
0 if x /∈ A.

We claim that T∗(δx) = δT (x) for any x ∈ X. To see this, let A ⊆ X be any
measurable set, and notice that

(T∗δx) (A) = δx(T−1A) = δT (x)(A).

This suggests that we should think of the space of measures M (X) as gen-
eralized points, and the transformation T∗ : M (X) → M (X) as a natural
extension of the map T from the copy {δx | x ∈ X} of X to the larger
set M (X). For f ∈ C(X) and μ ∈ M (X),

∫

X

f d(T∗μ) =
∫

X

f ◦ T dμ,

and this property characterizes T∗ by (B.2) and Lemma B.12.
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The map T∗ is continuous and affine, so the set M T (X) of T -invariant
measures is a closed convex subset of M (X); in the next section(48) we will
see that it is always non-empty.

4.1 Existence of Invariant Measures

The connection between ergodic theory and the dynamics of continuous maps
on compact metric spaces begins with the next result, which shows that
invariant measures can always be found.

Theorem 4.1. Let T : X → X be a continuous map of a compact metric
space, and let (νn) be any sequence in M (X). Then any weak*-limit point of
the sequence (μn) defined by μn = 1

n

∑n−1
j=0 T j

∗ νn is a member of M T (X).

An immediate consequence is the following important general statement,
which shows that measure-preserving transformations are ubiquitous. It is
known as the Kryloff–Bogoliouboff Theorem [214].

Corollary 4.2 (Kryloff–Bogoliouboff). Under the hypotheses of Theo-
rem 4.1, M T (X) is non-empty.

Proof. Since M (X) is weak*-compact, the sequence (μn) must have a limit
point. �

Write ‖f‖∞ = sup{|f(x)| | x ∈ X} as usual.
Proof of Theorem 4.1. Let μn(j) → μ be a convergent subsequence of (μn)
and let f ∈ C(X). Then, by applying the definition of T∗μn, we get

∣
∣
∣
∣

∫

f ◦ T dμn(j) −
∫

f dμn(j)

∣
∣
∣
∣
=

1
n(j)

∣
∣
∣
∣
∣
∣

∫ n(j)−1
∑

i=0

(

f ◦ T i+1 − f ◦ T i
)

dνn(j)

∣
∣
∣
∣
∣
∣

=
1

n(j)

∣
∣
∣
∣

∫ (

f ◦ Tn(j)+1 − f
)

dνn(j)

∣
∣
∣
∣

� 2
n(j)

‖f‖∞ −→ 0

as j → ∞, for all f ∈ C(X). It follows that
∫

f ◦ T dμ =
∫

f dμ, so μ is a
member of M T (X) by Lemma B.12. �

Thus M T (X) is a non-empty compact convex set, since convex combina-
tions of elements of M T (X) belong to M T (X). It follows that M T (X) is an
infinite set unless it comprises a single element. For many maps it is difficult
to describe the space of invariant measures. The next example has very few
ergodic invariant measures, and we shall see later many maps that have only
one invariant measure.
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Example 4.3 (North–South map). Define the stereographic projection π from
the circle X = {z ∈ C | |z − i| = 1} to the real axis by continuing the line
from 2i through a unique point on X�{2i} until it meets the line �(z) = 0
(see Fig. 4.1).

Fig. 4.1 The North-South map on the circle; for z �= 2i, T nz → 0 as n → ∞

The “North–South” map T : X → X is defined by

T (z) =

{

2i if z = 2i;
π−1(π(z)/2) if z 	= 2i

as shown in Fig. 4.1. Using Poincaré recurrence (Theorem 2.11) it is easy to
show that M T (X) comprises the measures pδ2i + (1 − p)δ0, p ∈ [0, 1] that
are supported on the two points 2i and 0. Only the measures corresponding
to p = 0 and p = 1 are ergodic.

It is in general difficult to identify measures with specific properties, but
the ergodic measures are readily characterized in terms of the geometry of
the space of invariant measures.

Theorem 4.4. Let X be a compact metric space and let T : X → X be a
measurable map. The ergodic elements of M T (X) are exactly the extreme
points of M T (X).

That is, T is ergodic with respect to an invariant probability measure if
and only if that measure cannot be expressed as a strict convex combination
of two different T -invariant probability measures. For any measurable set A,
define μ

∣
∣
A

by μ
∣
∣
A
(C) = μ(A∩C). If T is not assumed to be continuous, then

we do not know that M T (X) 	= ∅, so without the assumption of continuity
Theorem 4.4 may be true but vacuous (see Exercise 4.1.1).
Proof of Theorem 4.4. Let μ ∈ M T (X) be a non-ergodic measure. Then
there is a measurable set B with μ(B) ∈ (0, 1) and with T−1B = B. It follows
that
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1
μ(B)

μ
∣
∣
B

,
1

μ(X�B)
μ
∣
∣
X�B

∈ M T (X),

so

μ = μ(B)
(

1
μ(B)

μ
∣
∣
B

)

+ μ(X�B)
(

1
μ(X�B)

μ
∣
∣
X�B

)

expresses μ as a strict convex combination of the invariant probability mea-
sures

1
μ(B)

μ
∣
∣
B

and
1

μ(X�B)
μ
∣
∣
X�B

,

which are different since they give different measures to the set B.
Conversely, let μ be an ergodic measure and assume that

μ = sν1 + (1 − s)ν2

expresses μ as a strict convex combination of the invariant measures ν1 and ν2.
Since s > 0, ν1 � μ, so there is a positive function f ∈ L1

μ (f is the Radon–
Nikodym derivative dν1

dμ ; see Theorem A.15) with the property that

ν1(A) =
∫

A

f dμ (4.1)

for any measurable set A. The set B = {x ∈ X | f(x) < 1} is measurable
since f is measurable, and

∫

B∩T−1B

f dμ +
∫

B�T−1B

f dμ = ν1(B)

= ν1(T−1B)

=
∫

B∩T−1B

f dμ +
∫

(T−1B)�B

f dμ,

so ∫

B�T−1B

f dμ =
∫

(T−1B)�B

f dμ. (4.2)

By definition, f(x) < 1 for x ∈ B�(T−1B) while f(x) � 1 for x ∈ T−1B�B.
On the other hand,

μ((T−1B)�B) = μ(T−1B) − μ((T−1B) ∩ B)
= μ(B) − μ((T−1B) ∩ B)
= μ(B�T−1B)
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so (4.2) implies that μ(B�T−1B) = 0 and μ((T−1B)�B) = 0. There-
fore μ((T−1B)�B) = 0, so by ergodicity of μ we must have μ(B) = 0 or 1.
If μ(B) = 1 then

ν1(X) =
∫

X

f dμ < μ(B) = 1,

which is impossible. So μ(B) = 0.
A similar argument shows that μ({x ∈ X | f(x) > 1}) = 0, so f(x) = 1

almost everywhere with respect to μ. By (4.1), this shows that

ν1 = μ,

so μ is an extreme point in M T (X). �
Write E T (X) for the set of extreme points in M T (X)—by Theorem 4.4,

this is the set of ergodic measures for T .

Example 4.5. Let X = {1, . . . , r}Z and let T : X → X be the left shift
map. In Example 2.9 we defined for any probability vector p = (p1, . . . , pr)
a T -invariant probability measure μ = μp on X, and by Proposition 2.15
all these measures are ergodic. Thus for this example the space E T (X) of
ergodic invariant measures is uncountable. This collection of measures is an
inconceivably tiny subset of the set of all ergodic measures—there is no hope
of describing all of them.

Measures μ1 and μ2 are called mutually singular if there exist disjoint
measurable sets A and B with A∪B = X for which μ1(B) = μ2(A) = 0 (see
Sect. A.4).

Lemma 4.6. If μ1, μ2 ∈ E T (X) and μ1 	= μ2 then μ1 and μ2 are mutually
singular.

Proof. Let f ∈ C(X) be chosen with
∫

f dμ1 	=
∫

f dμ2 (such a function
exists by Theorem B.11). Then by the ergodic theorem (Theorem 2.30)

Af
n(x) →

∫

f dμ1 (4.3)

for μ1-almost every x ∈ X, and

Af
n(x) →

∫

f dμ2

for μ2-almost every x ∈ X. It follows that the set A = {x ∈ X | (4.3) holds}
is measurable and has μ1(A) = 1 but μ2(A) = 0. �

Some of the problems for this section make use of the topological analog
of Definition 2.7, which will be used later.
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Definition 4.7. Let T : X → X and S : Y → Y be continuous maps
of compact metric spaces (that is, topological dynamical systems). Then a
homeomorphism θ : X → Y with θ◦T = S◦θ is called a topological conjugacy,
and if there such a conjugacy then T and S are topologically conjugate. A
continuous surjective map φ : X → Y with φ◦T = S ◦φ is called a topological
factor map, and in this case S is said to be a factor of T .

Exercises for Sect. 4.1

Exercise 4.1.1. Let X = {0, 1
n | n � 1} with the compact topology inherited

from the reals. Since X is countable, there is a bijection θ : X → Z. Show
that the map T : X → X defined by T (x) = θ−1(θ(x) + 1) is measurable
with respect to the Borel σ-algebra on X but has no invariant probability
measures.

Exercise 4.1.2. Show that a weak*-limit of ergodic measures need not be
an ergodic measure by the following steps. Start with a point x in the full 2-
shift σ : X → X with the property that any finite block of symbols of
length � appears in x with asymptotic frequency 1

2� (such points certainly
exist; indeed the ergodic theorem says that almost every point with respect
to the (1/2, 1/2) Bernoulli measure will do). Write (x1 . . . xn0 . . . 0)∞ for the
point y ∈ {0, 1}Z determined by the two conditions

y|[0,2n−1] = x1 . . . xn0 . . . 0

and σ2n(y) = y. Now for each n construct an ergodic σ-invariant measure μn

supported on the orbit of the periodic point (x1 . . . xn0 . . . 0)∞ in which there
are n 0 symbols in every cycle of the periodic point under the shift. Show
that μn converges to some limit ν and use Theorem 4.4 to deduce that ν is
not ergodic.

Exercise 4.1.3. For a continuous map T : X → X of a compact metric
space (X, d), define the invertible extension T̃ : X̃ → X̃ as follows. Let

• X̃ = {x ∈ XZ | xk+1 = Txk for all k ∈ Z};
• (T̃ x)k = xk+1 for all k ∈ Z and x ∈ X̃;

with metric d̃(x, y) =
∑

k∈Z
2−|k|d(xk, yk). Write π : X̃ → X for the map

sending x to x0. Prove the following.

(1) T̃ is a homeomorphism of a compact metric space, and π : X̃ → X is a
topological factor map.

(2) If (Y, S) is any homeomorphism of a compact metric space with the prop-
erty that there is a topological factor map (Y, S) → (X,T ), then (X̃, T̃ )
is a topological factor of (Y, S).
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(3) π∗M
eT (X̃) = M T (X).

(4) π∗E
eT (X̃) = E T (X).

Exercise 4.1.4. Show that the ergodic Bernoulli measures discussed in Ex-
ample 4.5 do not exhaust all ergodic measures for the full shift as follows.

(1) Show that any periodic orbit supports an ergodic measure which is not
a Bernoulli measure.

(2) Show that there are ergodic measures on the full shift that are neither
Bernoulli nor supported on a periodic orbit.

Exercise 4.1.5. Give a different proof of Lemma 4.6 using the Radon–
Nikodym derivative (Theorem A.15) and the Lebesgue decomposition the-
orem (Theorem A.14), instead of the pointwise ergodic theorem.

Exercise 4.1.6. Prove that the ergodic measures for the circle-doubling
map T2 : x �→ 2x (mod 1) are dense in the space of all invariant measures.

4.2 Ergodic Decomposition

An important consequence of the fact that M T (X) is a compact convex set
is that the Choquet representation theorem may be applied(49) to it. This
generalizes the simple geometrical fact that in a finite-dimensional convex
simplex, every point is a unique convex combination of the extreme points,
to an infinite-dimensional result. In our setting, this gives a way to decompose
any invariant measure into ergodic components.

Theorem 4.8 (Ergodic decomposition). Let X be a compact metric space
and T : X → X a continuous map. Then for any μ ∈ M T (X) there is
a unique probability measure λ defined on the Borel subsets of the compact
metric space M T (X) with the properties that

(1) λ(E T (X)) = 1, and

(2)
∫

X

f dμ =
∫

E T (X)

(∫

X

f dν

)

dλ(ν) for any f ∈ C(X).

Proof. This follows from Choquet’s theorem [55] (see also the notes of
Phelps [283]). A different proof will be given later (cf. p. 154), and a non-
trivial example may be seen in Example 4.13. �

In fact Choquet’s theorem is more general than we need: in our setting, X is
a compact metric space so C(X) is separable, and hence M T (X) is metrizable
(see (B.3) for an explicit metric on M (X) built from a dense set of continuous
functions). The picture of the space of invariant measures given by this result
is similar to the familiar picture of a finite-dimensional simplex, but in fact few
continuous maps(50) have a finite-dimensional space of invariant measures.
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Indeed, as we have seen in Exercise 4.1.2, the set of ergodic measures is in
general not a closed subset of the set of invariant measures.

We will see some non-trivial examples of ergodic decompositions in Sect. 4.3.
The existence of the ergodic decomposition is one of the reasons that ergod-
icity is such a powerful tool: any property that is preserved by the integration
in Theorem 4.8(2) which holds for ergodic systems holds for any measure-
preserving transformation. A particularly striking case of this general princi-
ple will come up in connection with the ergodic proof of Szemerédi’s theorem
(see Sect. 7.2.3). There is no real topological analog of this decomposition
(see Exercises 4.2.3 and 4.2.4).

Exercises for Sect. 4.2

Exercise 4.2.1. A homeomorphism T : X → X of a compact metric space
(a topological dynamical system or cascade) is called minimal if the only
non-empty closed T -invariant subset of X is X itself.
(a) Show that (X,T ) is minimal if and only if the orbit of each point in X is
dense.
(b) Show that (X,T ) is minimal if and only if

⋃

n∈Z
TnO = X for every

non-empty open set O ⊆ X.
(c) Show that any topological dynamical system (X,T ) has a minimal set :
that is, a closed T -invariant set A with the property that T : A → A is
minimal.

Exercise 4.2.2. Use Exercise 4.2.1(c) to prove Birkhoff’s recurrence theo-
rem(51): every topological dynamical system (X,T ) contains a point x for
which there is a sequence nk → ∞ with Tnkx → x as k → ∞. Such a point
is called recurrent under T .

Exercise 4.2.3. Show that in general a topological dynamical system is not
a disjoint union of closed minimal subsystems.

Exercise 4.2.4. A homeomorphism T : X → X of a compact metric space
is called topologically ergodic if every closed proper T -invariant subset of X
has empty interior. Show that the following properties are equivalent:

• (X,T ) is topologically ergodic;
• there is a point in X with a dense orbit;
• for any non-empty open sets O1 and O2 in X, there is some n � 0 for

which O1 ∩ TnO2 	= ∅.

Show that in general a topological dynamical system is not a disjoint union
of closed topologically ergodic subsystems.
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Exercise 4.2.5. Let T : X → X be a continuous map on a compact metric
space. Show that the measures in E T (X) constrain all the ergodic averages
in the following sense. For f ∈ C(X), define

m(f) = inf
μ∈E T (X)

{∫

f dμ

}

and

M(f) = sup
μ∈E T (X)

{∫

f dμ

}

.

Prove that

m(f) � lim inf
N→∞

Af
N (x) � lim sup

N→∞
Af

N (x) � M(f)

for any x ∈ X.

4.3 Unique Ergodicity

A natural distinguished class of transformations are those for which there is
only one invariant Borel measure. This measure is automatically ergodic, and
the uniqueness of this measure has several powerful consequences.

Definition 4.9. Let X be a compact metric space and let T : X → X be a
continuous map. Then T is said to be uniquely ergodic if M T (X) comprises
a single measure.

Theorem 4.10. For a continuous map T : X → X on a compact metric
space, the following properties are equivalent.

(1) T is uniquely ergodic.
(2) |E T (X)| = 1.
(3) For every f ∈ C(X),

Af
N =

1
N

N−1∑

n=0

f(Tnx) −→ Cf , (4.4)

where Cf is a constant independent of x.
(4) For every f ∈ C(X), the convergence (4.4) is uniform across X.
(5) The convergence (4.4) holds for every f in a dense subset of C(X).

Under any of these assumptions, the constant Cf in (4.4) is
∫

X
f dμ, where μ

is the unique invariant measure.

We will make use of Theorem 4.8 for the equivalence of (1) and (2); the
equivalence between (1) and (3)–(5) is independent of it.
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Proof of Theorem 4.10. (1) ⇐⇒ (2): If T is uniquely ergodic and μ is
the only T -invariant probability measure on X, then μ must be ergodic by
Theorem 4.4. If there is only one ergodic invariant probability measure on X,
then by Theorem 4.8, it is the only invariant probability measure on X.

(1) =⇒ (3): Let μ be the unique invariant measure for T , and apply
Theorem 4.1 to the constant sequence (δx). Since there is only one possible
limit point and M (X) is compact, we must have

1
N

N−1∑

n=0

δT nx −→ μ

in the weak*-topology, so for any f ∈ C(X)

1
N

N−1∑

n=0

f(Tnx) −→
∫

X

f dμ.

(3) =⇒ (1): Let μ ∈ M T (X). Then by the dominated convergence
theorem, (4.4) implies that

∫

X

f dμ =
∫

X

lim
N→∞

1
N

N−1∑

n=0

f(Tnx) dμ = Cf

for all f ∈ C(X). It follows that Cf is the integral of f with respect to any
measure in M T (X), so M T (X) can only contain a single measure.

Notice that this also shows Cf =
∫

X
f dμ for the unique measure μ.

(1) =⇒ (4): Let μ ∈ M T (X), and notice that we must have Cf =
∫

f dμ
as above. If the convergence is not uniform, then there is a function g in C(X)
and an ε > 0 such that for every N0 there is an N > N0 and a point xj ∈ X
for which ∣

∣
∣
∣
∣

1
N

N−1∑

n=0

g(Tnxj) − Cg

∣
∣
∣
∣
∣
� ε.

Let μN = 1
N

∑N−1
n=0 δT nxj , so that

∣
∣
∣
∣

∫

X

g dμN − Cg

∣
∣
∣
∣
� ε. (4.5)

By weak*-compactness the sequence (μN ) has a subsequence
(

μN(k)

)

with

μN(k) → ν

as k → ∞. Then ν ∈ M T (X) by Theorem 4.1, and
∣
∣
∣
∣

∫

X

g dν − Cg

∣
∣
∣
∣
� ε
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by (4.5). However, this shows that μ 	= ν, which contradicts (1).
(4) =⇒ (5): This is clear.
(5) =⇒ (1): If μ, ν ∈ E T (X) then, just as in the proof that (3) =⇒ (1),

∫

X

f dν = Cf =
∫

X

f dμ

for any function f in a dense subset of C(X), so ν = μ. �
The equivalence of (1) and (3) in Theorem 4.10 appeared first in the paper

of Kryloff and Bogoliouboff [214] in the context of uniquely ergodic flows.

Example 4.11. The circle rotation Rα : T → T is uniquely ergodic if and only
if α is irrational. The unique invariant measure in this case is the Lebesgue
measure mT. This may be proved using property (5) of Theorem 4.10 (or
using property (1); see Theorem 4.14). Assume first that α is irrational,
so e2πikα = 1 only if k = 0. If f(t) = e2πikt for some k ∈ Z, then

1
N

N−1∑

n=0

f(Rn
αt) =

1
N

N−1∑

n=0

e2πik(t+nα) =

⎧

⎨

⎩

1 if k = 0;
1
N

e2πikt e2πiNkα − 1
e2πikα − 1

if k 	= 0.

(4.6)
Equation (4.6) shows that

1
N

N−1∑

n=0

f(Rn
αt) −→

∫

f dmT =
{

1 if k = 0;
0 if k 	= 0.

By linearity, the same convergence will hold for any trigonometric polynomial,
and therefore property (5) of Theorem 4.10 holds. For a curious application
of this result, see Example 1.3.

If α is rational, then Lebesgue measure is invariant but not ergodic, so
there must be other invariant measures.

Example 4.11 may be used to illustrate the ergodic decomposition of a
particularly simple dynamical system.

Example 4.12. Let X = {z ∈ C | |z| = 1 or 2}, let α be an irrational number,
and define a continuous map T : X → X by T (z) = e2πiαz. By unique
ergodicity on each circle, any invariant measure μ takes the form

μ = sm1 + (1 − s)m2,

where m1 and m2 denote Lebesgue measures on the two circles comprising X.
Thus M T (X) = {sm1+(1−s)m2 | s ∈ [0, 1]}, with the two ergodic measures
given by the extreme points s = 0 and s = 1. The decomposition of μ is
described by the measure ν = sδm1 + (1 − s)δm2 . A convenient notation for
this is μ =

∫

MT (X)
mdν(m).
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Example 4.13. A more sophisticated version of Example 4.12 is a rotation on
the disk. Let D = {z ∈ C | |z| � 1}, let α be an irrational number, and define
a continuous map T : D → D by T (z) = e2πiαz. For each r ∈ (0, 1], let mr

denote the normalized Lebesgue measure on the circle {z ∈ C | |z| = r}
and let m0 = δ0 (these are the ergodic measures). Then the decomposition
of μ ∈ M T (X) is a measure ν on {mr | r ∈ [0, 1]}, and

μ(A) =
∫

MT (X)

mr(A) dν(mr).

Both Proposition 2.16 and Example 4.11 are special cases of the following
more general result about unique ergodicity for rotations on compact groups.

Theorem 4.14. Let X be a compact metrizable group and Rg(x) = gx the
rotation by a fixed element g ∈ X. Then the following are equivalent.

(1) Rg is uniquely ergodic (with the unique invariant measure being mX , the
Haar measure on X).

(2) Rg is ergodic with respect to mX .
(3) The subgroup {gn}n∈Z generated by g is dense in X.
(4) X is abelian, and χ(g) 	= 1 for any non-trivial character χ ∈ X̂.

Proof. (1) =⇒ (2): This is clear.
(2) =⇒ (3): Let Y denote the closure of the subgroup generated by g.

If Y 	= X then there is a continuous non-constant function on X that is
constant on each coset of Y : in fact if d is a bi-invariant metric on X giving
the topology, then

dY (x) = min{d(x, y) | y ∈ Y }

defines such a function (an invariant metric exists by Lemma C.2). Such a
function is invariant under Rg, showing that Rg is not ergodic.

(3) =⇒ (1): If Y = X then X is abelian (since it contains a dense abelian
subgroup), and any probability measure μ invariant under Rg is invariant
under translation by a dense subgroup. This implies that μ is invariant under
translation by any y ∈ X by the following argument. Let f ∈ C(X) be any
continuous function, and fix ε > 0. Then for every δ > 0 there is some n
with d(y, gn) < δ, so by an appropriate choice of δ we have

|f(gnx) − f(yx)| < ε

for all x ∈ X. Since
∫

f(x) dμ(x) =
∫

f(gnx) dμ(x),

it follows that
∣
∣
∣
∣

∫

f(yx) dμ(x) −
∫

f(x) dμ(x)
∣
∣
∣
∣
=

∣
∣
∣
∣

∫

(f(yx) − f(gnx)) dμ(x)
∣
∣
∣
∣
< ε
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for all ε > 0, so Ry preserves μ. Since this holds for all y ∈ X, μ must be the
Haar measure. It follows that Rg is uniquely ergodic.

(4) =⇒ (2): Assume now that X is abelian and χ(g) 	= 1 for every non-
trivial character χ ∈ X̂. If f ∈ L2(X) is invariant under Rg, then the Fourier
series

f =
∑

χ∈ bX

cχχ

satisfies
f = URgf =

∑

χ∈ bX

cχχ(g)χ,

and so f is constant as required.
(2) =⇒ (4): By (3) it follows that X is abelian. If now χ ∈ X̂ is a

character with χ(g) = 1, then

χ(Rgx) = χ(g)χ(x) = χ(x)

is invariant, which by (2) implies that χ is itself a constant almost everywhere
and so is trivial. �

Corollary 4.15. Let X = T
�, and let g = (α1, α2, . . . , α�) ∈ R

�. Then the
toral rotation Rg : T

� → T
� given by Rg(x) = x+ g is uniquely ergodic if and

only if 1, α1, . . . , α� are linearly independent over Q.

Theorems 2.19 and 4.14 have been generalized to give characterizations of
ergodicity for affine maps on compact abelian groups by Hahn and Parry [131]
and Parry [278], and on non-abelian groups by Chu [57].

Exercises for Sect. 4.3

Exercise 4.3.1. Prove that (3) =⇒ (1) in Theorem 4.14 using Pontryagin
duality.

Exercise 4.3.2. Show that a surjective homomorphism T : X → X of a
compact group X is uniquely ergodic if and only if |X| = 1.

Exercise 4.3.3. Extend Theorem 4.14 by using the quotient space Y \X of a
compact group X to classify the probability measures on X invariant under
the rotation Rg when Y 	= X.

Exercise 4.3.4. Show that for any Riemann-integrable function f : T → R

and ε > 0 there are trigonometric polynomials p− and p+ such that

p−(t) < f(t) < p+(t)
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for all t ∈ T, and
∫ 1

0
(p+(t) − p−(t)) dt < ε. Use this to show that if α is

irrational then for any Riemann-integrable function f : T → R,

1
N

N−1∑

n=0

f(Rn
αt) →

∫

f dmT

for all t ∈ T.

Exercise 4.3.5. Prove Corollary 4.15
(a) using Theorem 4.14;
(b) using Theorem 4.10(5).

Exercise 4.3.6. (52) Let X be a compact metric space, and let T : X → X
be a continuous map. Assume that μ ∈ E T (X), and that for every x ∈ X
there exists a constant C = C(x) such that for every f ∈ C(X), f � 0,

lim sup
N→∞

1
N

N−1∑

n=0

f(Tnx) � C

∫

f dμ.

Show that T is uniquely ergodic.

4.4 Measure Rigidity and Equidistribution

A natural question in number theory concerns how a sequence of real numbers
is distributed when reduced modulo 1. When the terms of the sequence are
generated by some dynamical process, then the expressions resemble ergodic
averages, and it is natural to expect that ergodic theory will have something
to offer.

4.4.1 Equidistribution on the Interval

Ergodic theorems give conditions under which all or most orbits in a dy-
namical system spend a proportion of time in a given set proportional to
the measure of the set. In this section we consider a more abstract notion of
equidistribution(53) in the specific setting of Lebesgue measure on the unit
interval.

Definition 4.16. A sequence (xn) with xn ∈ [0, 1] for all n is said to be
equidistributed or uniformly distributed if

lim
n→∞

1
n

n∑

k=1

f(xk) =
∫ 1

0

f(x) dx (4.7)
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for any f ∈ C([0, 1]).

A more intuitive formulation (developed in Lemma 4.17) of equidistribu-
tion requires that the terms of the sequence fall in an interval with the correct
frequency, just as the pointwise ergodic theorem (Theorem 2.30) says that
almost every orbit under an ergodic transformation falls in a measurable set
with the correct frequency.

Lemma 4.17. (54) For a sequence (xn) of elements of [0, 1], the following
properties are equivalent.

(1) The sequence (xn) is equidistributed.
(2) For any k 	= 0,

lim
n→∞

1
n

n∑

j=1

e2πikxj = 0.

(3) For any numbers a, b with 0 � a < b � 1,

1
n

∣
∣{j | 1 � j � n, xj ∈ [a, b]}

∣
∣ −→ (b − a)

as n → ∞.

Proof. (1) ⇐⇒ (3): Assume (1) and fix a, b with 0 � a < b � 1. Given
a sufficiently small ε > 0, define continuous functions that approximate the
indicator function χ[a,b] by

f+(x) =

⎧

⎪⎪⎨

⎪⎪⎩

1 if a � x � b;
(

x − (a − ε)
)

/ε if max{0, a − ε} � x < a;
(

(b + ε) − x
)

/ε if b < x � min{b + ε, 1};
0 for other x,

and

f−(x) =

⎧

⎪⎪⎨

⎪⎪⎩

1 if a + ε � x � b − ε;
(x − a) /ε if a � x < a + ε;
(b − x) /ε if b − ε < x � b;
0 for other x.

Notice that f−(x) � χ[a,b](x) � f+(x) for all x ∈ [0, 1], and

∫ 1

0

(

f+(x) − f−(x)
)

dx � 2ε.

For small ε and 0 < a < b < 1, these functions are illustrated in Fig. 4.2.
It follows that

1
n

n∑

j=1

f−(xj) � 1
n

n∑

j=1

χ[a,b](xj) � 1
n

n∑

j=1

f+(xj).
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Fig. 4.2 The function χ[a,b] and the approximations f− (dots) and f+ (dashes)

By equidistribution, this implies that

b − a − 2ε �
∫ 1

0

f− dx � lim inf
n→∞

1
n

n∑

j=1

χ[a,b](xj)

� lim sup
n→∞

1
n

n∑

j=1

χ[a,b](xj) �
∫ 1

0

f+ dx � b − a + 2ε.

Thus

lim inf
n→∞

1
n

n∑

j=1

χ[a,b](xj) = lim sup
n→∞

1
n

n∑

j=1

χ[a,b](xj) = b − a

as required.
Conversely, if (3) holds then (1) holds since any continuous function may

be approximated uniformly by a finite linear combination of indicators of
intervals∗.

(1) ⇐⇒ (2): In one direction this is clear; to see that (2) implies (1) it is
enough to notice that finite trigonometric polynomials are dense in C([0, 1])
in the uniform metric. �

Notice that equidistribution of (xn) does not imply that (4.7) holds for
measurable functions (but see Exercise 4.4.7).

Example 4.18. (55) A consequence of Theorem 4.10 and Example 4.11 is
that for any irrational number α, and any initial point x ∈ T, the or-
bit x,Rαx,R2

αx, . . . under the circle rotation is an equidistributed sequence.
Note that this is proved in Example 4.11 by using property (2) of Lemma 4.17.

∗ We note that the two implications (3) =⇒ (1) and (2) =⇒ (1) rely on the same

argument, which will be explained in detail in the proof of Corollary 4.20.
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4.4.2 Equidistribution and Generic Points

Definition 4.19. If X is a compact metric space, and μ is a Borel probability
measure on X, then a sequence (xn) of elements of X is equidistributed with
respect to μ if for any f ∈ C(X),

lim
n→∞

1
n

n∑

j=1

f(xj) =
∫

X

f(x) dμ(x).

Equivalently, (xn) is equidistributed if

1
n

n∑

j=1

δxj −→ μ

in the weak*-topology.

For a continuous transformation T : X → X and an invariant measure μ
we say that x ∈ X is generic (with respect to μ and T ) if the sequence
of points along the orbit (Tnx) is equidistributed with respect to μ. Notice
that if x is generic with respect to one invariant probability measure for T ,
then x cannot be generic with respect to any other invariant probability
measure for T . The following is an easy consequence of the ergodic theorem
(Theorem 2.30).

Corollary 4.20. Let X be a compact metric space, let T : X → X be a con-
tinuous map, and let μ be a T -invariant ergodic probability measure. Then μ-
almost every point in X is generic with respect to T and μ.

Proof. Recall that C(X) is a separable metric space with respect to the
uniform norm

‖f‖∞ = sup{|f(x)| | x ∈ X}

by Lemma B.8. Let (fn)n�1 be a dense sequence in C(X). By applying Theo-
rem 2.30 to each of these functions we obtain one set X ′ ⊆ X of full measure
with the property that

1
N

N−1∑

n=0

fi(Tnx) −→
∫

X

fi dμ

for all i � 1 and x ∈ X ′. Now let f ∈ C(X) be any function and fix ε > 0.
By the uniform density of the sequence, we may find an i ∈ N for which

|f(x) − fi(x)| < ε

for all x ∈ X. Then
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∫

f dμ − 2ε � lim inf
N→∞

1
N

N−1∑

n=0

f(Tnx) � lim sup
N→∞

1
N

N−1∑

n=0

f(Tnx) �
∫

f dμ + 2ε,

showing convergence of the ergodic averages for f at any x ∈ X ′. The limit
must be

∫

f dμ since |
∫

f dμ −
∫

fi dμ| � ε, so x is a generic point. �

4.4.3 Equidistribution for Irrational Polynomials

Example 4.18 may be thought of as a statement in number theory: for an
irrational α, the values of the polynomial p(n) = x + αn, when reduced
modulo 1, form an equidistributed sequence for any value of x. Weyl [381]
generalized this to more general polynomials, and Furstenberg [98] found
that this result could also be understood using ergodic theory. We recall the
statement of Weyl’s polynomial equidistribution Theorem (Theorem 1.4 on
p. 4): Let p(n) = aknk + · · ·+a0 be a real polynomial with at least one coeffi-
cient among a1, . . . , ak irrational. Then the sequence (p(n)) is equidistributed
modulo 1.

As indicated in Example 4.18, the unique ergodicity of irrational circle
rotations proves Theorem 1.4 for k = 1. More generally, Theorem 4.10 shows
that the orbits of any transformation of the circle for which the Lebesgue mea-
sure is the unique invariant measure are equidistributed. In order to apply
this to the case of polynomials, we turn to a structural result of Fursten-
berg [99] that allows more complicated transformations to be built up from
simpler ones while preserving a dynamical property (in Chap. 7 a similar
approach will be used for another application of ergodic theory).

Notice that by Theorem 4.10, orbits of a uniquely ergodic transformation
are equidistributed with respect to the unique invariant measure.

Theorem 4.21 (Furstenberg). Let T : X → X be a uniquely ergodic home-
omorphism of a compact metric space with unique invariant measure μ. Let G
be a compact group∗ with Haar measure mG, and let c : X → G be a contin-
uous map. Define the skew-product map S on Y = X × G by

S(x, g) = (T (x), c(x)g).

If S is ergodic with respect to μ × mG, then it is uniquely ergodic.

Proof. To see that S preserves μ × mG, let f ∈ C(Y ). Then, by Fubini’s
theorem,

∗ The reader may replace G by a torus Tk with group operation written additively, together

with Lebesgue measure m
Tk . Notice that in any case the Haar measure is invariant under

multiplication on the right or the left since G is compact (see Sect. C.2).
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∫

Y

f ◦ S d(μ × mG) =
∫

X

∫

G

f(Tx, c(x)g) dmG(g) dμ(x)

=
∫

X

∫

G

f(Tx, g) dmG(g) dμ(x)

=
∫

X

∫

G

f(x, g) dmG(g) dμ(x) =
∫

Y

f d(μ × mG).

Assume that S is ergodic. Let

E = {(x, g) | (x, g) is generic w.r.t. μ × mG}.

By Corollary 4.20, μ × mG(E) = 1. We claim that E is invariant under the
map (x, g) �→ (x, gh). To see this, notice that (x, g) ∈ E means that

1
N

N−1∑

n=0

f (Sn(x, g)) −→
∫

f d(μ × mG)

for all f ∈ C(X × G). Writing fh(·, g) = f(·, gh), it follows that

1
N

N−1∑

n=0

f (Sn(x, gh)) =
1
N

N−1∑

n=0

fh (Sn(x, g))

−→
∫

fh d(μ × mG) =
∫

f d(μ × mG)

since mG is invariant under multiplication on the right, so (x, gh) ∈ E also.
It follows that E = E1 × G for some set E1 ⊆ X,μ(E1) = 1. Now assume
that ν is an S-invariant ergodic measure on Y . Write π : Y → X for the
projection π(x, g) = x. Then π∗ν is a T -invariant measure, so by unique
ergodicity π∗ν = μ. In particular, ν(E) = ν(E1 × G) = μ(E1) = 1. By
Corollary 4.20, ν-almost every point is generic with respect to ν. Thus there
must be a point (x, g) ∈ E generic with respect to ν. By definition of E, it
follows that ν = μ × mG. �

Corollary 4.22. Let α be an irrational number. Then the map S : T
k → T

k

defined by

S :

⎛

⎜
⎜
⎜
⎝

x1

x2

...
xk

⎞

⎟
⎟
⎟
⎠

�−→

⎛

⎜
⎜
⎜
⎝

x1 + α
x2 + x1

...
xk + xk−1

⎞

⎟
⎟
⎟
⎠

is uniquely ergodic.

Proof. Notice that the transformation S is built up from the irrational
circle map by taking (k − 1) skew-product extensions as in Theorem 4.21.
By Theorem 4.21, it is sufficient to prove that S is ergodic with respect to
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Lebesgue measure on T
k. Let f ∈ L2(Tk) be an S-invariant function, and

write
f(x) =

∑

n∈Zk

cne2πin·x

for the Fourier expansion of f . Then, since f(x) = f(Sx), we have
∑

n∈Zk

cne2πin·Sx =
∑

n∈Zk

cne2πin1αe2πiS′n·x

where

S′ :

⎛

⎜
⎜
⎜
⎜
⎜
⎝

n1

n2

...
nk−1

nk

⎞

⎟
⎟
⎟
⎟
⎟
⎠

�−→

⎛

⎜
⎜
⎜
⎜
⎜
⎝

n1 + n2

n2 + n3

...
nk−1 + nk

nk

⎞

⎟
⎟
⎟
⎟
⎟
⎠

is an automorphism of Z
k. By the uniqueness of Fourier coefficients,

cS′n = e2πiαn1cn, (4.8)

and in particular |cS′n| = |cn| for all n. Thus for each n ∈ Z
k we either

have n, S′n, (S′)2n, . . . all distinct (in which case cn = 0 since
∑

n |cn|2 < ∞)
or (S′)pn = (S′)qn for some p > q, so n2 = n3 = · · ·= nk = 0 (by downward
induction on k, for example). Now for n = (n1, 0, . . . , 0), (4.8) simplifies
to cn = e2πin1αcn, so n1 = 0 or cn = 0. We deduce that f is constant, so S is
ergodic. �

Proof of Theorem 1.4. Assume that Theorem 1.4 holds for all polynomials
of degree strictly less than k. If ak is rational, then qak ∈ Z for some integer q.
Then the quantities p(qn+j) modulo 1 for varying n and fixed j = 0, . . . , q−1,
coincide with the values of polynomials of degree strictly less than k satisfying
the hypothesis of the theorem. It follows that the values of each of those
polynomials are equidistributed, so the values of the original polynomial are
equidistributed modulo 1 by induction. Therefore, we may assume without
loss of generality that the leading coefficient ak is irrational.

A convenient description of the transformation S in Corollary 4.22 comes
from viewing T

k as {α} × T
k with a map defined by

⎛

⎜
⎜
⎜
⎜
⎜
⎝

1
1 1

1 1
. . .

1 1

⎞

⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎜
⎝

α
x1

x2

...
xk

⎞

⎟
⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎝

α
x1 + α
x2 + x1

...
xk + xk−1

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.

Iterating this map gives
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⎛

⎜
⎜
⎜
⎜
⎜
⎝

1
1 1

1 1
. . .

1 1

⎞

⎟
⎟
⎟
⎟
⎟
⎠

n ⎛

⎜
⎜
⎜
⎜
⎜
⎝

α
x1

x2

...
xk

⎞

⎟
⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎝

1
n 1

(
n
2

)

n 1
...

. . . . . .
(
n
k

)

. . . n 1

⎞

⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎜
⎝

α
x1

x2

...
xk

⎞

⎟
⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎝

α
nα + x1(

n
2

)

α + nx1 + x2

...
(
n
k

)

α +
(

n
k−1

)

x1 + · · · + nxk−1 + xk

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.

Now define α = k!ak, and choose points x1, . . . , xk so that

p(n) =
(

n

k

)

α +
(

n

k − 1

)

x1 + · · · + nxk−1 + xk.

Then by Corollary 4.22, the orbits of this map are equidistributed on T
k, so

the same holds for its last component, which coincides with the sequence of
values of p(n) reduced modulo 1 in T. �

An alternative approach in the quadratic case will be described in Exer-
cise 7.4.2.

Exercises for Sect. 4.4

Exercise 4.4.1. Consider the circle-doubling map T2 : x �→ 2x (mod 1) on T

with Lebesgue measure mT.
(a) Construct a point that is generic for mT.
(b) Construct a point that is generic for a T2-invariant ergodic measure other
than mT.
(c) Construct a point that is generic for a non-ergodic T2-invariant measure.
(d) Construct a point that is not generic for any T2-invariant measure.

Exercise 4.4.2. Extend Lemma 4.17 to show that (4.7) holds for Riemann-
integrable functions (cf. Exercise 4.3.4). Could it hold for Lebesgue-integrable
functions?

Exercise 4.4.3. Use Exercise 4.3.4 to show that the fractional parts of the
sequence (nα) are uniformly distributed in [0, 1]. That is,

|{n | 0 � n < N, nα − �nα� ∈ [a, b)}|
N

→ (b − a)

as N → ∞, for any 0 � a < b � 1.
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Exercise 4.4.4. Carry out the procedure used in the proof of Theorem 1.4
to prove that the sequence (xn) defined by xn =

( α1n
α2n2

)

is equidistributed
in T

2 if and only if α1, α2 /∈ Q.

Exercise 4.4.5. A number α is called a Liouville number if there is an infi-
nite sequence (pn

qn
)n�1 of rationals with the property that

∣
∣
∣
∣

pn

qn
− α

∣
∣
∣
∣
<

1
qn
n

for all n � 1. Notice that Exercise 3.3.3 shows that algebraic numbers are
not Liouville numbers.
(a) Assuming that α is not a Liouville number, prove the following error rate
in the equidistribution of the sequence (x + nα)n�1 modulo 1:

∣
∣
∣
∣
∣

1
N

N−1∑

n=0

f(x + nα) −
∫ 1

0

f(x)dx

∣
∣
∣
∣
∣
� S(α, f)

1
N

,

for f ∈ C∞(T) and some constant S(α, f) depending on α and f .
(b) Formulate and prove a generalization to rotations of T

d.

Exercise 4.4.6. Use the ideas from Exercise 2.8.4 to prove a mean ergodic
theorem along the squares: for a measure-preserving system (X, B, μ, T )
and f ∈ L2

μ, show that

1
N

N−1∑

n=0

Un2

T f

converges in L2
μ. Under the assumption that T is totally ergodic (see Exer-

cise 2.5.6), show that the limit is
∫

f dμ.

Exercise 4.4.7. Let X be a compact metric space, and assume that νn → μ
in the weak*-topology on M (X). Show that for a Borel set B with μ(∂B) = 0,

lim
n→∞

νn(B) = μ(B).

Notes to Chap. 4

(48)(Page 98) The fact that M T (X) is non-empty may also be seen as a result of vari-
ous fixed-point theorems that generalize the Brouwer fixed point theorem to an infinite-

dimensional setting; the argument used in Sect. 4.1 is attractive because it is elementary
and is connected directly to the dynamics.
(49)(Page 103) A convenient source for the Choquet representation theorem is the updated
lecture notes by Phelps [283]; the original papers are those of Choquet [55, 56].
(50)(Page 103) Notice that the space of invariant measures for a given continuous map is
a topological attribute rather than a measurable one: measurably isomorphic systems may
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have entirely unrelated spaces of invariant measures. In particular, the Jewett–Krieger the-
orem shows that any ergodic measure-preserving system (X, B, μ, T ) on a Lebesgue space

is measurably isomorphic to a minimal, uniquely ergodic homeomorphism on a compact
metric space (a continuous map on a compact metric space is called minimal if every

point has a dense orbit; see Exercise 4.2.1). This deep result was found by Jewett [166]
for weakly-mixing transformations, and was extended to ergodic systems by Krieger [213]

using his proof of the existence of generators [212]. Thus having a model (up to measurable
isomorphism) as a uniquely ergodic map on a compact metric space carries no information

about a given measurable dynamical system. Among the many extensions and modifica-
tions of this important result, Bellow and Furstenberg [22], Hansel and Raoult [140] and

Denker [69] gave different proofs; Jakobs [164] and Denker and Eberlein [70] extended the
result to flows; Lind and Thouvenot [231] showed that any finite entropy ergodic transfor-

mation is isomorphic to a homeomorphism of the torus T2 preserving Lebesgue measure;
Lehrer [222] showed that the homeomorphism can always be chosen to be topologically

mixing (a homeomorphism S : Y → Y of a compact metric space is topologically mixing
if for any open sets U, V ⊆ Y , there is an N = N(U, V ) with U ∩ SnV �= ∅ for n � N);

Weiss [379] extended to certain group actions and to diagrams of measure-preserving sys-
tems; Rosenthal [317] removed the assumption of invertibility. In a different direction,

Downarowicz [74] has shown that every possible Choquet simplex arises as the space of
invariant measures of a map even in a highly restricted class of continuous maps.
(51)(Page 104) Birkhoff’s recurrence theorem may be thought of as a topological analog
of Poincaré recurrence (Theorem 2.11), with the essential hypothesis of finite measure

replaced by compactness. Furstenberg and Weiss [109] showed that there is also a topolog-
ical analog of the ergodic multiple recurrence theorem (Theorem 7.4): if (X, T ) is minimal

and U ⊆ X is open and non-empty, then for any k > 1 there is some n � 1 with

U ∩ T nU ∩ · · · ∩ T (k−1)nU �= ∅.

(52)(Page 110) This characterization is due to Pjateckĭı-Šapiro [285], who showed it as a

property characterizing normality for orbits under the map x �→ ax (mod 1).
(53)(Page 110) The theory of equidistribution from the viewpoint of number theory is a

large and sophisticated one. Extensive overviews of this theory in three different decades
may be found in the monographs of Kuipers and Niederreiter [215], Hlawka [154], and

Drmota and Tichy [75].
(54)(Page 111) The formulation in (2) is the Weyl criterion for equidistribution; it appears

in his paper [381]. Weyl really established the principle that equidistribution can be shown
using a sufficiently rich set of test functions; in particular on a compact group it is sufficient

to use an appropriate orthonormal basis of L2. Thus a more general formulation of the
Weyl criterion is as follows. Let G be a compact metrizable group and let G� denote the

set of conjugacy classes in G. Then a sequence (gn) of elements of G� is equidistributed
with respect to Haar measure if and only if

n
X

j=1

tr (π(gj)) = o(n)

as n → ∞, for any non-trivial irreducible unitary representation π : G → GLk(C). For

more about equidistribution in the number-theoretic context, see the monograph of Iwaniec
and Kowalski [162, Ch. 21].
(55)(Page 112) This equidistribution result was proved independently by several people,

including Weyl [380], Bohl [39] and Sierpiński [344].





Chapter 5

Conditional Measures and Algebras

In this chapter we provide some more background in measure theory, which
will be used frequently in the rest of the book. One of the most fundamental
notions of averaging (in the sense of probability rather than ergodic theory)
is afforded by the notion of conditional expectation. Recall that in proba-
bility the possible events are the measurable sets A, B, C, . . . in a measure
space (X, B, μ) with μ(X) = 1. The probability of the event A is μ(A), and
the conditional probability of A given that an event B with μ(B) > 0 has
occurred, μ(A

∣
∣B), is given by μ(A∩B)

μ(B) . It is useful to extend this notion to
sub-σ-algebras of B. This turns out to provide a flexible tool for dealing with
probabilities (measures) conditioned on events (measurable sets) that are al-
lowed to be very unlikely. In fact, with some care, we will allow conditioning
on events corresponding to null sets.

5.1 Conditional Expectation

Theorem 5.1. Let (X, B, μ) be a probability space, and let A ⊆ B be a
sub-σ-algebra. Then there is a map

E(·
∣
∣A ) : L1(X, B, μ) −→ L1(X, A , μ),

called the conditional expectation, that satisfies the following properties.

(1) For f ∈ L1(X, B, μ), the image function E(f
∣
∣ A ) is characterized almost

everywhere by the two properties

• E(f
∣
∣A ) is A -measurable;

• for any A ∈ A ,
∫

A
E(f

∣
∣A ) dμ =

∫

A
f dμ.

M. Einsiedler, T. Ward, Ergodic Theory, Graduate Texts in Mathematics 259,
DOI 10.1007/978-0-85729-021-2 5, © Springer-Verlag London Limited 2011

121

http://dx.doi.org/10.1007/978-0-85729-021-2_5


122 5 Conditional Measures and Algebras

(2) E(·
∣
∣A ) is a linear operator of norm 1. Moreover, E(·

∣
∣A ) is positive

(that is, E(f
∣
∣A ) � 0 almost everywhere whenever f ∈ L1(X, B, μ)

has f � 0).
(3) For f ∈ L1(X, B, μ) and g ∈ L∞(X, A , μ),

E(gf
∣
∣A ) = gE(f

∣
∣A )

almost everywhere.
(4) If A ′ ⊆ A is a sub-σ-algebra, then

E
(

E(f
∣
∣A )|A ′) = E(f

∣
∣A ′)

almost everywhere.
(5) If f ∈ L1(X, A , μ) then E(f

∣
∣A ) = f almost everywhere.

(6) For any f ∈ L1(X, B, μ), |E(f
∣
∣A )| � E(|f |

∣
∣A ) almost everywhere.

For a collection of sets {Aγ | γ ∈ Γ}, denote by σ ({Aγ | γ ∈ Γ}) the σ-
algebra generated by the collection (that is, the smallest σ-algebra containing
all the sets Aγ). A partition ξ of a measure space X is a finite or countable
set of disjoint measurable sets whose union is X.

Example 5.2. If A = σ(ξ) is the finite σ-algebra generated by a finite parti-
tion ξ = {A1, . . . , An} of X, then

E(f
∣
∣A )(x) =

1
μ(Ai)

∫

Ai

f dμ

if x ∈ Ai. The σ-algebra being conditioned on is illustrated in Fig. 5.1 for
a partition into n = 8 sets; E(f

∣
∣A ) is then a function constant on each

element of the partition ξ.

Fig. 5.1 A partition of X into 8 sets

Example 5.3. Let X = [0, 1]2 with two-dimensional Lebesgue measure, and
let A = B×{∅, [0, 1]} be the σ-algebra comprising sets of the form B× [0, 1]
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for B a measurable subset of [0, 1]. Then

E(f
∣
∣A )(x1, x2) =

∫ 1

0

f(x1, t) dt.

Notice that every value of E(f
∣
∣A ) is obtained by averaging over a set that

is null with respect to the original measure (see Fig. 5.2).

Fig. 5.2 Conditioning on the σ-algebra A

Theorem 5.1 has two different assertions, which we will organize as follows.
The first step is existence, and we will give two different proofs that there is a
map E(·

∣
∣A ) with the properties stated in (1). Once existence is established,

we will turn to proving that E(·
∣
∣ A ) is the unique function with the properties

in (1), and that it satisfies the properties (2)–(6).

Proof of existence with (1) in Theorem 5.1 via measure theory.

Suppose first that f � 0. Then the measure defined by

μf (B) =
∫

B

f dμ

is a finite, absolutely continuous measure on (X, B). Then μf

∣
∣
A

is absolutely
continuous with respect to μ

∣
∣
A

, so there is a Radon–Nikodym derivative g

in L1(X, A , μ) (see Sect. A.4) characterized by

μf (A) =
∫

A

g dμ,

so ∫

A

f dμ =
∫

A

g dμ
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for any A ∈ A . The general case follows by decomposing real functions into
positive and negative parts and complex functions into real and imaginary
parts. �

Proof of existence with (1) in Theorem 5.1 via functional anal-

ysis. Let
V = L2(X, A , μ) ⊆ H = L2(X, B, μ).

Then V is a closed subspace of the Hilbert space H (closed since V is
itself complete), so there is an orthogonal projection P : H → V , with the
property that

∫

A

f dμ =
∫

χAf dμ =
∫

χAPf dμ =
∫

A

Pf dμ (5.1)

for A ∈ A . We claim that the projection P : H → V has a continuous
extension to a map

L1(X, B, μ) → L1(X, A , μ),

and that this extension is the conditional expectation. To see this, first assume
that all functions are real-valued. Notice that L2 ⊆ L1 is dense, and that
for f ∈ L2 (and hence in L1), the sets

{x ∈ X | Pf(x) > 0}

and
{x ∈ X | Pf(x) < 0}

lie in A , so by (5.1),
‖Pf‖1 � ‖f‖1.

For complex-valued functions, taking real and imaginary parts and applying
the same argument to each gives

‖Pf‖1 � 2‖f‖1. (5.2)

Equation (5.1) only involves functionals that are continuous in L1, so there
is a continuous extension to all of L1 that still satisfies (5.1). �

Proof of Theorem 5.1. We claim first that the two properties in (1) char-
acterize the conditional expectation of a given function uniquely up to sets
of measure zero. In fact if g1 and g2 satisfy both properties then

A = {x | g1(x) < g2(x)} ∈ A

has ∫

A

g1 dμ =
∫

A

f dμ =
∫

A

g2 dμ
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and so μ(A) = 0. Similarly,

μ ({x | g1(x) > g2(x)}) = 0

and so g1 = g2 almost everywhere.
That E(·

∣
∣A ) is linear follows easily from uniqueness. For positivity, let f

be a non-negative function in L1(X, B, μ), and let

A = {x ∈ X | E(f
∣
∣A ) < 0}.

Then
0 �

∫

A

f dμ =
∫

A

E(f
∣
∣A ) dμ

implies that μ(A) = 0.
Property (3) clearly holds for any indicator function χA with A ∈ A .

Any g ∈ L∞(X, A , μ) can be approximated by simple functions, so the gen-
eral case follows from continuity of the conditional expectation operator,
which is in turn a consequence of the inequality (5.2).

Now let A be a set in A ′. Then
∫

A

E
(

E(f
∣
∣A )

∣
∣A ′) dμ =

∫

A

E(f
∣
∣A ) dμ =

∫

A

f dμ,

so property (4) follows by uniqueness.
Property (5) is an easy consequence of (1).
Given f ∈ L1(X, B, μ) we may find g ∈ L∞(X, A , μ) with |g(x)| = 1

for x ∈ X satisfying
∣
∣E(f

∣
∣A )

∣
∣ = g · E(f

∣
∣A ).

Then by (3),
∣
∣E(f

∣
∣A )

∣
∣ = E(gf

∣
∣A ),

so, for any A ∈ A ,
∫

A

∣
∣E(f

∣
∣A )

∣
∣ dμ =

∫

A

E(gf
∣
∣A ) dμ

=
∫

A

gf dμ

�
∫

A

|gf | dμ =
∫

A

E(|f |
∣
∣A ) dμ,

proving (6). Finally, by integrating (6) we see that ‖E(·
∣
∣ A )‖operator � 1; con-

sidering A -measurable functions shows that ‖E(·
∣
∣A )‖operator � 1, showing

the remaining assertion in (2). �
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5.2 Martingales

This section(56) provides the basic convergence results for conditional ex-
pectations with respect to increasing or decreasing sequences of σ-algebras.
These results are related both in their statements and in their proofs to er-
godic theorems(57): Martingale theorems and the Lebesgue density theorem
use analogs of maximal inequalities and the method of subtracting the image
under a projection. The increasing martingale theorem (Theorem 5.5) and
Lebesgue density theorems involve averaging less and less, so are in some
sense opposite to the ergodic theorems; nonetheless, both are useful in er-
godic theory.

Example 5.4. Consider the partition

ξn = {[0, 1
2n ), [ 1

2n , 2
2n ), . . . , [1 − 1

2n , 1)}

of [0, 1), with associated finite σ-algebra An = σ (ξn) comprising all unions
of elements of ξn. It is clear that

A1 ⊆ A2 ⊆ · · · ,

and that the Borel σ-algebra generated by all of these is the Borel σ-algebra B
of [0, 1). In what sense does E(f

∣
∣An) approximate f = E(f

∣
∣B)?

If the measure is Lebesgue, then this can be answered using the Lebesgue
density theorem (Theorem A.24). For other measures a different approach is
needed.

The next result, a form of Doob’s martingale theorem [72], will be used
frequently in the sequel to understand limits of σ-algebras.

Theorem 5.5 (Increasing martingale theorem). Let (X, B, μ) be a
probability space. Suppose that An ↗ A is an increasing sequence of sub-
σ-algebras of B (the notation ↗ means that An ⊆ An+1 for all n � 1 and
A = σ(

⋃

n�1 An)). Then, for any f ∈ L1(X, B, μ),

E(f
∣
∣An) −→ E(f

∣
∣A )

almost everywhere and in L1
μ.

Notice that for f ∈ L1(X, B, μ),

μ
(

{x | E(f
∣
∣A )(x) > ε}

)

� ‖f‖1

ε
.

To see this, let E = {x | E(f
∣
∣ A )(x) > ε}. Then E ∈ A and εχE � E(f

∣
∣ A ),

so



5.2 Martingales 127

εμ(E) �
∫

E

E(f
∣
∣A )

=
∫

E

f � ‖f‖1

as required. The next lemma will be a very useful generalization of this simple
observation, which is an analog of a maximal inequality (Theorem 2.24).

Lemma 5.6 (Doob’s inequality). Let f ∈ L1(X, B, μ), let

A1 ⊆ A2 ⊆ · · · ⊆ AN ⊆ B

be an increasing list of σ-algebras, and fix λ > 0. Let

E = {x | max
1�i�N

E(f
∣
∣Ai) > λ}.

Then
μ(E) � 1

λ
‖f‖1.

If (An)n�1 is an increasing (or decreasing) sequence of σ-algebras then the
same conclusion holds for the set

E = {x | sup
i�1

E
(

f
∣
∣Ai

)

> λ}.

Proof. Assume that f � 0 (if necessary replacing f by |f |, which makes μ(E)
no smaller). Let

En = {x | E(f
∣
∣An) > λ but E(f

∣
∣Ai) � λ for 1 � i � n − 1}.

Then E = E1 � · · · � EN and En ∈ An since A1, A2, . . . ,An−1 ⊆ An. (In
the decreasing case of finitely many σ-algebras we may reverse the order of
the σ-algebras, since the statement we wish to prove is independent of the
order.) It follows that

‖f‖1 �
∫

E

f dμ =
N∑

n=1

∫

En

f dμ

=
N∑

n=1

∫

En

E(f
∣
∣An) dμ

�
N∑

n=1

λμ(En) = λμ(E).

Taking N → ∞ shows the final remark. �
Proof of Theorem 5.5. Using Theorem 5.1(4), we may replace the func-
tion f by E(f

∣
∣A ) without changing E(f

∣
∣An).
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The theorem holds for all f ∈ L1(X, An, μ), n � 1. Now
⋃

n�1 L1(X, An, μ)
is dense in L1(X, A , μ). To see this, notice that

{B ∈ A | for every ε > 0 there exist m � 1, A ∈ Am with μ(A	B) < ε}

is a σ-algebra by Theorem A.7. Given any f ∈ L1(X, A , μ) and ε > 0, find m
and g ∈ L1(X, Am, μ) with ‖f − g‖1 < ε, so that

‖E(f
∣
∣ An)−f‖1 � ‖E(f

∣
∣ An)−E(g

∣
∣ An)‖1+‖E(g

∣
∣An) − g‖1

︸ ︷︷ ︸

= 0 for n�m

+‖g−f‖1 < 2ε

for n � m. It follows that

μ
(

{x | lim sup
n→∞

∣
∣E(f

∣
∣An) − f

∣
∣ >

√
ε}

)

= μ
(

{x | lim sup
n→∞

∣
∣E(f − g

∣
∣An) − (f − g)

∣
∣ >

√
ε}

)

� μ
(

{x | sup
n�1

∣
∣E(f − g

∣
∣An)

∣
∣ > 1

2

√
ε}

)

+ μ
(

{x | |f − g| > 1
2

√
ε}

)

� 2√
ε
‖f − g‖1 + 2√

ε
‖f − g‖1 � 4

√
ε

by Lemma 5.6, so
lim sup

n→∞

∣
∣E(f

∣
∣An) − f

∣
∣ = 0

almost everywhere, showing the almost everywhere convergence. �
A similar result holds for decreasing sequences of σ-algebras as follows.

The notation An ↘ A∞ used below means that An+1 ⊆ An for all n � 1
and

A∞ =
⋂

n�1

An.

Example 5.7. Let B denote the Borel σ-algebra on [0, 1] and let

An = {B ∈ B | B + 1
2n = B (mod 1)}

so that An ↘ N = {∅, X} modulo m (meaning that
⋂

n�1 An =
m

{∅, X},
where m denotes Lebesgue measure on [0, 1]). As before, what is the connec-
tion between the convergence of σ-algebras and the convergence of E(f

∣
∣ An)?

As mentioned at the start of this section, the kind of convergence sought
here resembles an ergodic theorem(58). Indeed, the proof is similar in some
ways to the proofs of the ergodic theorems (Theorems 2.21 and 2.30). The
usual proof of the decreasing martingale theorem is somewhat opaque because
it takes place in L1 rather than in L2, forcing us to replace the geometric
methods available in Hilbert space with more flexible methods from functional
analysis. To illuminate the different approaches—and the more geometrical
approach that working in L2 allows—we give two different arguments for the
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first part of the proof. Of course the theorem itself is an assertion about L1

convergence, so at some point we must work in L1.

Theorem 5.8 (Decreasing martingale theorem). Let (X, B, μ) be a
probability space. If An ↘ A∞ is a decreasing sequence of sub-σ-algebras
of B then

E(f
∣
∣An) −→ E(f

∣
∣A∞)

almost everywhere and in L1, for any f ∈ L1(X, B, μ).

First part of proof of Theorem 5.8, using L2
. Recall from the proof

of Theorem 5.1 that in L2(X, B, μ) the conditional expectation with re-
spect to An (or A∞) is precisely the orthogonal projection to L2(X, An, μ)
(resp. L2(X, A∞, μ)). Let Vn = L2(X, An, μ)⊥ and let V∗ =

⋃

n�1 Vn. Notice
that for f ∈ L2(X, A∞, μ) + V∗ the theorem holds trivially because

E(f
∣
∣An) = E(f

∣
∣A∞)

for sufficiently large n. We claim that

V = L2(X, A∞, μ) + V∗

is dense in L2(X, B, μ) with respect to the L2
μ norm. To see this, we may

use the Riesz representation theorem (see Sect. B.5). If V is not dense
in L2(X, B, μ), then there is a continuous non-zero linear functional

f �→
∫

fh̄ dμ

defined by some h ∈ L2(X, B, μ) such that
∫

fh̄ dμ = 0

for all f ∈ V , and this leads to a contradiction as follows. Clearly

h − E
(

h
∣
∣An

)

∈ Vn ⊆ V∗,

so ∫
(

h − E(h
∣
∣An)

)

h̄ dμ = 0.

Since f �→ E(f
∣
∣An) is the orthogonal projection, we also have

∫
(

h − E(h
∣
∣An)

)

E(h
∣
∣An) dμ = 0,

which implies that ∫
∣
∣h − E(h

∣
∣An)

∣
∣
2

dμ = 0
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and so h = E(h
∣
∣An) ∈ L2(X, An, μ) for all n � 1. We conclude that

h ∈ L2(X, A∞, μ) ⊆ V,

and
∫

hh̄ dμ = 0, so h = 0. This contradiction shows that V is dense
in L2(X, B, μ) with respect to the L2

μ norm.
Now ‖ · ‖1 � ‖ · ‖2 and L2(X, B, μ) ⊆ L1(X, B, μ) is dense with respect

to the L1
μ norm. It follows that V is also dense in L1(X, B, μ) with respect

to the L1
μ norm. �

It might seem unsatisfactory to use L2 arguments in this way to avoid the
more complicated theory of the space L1 and its dual L∞. To give an example
of how it is sometimes possible to decompose functions in a way that mimics
the orthogonal decomposition available in Hilbert space, we now do the same
part of the proof avoiding L2.
First part of proof of Theorem 5.8, using L1

directly. Let

Vn = {f ∈ L1(X, B, μ) | E
(

f
∣
∣An

)

= 0}

for n � 1, so V1 ⊆ V2 ⊆ · · · is an increasing sequence of subspaces of L1(X).
We claim that V∗ =

⋃

n�1 Vn is L1-dense in

V∞ = {f ∈ L1(X, B, μ) | E
(

f
∣
∣A∞

)

= 0}.

This claim will be crucial for the proof, since it will allow us to split any
function f into two parts for which the result will be easier to prove.

By the Hahn–Banach theorem (Theorem B.1), V∗ is dense in V∞ if any
continuous linear functional Λ : L1(X) → R with V∗ ⊆ ker Λ has V∞ ⊆ ker Λ.
Any continuous linear functional on L1(X) has the form

Λh(f) =
∫

X

fh dμ

for some h ∈ L∞(X), and h is uniquely determined by Λh. So suppose
that Vn ⊆ ker Λh for all n � 1; it follows that

∫

(f − E(f
∣
∣An))h dμ = 0

for all f ∈ L1(X) and n � 1. In particular, we may take f = h (since L∞(X)
is a subset of L1(X)), so

∫

(h − E(h
∣
∣An))h dμ = 0.

On the other hand, by Theorem 5.1(3),
∫

E(h
∣
∣An)E(h

∣
∣An) dμ =

∫

E
(

E(h
∣
∣An)h

∣
∣An

)

dμ =
∫

E
(

h
∣
∣An

)

h dμ
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so ∫

(h − E(h
∣
∣An))E(h

∣
∣An) dμ = 0.

Now

(h − E(h
∣
∣An))h − (h − E(h

∣
∣An))E(h

∣
∣An) =

(

h − E(h
∣
∣An)

)2

and therefore ∫
(

h − E(h
∣
∣An)

)2
dμ = 0.

It follows that h = E(h
∣
∣An) ∈ L∞(X, An, μ), and so h ∈ L∞(X, A∞, μ).

Thus
E(f

∣
∣A∞) = 0

implies that
∫

fh dμ =
∫

E(fh
∣
∣A∞) dμ =

∫

hE(f
∣
∣A∞) dμ = 0,

showing that kerΛh ⊇ V∞ whenever kerΛh ⊇ V∗ as required.
Clearly the theorem holds for functions in the space

V = L1(X, A∞, μ) + V∗,

which is L1-dense in L1(X) (to see that this space is dense, write any f ∈ L1

as f = E
(

f
∣
∣A∞

)

+
(

f − E
(

f
∣
∣A∞

))

where the second term belongs to V∞).
�

The remainder of the proof of Theorem 5.8 of necessity takes place
in L1(X, B, μ).

Second part of proof of Theorem 5.8. Given f ∈ L1(X) and ε > 0,
find g ∈ V with

‖f − g‖1 < ε.

Then
∫

∣
∣E(f

∣
∣An) − E(f

∣
∣A∞)

∣
∣ dμ �

∫
∣
∣E

(

(f − g)
∣
∣An

)

− E
(

(f − g)
∣
∣A∞

)∣
∣ dμ

+
∫

∣
∣E(g

∣
∣An) − E(g

∣
∣A∞)

∣
∣ dμ

� 2
∫

|f − g| dμ +
∫

∣
∣E(g

∣
∣An)−E(g

∣
∣A∞)

∣
∣ dμ,

so
lim sup

n→∞

∫
∣
∣E(f

∣
∣An) − E(f

∣
∣A∞)

∣
∣ dμ � 2

∫

|f − g| dμ � 2ε,

which shows the convergence in L1.
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To see the almost everywhere convergence, notice that

μ
(

{x | lim sup
n→∞

∣
∣E(f

∣
∣An) − E(f

∣
∣A∞)

∣
∣ >

√
ε}

)

� μ
(

{x | lim sup
n→∞

∣
∣E

(

(f − g)
∣
∣An

)

− E
(

(f − g)
∣
∣A∞

)∣
∣

+ lim sup
n→∞

∣
∣E

(

g
∣
∣An

)

− E
(

g
∣
∣A∞

)∣
∣ >

√
ε}

)

� μ
(

{x | sup
n�1

∣
∣E

(

(f − g)
∣
∣An

)

− E
(

(f − g)
∣
∣A∞

)∣
∣ >

√
ε}

)

� μ
(

{x | sup
n�1

∣
∣E

(

(f − g)
∣
∣An

)∣
∣ � 1

2

√
ε

)

+μ
(

{x | sup
n�1

∣
∣E

(

(f − g)
∣
∣A∞

)∣
∣ > 1

2

√
ε}

)

� 2√
ε
‖f − g‖1 + 2√

ε
‖f − g‖1 � 4

√
ε,

by Doob’s inequality (Lemma 5.6), so

lim sup
n→∞

∣
∣E(f

∣
∣An) − E(f

∣
∣A∞)

∣
∣ = 0

almost everywhere. �

Exercises for Sect. 5.2

Exercise 5.2.1. Use the increasing martingale theorem (Theorem 5.5) to
prove the following version of the Borel–Cantelli lemma (Theorem A.9). Sup-
pose that (X, B, μ) is a probability space and (An)n�1 is a completely in-
dependent sequence of measurable sets (that is, for any finite sequence of
indices i1 < · · · < i� we have μ (Ai1 ∩ · · · ∩ Ai�

) = μ (Ai1) · · ·μ (Ai�
)). If

additionally
∞∑

n=1

μ(An) = ∞,

then almost every x is contained in infinitely many of the sets An; equivalently

μ

( ∞⋂

N=1

∞⋃

n=N

An

)

= 1.

Exercise 5.2.2. Use the martingale theorems to prove the following analog
of the Lebesgue density theorem (Theorem A.24). Let m be Lebesgue measure
on the cube C = [0, 1]d. For n � 1 define the partition ξn of C into boxes
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d∏

i=1

[
ji

(1+i)n , ji+1
(1+i)n

)

for 0 � ji < (1 + i)n, 1 � i � d. For any x ∈ C, let Bn(x) denote the atom
of ξn containing x, and notice that m (Bn(x)) =

∏d
i=1(1 + i)−n. Prove that

for any measurable set A ⊆ C,

1
m(Bn(x))m (A ∩ Bn(x)) → 1

as n → ∞ for almost every x ∈ A.

5.3 Conditional Measures

Section 5.1 introduced the conditional expectation as a function

f �→ E(f
∣
∣A ),

and all of its properties, as well as the examples we have seen, suggest that the
quantity E(f

∣
∣ A )(x) should be an average of the function f over a part of the

measure space, where the part used in the averaging depends on x. For well-
behaved measure spaces—and in particular for the kind of measure spaces we
deal with—this property is reflected in the existence of a measure μA

x with
the property that

E(f
∣
∣A )(x) =

∫

f dμA
x

for all f ∈ L1
μ.

Example 5.9. Let ξ be a countable partition of (X, B, μ), with A = σ(ξ) the
smallest σ-algebra containing ξ. Then

μA
x =

1
μ(P )

μ
∣
∣
P

for x ∈ P ∈ A defines such a measure for almost every x; if μ(P ) = 0
then μA

x is not defined for x ∈ P .

Example 5.10. Let A = B[0,1] × {∅, [0, 1]} ⊆ B[0,1]2 . Then

μA
(x1,x2)

= δx1 × m[0,1],

where as usual m denotes Lebesgue (or Haar) measure (see Fig. 5.2).

As in the last example, a particular difficulty that arises in discussing
conditional expectation and conditional measures is that in most non-trivial
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situations null sets with respect to the original measure become more trou-
blesome, since the conditional measures will often be singular with respect
to the original measure μ.

Thus we need to pay more attention to null sets—and in particular we will
need to specify in a more concrete way with respect to which measure a given
set has measure zero. When we say N is a null set we mean that μ(N) =
0; in contrast for x ∈ X we will say N is a μA

x -null set if μA
x (N) = 0.

Similarly, we will need to make a distinction between the notion of “almost
everywhere” (true off a μ-null set) and “μA

x -almost everywhere”. From now
on we will also distinguish more carefully between the space L p(X, B, μ)
of genuine functions and the more familiar space Lp(X, B, μ) of equivalence
classes of functions; in particular L ∞(X, B) denotes the space of bounded
measurable functions and will be written L ∞ if the underlying measure space
is clear.

We next formalize our prevailing assumption about the measure spaces we
deal with. A probability space is any triple (X, B, μ) where μ is a measure
on the σ-algebra B with μ(X) = 1. It turns out that this definition is too
permissive for some—but by no means all—of the natural developments in
ergodic theory.

Example 5.11. Let X = {0, 1}R, with the product topology and the σ-algebra
of Borel sets. The product measure μ of the (1

2 , 1
2 ) measure on each of the

sets {0, 1} makes X into a probability space with the property that there
is an uncountable collection {As}s∈R of measurable sets with the property
that μ(As) = 1

2 for each s ∈ R and the sets are all mutually independent:

μ (As1 ∩ · · · ∩ Asn) = 1
2n

for any n distinct reals s1, . . . , sn. The next definition gives a collection of
probability spaces that precludes the possibility of uncountably many inde-
pendent sets.

Definition 5.12. Let X be a Borel subset of a compact metric space with
the restriction of the Borel σ-algebra B to X. Then the pair (X, B) is a Borel
space.

Definition 5.13. Let X be a dense Borel subset of a compact metric
space X, with a probability measure μ defined on the restriction of the
Borel σ-algebra B to X. The resulting probability space (X, B, μ) is a Borel
probability space.

For a compact metric space X, the space M (X) of Borel probability
measures on X itself carries the structure of a compact metric space with
respect to the weak*-topology. In particular, we can define the Borel σ-
algebra BM (X) on the space M (X) in the usual way. If X is a Borel subset
of a compact metric space X, then we define
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M (X) = {μ ∈ M (X) | μ(X�X) = 0},

and we will see in Lemma 5.23 that M (X) is a Borel subset of M (X).
We are now in a position to state and prove the main result of this chapter.

A set is called conull if it is the complement of a null set. For σ-algebras C , C ′

the relation
C ⊆

μ
C ′

means that for any A ∈ C there is a set A′ ∈ C ′ with μ (A	A′) = 0. We also
define

C =
μ

C ′

to mean that C ⊆
μ

C ′ and C ′ ⊆
μ

C .

A σ-algebra A on X is countably-generated if there exists a countable
set {A1, A2, . . . } of subsets of X with the property that A = σ ({A1, A2, . . . })
is the smallest σ-algebra (that is, the intersection of every) σ-algebra con-
taining the sets A1, A2, . . . .

Theorem 5.14. Let (X, B, μ) be a Borel probability space, and A ⊆ B a σ-
algebra. Then there exists an A -measurable conull set X ′ ⊆ X and a sys-
tem {μA

x | x ∈ X ′} of measures on X, referred to as conditional measures,
with the following properties.

(1) μA
x is a probability measure on X with

E(f
∣
∣A )(x) =

∫

f(y) dμA
x (y) (5.3)

almost everywhere for all f ∈ L 1(X, B, μ). In other words, for any func-
tion∗ f ∈ L 1(X, B, μ) we have that

∫

f(y) dμA
x (y) exists for all x be-

longing to a conull set in A , that on this set

x �→
∫

f(y) dμA
x (y)

depends A -measurably on x, and that
∫

A

∫

f(y) dμA
x (y) dμ(x) =

∫

A

f dμ

for all A ∈ A .
(2) If A is countably-generated, then μA

x ([x]A ) = 1 for all x ∈ X ′, where

[x]A =
⋂

x∈A∈A

A

∗ Notice that we are forced to work with genuine functions in L 1 in order that the right-

hand side of (5.3) is defined. As we said before, μA
x may be singular to μ.
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is the atom of A containing x; moreover μA
x = μA

y for x, y ∈ X ′ when-
ever [x]A = [y]A .

(3) Property (1) uniquely determines μA
x for a.e. x ∈ X. In fact, property (1)

for a dense countable set of functions in C(X) uniquely determines μA
x

for a.e. x ∈ X.
(4) If Ã is any σ-algebra with A =

μ
Ã , then μA

x = μ
eA

x almost everywhere.

Remark 5.15. Theorem 5.14 is rather technical but quite powerful, so we as-
semble here some comments that will be useful both in the proof and in
situations where the results are applied.

(a) For a countably generated σ-algebra A = σ ({A1, A2, . . . }) the atom
in (2) is given by

[x]A =
⋂

x∈Ai

Ai ∩
⋂

x/∈Ai

X�Ai (5.4)

and hence is A -measurable (see Exercise 5.3.1). In fact [x]A is the small-
est element of A containing x.

(b) If N ⊆ X is a null set for μ, then μA
x (N) = 0 almost everywhere. In other

words, for a μ-null set N , the set N is also a μA
x -null set for μ-almost

every x. This follows from property (1) applied to the function f = χN .
In many interesting cases, the atoms [x]A are null sets with respect to μ,
and so μA

x is singular to μ.
(c) The conditional measures constructed in Theorem 5.14 are sometimes

said to give a disintegration of the measure μ.
(d) Notice that the uniqueness in property (3) (and similarly for (4)) may

require switching to smaller conull sets. That is, if μA
x for x ∈ X ′ ⊆ X

and μ̃A
x for x ∈ X̃ ′ ⊆ X are two systems of measures as in (1), then the

claim is that there exists a conull subset X ′′ ⊆ X ′ ∩ X̃ ′ with μA
x = μ̃A

x

for all x ∈ X ′′.
(e) We only ever talk about atoms for countably generated σ-algebras. The

first reason for this is that for a general σ-algebra the expression defined
in Theorem 5.14(2) by an uncountable intersection may not be mea-
surable (let alone A -measurable). Moreover, even in those cases where
the expression happens to be A -measurable, the definition cannot be
used to prove the stated assertions. We also note that it is not true that
any sub-σ-algebra of a countably-generated σ-algebra is countably gen-
erated (but see Lemma 5.17 for a more positive statement). For example,
the σ-algebra of null sets in T with respect to Lebesgue measure is not
countably-generated (but there are more interesting examples, see Exer-
cise 6.1.2).

Example 5.16. Let X = [0, 1]2 and A = B×{∅, [0, 1]} as in Example 5.3. In
this case Theorem 5.14 claims that any Borel probability measure μ on X can
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be decomposed into “vertical components”: the conditional measures μA
(x1,x2)

are defined on the vertical line segments {x1} × [0, 1], and these sets are
precisely the atoms of A . Moreover,

μ(B) =
∫

X

μA
(x1,x2)

(B) dμ(x1, x2). (5.5)

In this example μA
(x1,x2)

= νx1 does not depend on x2, so (5.5) may be written
as

μ(B) =
∫

[0,1]

νx1(B) dμ(x1) (5.6)

where μ = π∗μ is the measure on [0, 1] obtained by the projection

π : [0, 1]2 −→ [0, 1]
(x1, x2) �−→ x1.

While (5.6) looks simpler than (5.5), in order to arrive at it a quotient space
and a quotient measure has to be constructed (see Sect. 5.4). For simplicity
we will often work with expressions like (5.5) in the general context.

Once μ is known explicitly, the measures μA
(x1,x2)

can often be computed.
For example, if μ is defined by

∫

f dμ = 1
3

∫

f(s, s) ds +
∫ 1

0

∫ √
s

0

f(s, t) dt ds,

then
μA

(x1,x2)
=

1
√

x1 + 1/3
δx1 ×

(
1
3δx1 + m[0,

√
x1]

)

.

To see that this equation holds, the reader should use Theorem 5.14(3). How-
ever, the real force of Theorem 5.14 lies in the fact that it allows an unknown
measure to be decomposed into components which are often easier to work
with.

Proof of Theorem 5.14. By assumption, X is contained in a compact
metric space X, which is automatically separable. We note that the statement
of the theorem for the ambient compact metric space X implies the theorem
for X by Remark 5.15(b). Hence we may assume that X = X is itself a
compact metric space.

Suppose first that {ρx} and {νx} are families of measures defined for almost
every x that both satisfy (5.3) for a countable dense subset {fn}n∈N in C(X).
Then for each n � 1 and almost every x,

∫

fn dρx = E(fn

∣
∣A ) =

∫

fn dνx. (5.7)
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So there is a common null set N with the property that (5.7) holds for all n �
1 and x /∈ N . By uniform approximation and the dominated convergence
theorem (Theorem A.18), this easily extends to show that

∫

f dρx =
∫

f dνx

for all f ∈ C(X) and x /∈ N . Hence ρx = νx for x /∈ N , which shows that the
conditional measures—if they exist—must be unique as claimed in (3).

Now let
Ã =

μ
A

and write A for the smallest σ-algebra containing both Ã and A . Then
for any f ∈ C(X), g = E(f

∣
∣A ) (or E(f

∣
∣Ã )) satisfies the characterizing

properties of E(f
∣
∣A ), so they are equal almost everywhere. Noting this for

a countable dense subset of C(X) shows (as in the proof of uniqueness)
that μA

x = μ
eA

x almost everywhere, showing (4).
Turning to existence, let

F = {f0 ≡ 1, f1, f2, . . . } ⊆ C(X)

be a vector space over Q that is dense∗ in C(X). For every i � 1, choose an A -
measurable function† gi ∈ L 1

μ with gi representing E(fi

∣
∣A ). Define g0 to be

the constant function 1. Then

• gi(x) � 0 almost everywhere if fi � 0;
• |gi(x)| � ‖fi‖∞ almost everywhere;
• if fi = αfj + βfk with α, β ∈ Q, then gi(x) = αgj(x) + βgk(x) for almost

all x.

Let N ∈ A be the union of all the null sets on the complement of which the
properties above hold; since this is a countable union, N is a null set.

For x /∈ N , define Λx(fi) to be gi(x). Then by the properties above Λx

is a Q-linear map from F to R with ‖Λx‖ � 1. It follows that Λx extends
uniquely to a continuous positive linear functional

Λx : C(X) → R.

By the Riesz representation theorem, there is a measure μA
x on X character-

ized by the property that

∗ Since X is separable we may find a set {h0 ≡ 1, h1, h2, . . . } that is dense in C(X). The
vector space over Q spanned by this set is dense and countable, and may be written in the

form {f0 ≡ 1, f1, f2, . . . }.
† Notice that this is a genuine function rather than an equivalence class of functions, so
there is a choice involved despite Theorem 5.1(1).
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Λx(f) =
∫

f dμA
x

for all f ∈ C(X); moreover Λx(1) = 1, so μA
x is a probability measure.

By our choice of the set F , for any f ∈ C(X) there is a sequence (fni)
with fni −→ f uniformly. We have already established that

x �→
∫

fni dμA
x

is A -measurable (by Theorem 5.14(1)), and that
∫

A

∫

fni dμA
x dμ(x) =

∫

A

fni dμ

for all A ∈ A . So, by the dominated convergence theorem (Theorem A.18),
∫

fni dμA
x →

∫

f dμA
x (5.8)

is A -measurable as a function of x, and
∫

A

∫

f dμA
x dμ(x) =

∫

A

f dμ (5.9)

for all A ∈ A . For any open set O there is a sequence (fni) with fni ↗ χO,
so by the monotone convergence theorem (5.8) and (5.9) hold for χO. Thus
we have (5.8) and (5.9) for the indicator function of any closed A ⊆ X, by
taking complements. Similarly, these equations extend to any Gδ-set G and
any Fσ-set F . Define

M = {B ∈ B | f = χB satisfies (5.8) and (5.9)}.

By the monotone convergence theorem (Theorem A.16), if B1, B2, . . . ∈ M
with

B1 ⊆ B2 ⊆ · · · ,

then
⋃

n�1 Bn ∈ M and if C1, C2, . . . ∈ M with

C1 ⊇ C2 ⊇ · · · ,

then
⋂

n�1 Cn ∈ M . Thus M is a monotone class (see Definition A.3 and
Theorem A.4). Define

R =

{
n⊔

i=1

Oi ∩ Ai | Oi ⊆ X is open and Ai ⊆ X is closed

}
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for n ∈ N. We claim that R is an algebra (that is, R is closed under comple-
ments, finite intersections and finite unions). To see this, notice that the σ-
algebra C generated by finitely many open and closed sets has the property
that every element of C is a disjoint union of atoms of the partition generated
by the same open and closed sets, all of which are precisely of the form O∩A.

Since any set O ∩ A is a Gδ-set and (5.8) and (5.9) are linear conditions,
it follows that (5.8) and (5.9) also hold for functions of the form

χR =
n∑

i=1

χOi∩Ai

for all

R =
n⊔

i=1

Oi ∩ Ai ∈ R.

By the monotone class theorem (Theorem A.4), B = σ (R) ⊆ M . In other
words, for any Borel measurable set B ∈ B, the characteristic function χB

satisfies (5.8) and (5.9). By considering simple functions and applying the
monotone convergence theorem, it follows that (5.8) and (5.9) also hold for
any B-measurable function f � 0.

Finally, given any B-measurable integrable function f , we may write

f = f+ − f−

with f+, f− non-negative, measurable, and integrable functions. Then, by (5.9),
∫

f+ dμA
x ,

∫

f− dμA
x < ∞

almost everywhere. In particular, f is μA
x -integrable for almost every x, and

where it is μA
x -integrable,

∫

f dμA
x is an A -measurable function of x. Finally,

(5.9) holds, proving (1).
Suppose now that A = σ ({A1, A2, . . . }) is countably-generated. Then

E(χAi

∣
∣A )(x) = χAi(x)

= μA
x (Ai)

almost everywhere, for any i � 1. Collecting all the null sets arising into a
single null set N gives

μA
x (Ai) =

{

1 if x ∈ Ai�N ;
0 if x ∈ X�(Ai ∪ N).

Since μA
x is a measure, it follows by (5.4) that

μA
x ([x]A ) = 1
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if x /∈ N . Writing X ′ for X�N , recall that the map

X ′ � x �−→
∫

f dμA
x

is A -measurable for any f ∈ C(X). Thus
∫

f dμA
x =

∫

f dμA
y

if x, y ∈ X ′ and [x]A = [y]A , so that [x]A = [y]A implies that μA
x = μA

y . �
One of the many desirable properties of Borel probability spaces is that

there is a constraint on the complexity of their sub-σ-algebras.

Lemma 5.17. If (X, B, μ) is a Borel probability space and A ⊆ B is a σ-
algebra then there is a countably-generated σ-algebra Ã with A =

μ
Ã .

Proof. Recall that C(X) is separable for any compact metric space X
(see Lemma B.8). Since C(X) is mapped continuously to a dense subspace
of L1(X, B, μ), the same holds for L1(X, B, μ). Since subsets of a separable
space are separable, it follows that the space

{χA | A ∈ A } ⊆ L1(X, A , μ) ⊆ L1(X, B, μ)

is separable. Thus there is a set {A1, A2, . . . } ⊆ A such that for any ε > 0
and A ∈ A there is some n with

μ (A	An) = ‖χA − χAn‖1 < ε.

Let Ã = σ ({A1, A2, . . . }), so that Ã ⊆ A and {χA | A ∈ Ã } is dense in

{χA | A ∈ A }

with respect to the L1
μ norm. Given A ∈ A , we can find a sequence (nk) for

which
‖χA − χAnk

‖1 <
1
k

for k � 1. Then the sequence (χAnk
) is Cauchy in L1(X, Ã , μ) ⊆ L1(X, A , μ),

so has a limit f ∈ L1(X, Ã , μ). We must have f = χA almost everywhere
since the limit is unique, so there is some Ã ∈ Ã with μ(A	Ã) = 0. It follows
that A =

μ
Ã as required. �

In the remainder of this section we give extensions and reformulations of
Theorem 5.14.
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Lemma 5.18. Let (X, B, μ) be a Borel probability space and let A ⊆ B be a
countably-generated σ-algebra. If f ∈ L ∞(X, B) is constant on atoms of A ,
then f |X′ is A -measurable, where X ′ is as in Theorem 5.14.

A set B (or a function f) is A -measurable modulo μ if, after removing a μ-
null set, B (or f) becomes A -measurable. Thus the conclusion of Lemma 5.18
is that f is A -measurable modulo μ.
Proof of Lemma 5.18. By Theorem 5.14(2), on X ′ we have

∫

f dμA
x = f(x)

since μA
x ([x]A ) = 1 and, by assumption, f is constant (and equal to f(x))

on the set [x]A . By Theorem 5.14(1) we know that f |X′ is A -measurable. �
In Theorem 5.14 the conditional measure was characterized in terms of the

conditional expectation. The following proposition gives a more geometrical
characterization.

Proposition 5.19. Let (X, B, μ) be a Borel probability space and let A be a
countably-generated sub-σ-algebra of B. Suppose that there is a set X ′ ∈ B
with μ(X ′) = 1, and a collection {νx | x ∈ X ′} of probability measures with
the property that

• x �→ νx is measurable, that is for any f ∈ L ∞ we have that x �→
∫

f dνx

is measurable,
• νx = νy for [x]A = [y]A and x, y ∈ X ′,
• νx ([x]A ) = 1, and

• μ=
∫

νx dμ(x) in the sense that
∫

f dμ=
∫ ∫

f dνx dμ(x) for all f ∈ L ∞.

Then νx = μA
x for a.e. x. The same is true if the properties hold for a dense

countable set of functions in C(X).

Proof. First notice that we may assume that μA
x and νx are defined on a

common conull set X ′′. Moreover, we may replace X by X ′′ and simultane-
ously replace A by A |X′′ = {A ∩ X ′′ | A ∈ A }. After this replacement,
Lemma 5.18 says that any function f which is constant on A -atoms is A -
measurable. In order to apply Theorem 5.14(3) we need to check that

∫

f dνx = E
(

f
∣
∣A

)

(x) (5.10)

almost everywhere, for all f in a countable dense subset of C(X).
That x �→

∫

f dνx is measurable is the first assumption on the family of
measures in the proposition. Together with Lemma 5.18, the second property
shows that x �→

∫

f dνx is actually A -measurable. This is the first require-
ment in the direction of showing that (5.10) holds.
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To show (5.10), we also need to calculate
∫

A

∫

f dνx dμ(x) for any A ∈ A ,
as in Theorem 5.1(1). We know that χA(x) is constant νx-almost everywhere
for any A ∈ A , by the third property. In fact χA(x) equals 1 νx-almost
everywhere if x ∈ A and equals 0 otherwise. Therefore, by the fourth property
applied to the function χAf , we get

∫

A

∫

f(z) dνx(z) dμ(x) =
∫

χA(x)
∫

[x]A

f(z) dνx(z) dμ(x)

=
∫∫

χA(z)f(z) dνx(z) dμ(x)

=
∫

χA(z)f(z) dμ(z) =
∫

A

f dμ

as required. By Theorem 5.14(3) it follows that νx = μA
x almost everywhere.

It remains to prove the last claim of the proposition. So suppose we only
assume the first and fourth properties for all functions in a dense countable
subset of C(X). Using dominated convergence, monotone convergence, and
the monotone class theorem (Theorems A.18, A.16 and A.4) just as in the
proof of Theorem 5.14 on p. 138, we can extend the first and fourth properties
in turn to all f ∈ C(X), all f = χB for B any open set, any closed set, any Gδ,
any Fσ, any Borel set, and finally to any f ∈ L∞(X). This implies the last
claim. �

Proposition 5.20. Let (X, B, μ) be a Borel probability space, and let

A ′ ⊆ A ⊆ B

be countably-generated sub-σ-algebras. Then [z]A ⊆ [z]A ′ for z ∈ X, and
for almost every z ∈ X the conditional measures for the measure μA ′

z with
respect to A are given for μA ′

z -almost every x ∈ [z]A ′ by (μA ′

z )A
x = μA

x .

The proof of this result will reveal that it is a reformulation of Theo-
rem 5.1(4).
Proof of Proposition 5.20. We will show that the map x �→ μA

x satisfies
all the assumptions in Proposition 5.19 with respect to the measure μA ′

z for
almost every z ∈ X. Let μA ′

z be defined on X ′
A ′ ∈ A ′ and let μA

x be defined
on X ′

A ∈ A with all the properties in Theorem 5.14. By Remark 5.15(b),
we have μA ′

z (X ′
A ) = 1 for μ-almost every z. Now fix some z ∈ X ′

A ′

with μA ′

z (X ′
A ) = 1. For x, y ∈ X ′

A we know that μA
x = μA

y if [x]A = [y]A
and that μA

x ([x]A ) = 1 by Theorem 5.14(2). Also, if f ∈ L ∞, we know
that

∫

f dμA
x is measurable by Theorem 5.14(1). Thus we have shown the first

three assumptions of Proposition 5.19 on the complement of a single μA
z -null

set.
It remains to check that



144 5 Conditional Measures and Algebras

μA ′

z =
∫

μA
x dμA ′

z (x) (5.11)

for almost every z. Let f ∈ C(X). By Theorem 5.14(1), for almost every z,
∫∫

f dμA
x dμA ′

z (x) =
∫

E(f
∣
∣A )(x) dμA ′

z (x) = E
(

E(f
∣
∣A )

∣
∣A ′) (z),

which by Theorem 5.1(1) is equal to

E(f
∣
∣A ′)(z) =

∫

f dμA ′

z

for almost every z. Using a dense subset {f1, f2, . . . } ⊆ C(X), and collecting
the countably many null sets arising in these two statements for each n into a
single null set, we obtain equality in (5.11) on a conull set Z. In other words,
we have checked all the requirements of Proposition 5.19 for the family of
measures νx = μA

x (and therefore they are equal almost everywhere to μA
x )

and for the measure μA ′

z for z ∈ Z ∩ X ′
A with μA ′

z (X ′
A ) = 1. �

Theorem 5.14(3) and the more geometric discussion above highlights the
significance of the countably-generated hypothesis on the σ-algebra A , for in
that case the conditional measures μA

x can be related to the atoms [x]A . In
a Borel probability space it is safe to assume that σ-algebras are countably-
generated by Lemma 5.17.

By combining the increasing and decreasing martingale theorems (Theo-
rems 5.5 and 5.8) with the characterizing properties of the conditional mea-
sures we get the following corollary (see Exercise 5.3.5).

Corollary 5.21. If An ↗ A or An ↘ A then μAn
x −→ μA

x in the weak*-
topology for μ-almost every x.

This gives an alternative construction of μA
x for a countably-generated σ-

algebra. More concretely, if A = σ ({A1, A2, . . . }) and An = σ ({A1, . . . , An})
is the finite σ-algebra generated by the first n generators of A , then μAn

x is
readily defined, and μAn

x → μA
x .

Exercises for Sect. 5.3

Exercise 5.3.1. Prove the equality claimed in (5.4).

Exercise 5.3.2. (59) Let (X,B, μ) be an aperiodic measure-preserving trans-
formation on a Borel probability space (see Exercise 2.9.2 for the definition
of aperiodic). Prove that for any k � 1 there is a set A ∈ B with μ(A) > 0
and μ(T−k(A) ∩ A) = 0.
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Exercise 5.3.3. Using the definition from p. 135, show that if (X, B, μ) is a
Borel probability space, then for countably-generated σ-algebras A , Ã ⊆ B
there is a null set N with the property that

A
∣
∣
X�N

= Ã
∣
∣
X�N

if and only if A =
μ

A ′.

Exercise 5.3.4. In the notation of Example 5.16, find a precise criterion in
terms of μA

(x1,x2)
characterizing the property that μ is a product μ1 × μ2 of

measures μ1, μ2 defined on [0, 1].

Exercise 5.3.5. Prove Corollary 5.21, starting with a countable dense set of
functions in C(X) and using the appropriate martingale theorem.

5.4 Algebras and Maps

Let X and Y be Borel subsets of compact metric spaces X and Y . For a
measurable map

φ : X → Y,

write φ∗ : M (X) → M (Y ) for the map induced on the space of probability
measures by

(φ∗(μ)) (A) = μ(φ−1(A))

for A ⊆ Y measurable. In this notation, for any integrable function f : Y → R

and B ∈ BY , ∫

φ−1B

f ◦ φdμ =
∫

B

f dφ∗μ.

In particular, a map φ : (X, B, μ) → (Y,BY , ν) between two Borel probabil-
ity spaces is measure-preserving if and only if φ∗μ = ν.

Any measurable function φ : X → Y as above defines a σ-algebra

A = φ−1(BY )

on X. The next results, corollaries of Theorem 5.14, show that essentially
all σ-algebras on X arise this way.

Corollary 5.22. Let (X, B, μ) be a Borel probability space, and let A ⊆ B
be a countably-generated σ-algebra. Then there is a conull set X ′ = X�N
in A , a compact metric space together with its Borel σ-algebra (Y,BY ), and
a measurable map φ : X ′ → Y such that

A |X′=φ−1BY .
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Moreover,
[x]A = φ−1 (φ(x))

for x /∈ N , and μA
x = νφ(x) for some measurable map y �→ νy defined on

a φ∗μ-conull subset of Y . In fact we can take Y = M (X), φ(x) = μA
x ,

and νy = y.

This will be proved later; the conclusion described in Corollary 5.22 is
depicted in Fig. 5.3.

Fig. 5.3 Each y ∈ Y determines an atom φ−1(y) and its conditional measure νy

Lemma 5.23. If X is a compact metric space, and f ∈ L ∞(X), then the
map

M (X) � ν �−→
∫

f dν

is Borel measurable. In particular, for a Borel subset X of X, we have
that M (X) is a Borel subset of M (X). Moreover, if φ : X → Y is a Borel
measurable map between Borel subsets of compact metric spaces, then the
induced map φ∗ : M (X) → M (Y ) is Borel measurable.

Proof. Starting with continuous functions, we know that
∫

f dν depends
continuously on ν (by definition of the weak*-topology on M (X)). Arguing
just as we did on p. 139, this can be extended to show that

∫

f dν depends
measurably on ν for all indicator functions of open sets, and thence to show
that it does so for indicator functions of Borel measurable sets, and finally
for any f ∈ L ∞. By definition and the argument above, it follows that

M (X) = {μ ∈ M (X) | μ(X�X) = 0}
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is Borel measurable. Now let φ : X → Y be measurable and fix r ∈ R, ε > 0
and f ∈ C(Y ). Then

Of,r,ε =
{

μ ∈ M (Y ) |
∣
∣
∫

f dμ − r
∣
∣ < ε

}

is an open set in M (Y ), and clearly

φ−1
∗ Of,r,ε =

{

ν ∈ M (X) |
∣
∣
∫

f ◦ φdν − r
∣
∣ < ε

}

is measurable in M (X). Since any open set in M (Y ) can be written as a
countable union of finite intersections of sets of the form Of,r,ε with f chosen
from a dense countable subset of C(X), r ∈ Q and ε ∈ Q, the lemma follows.

�

Proof of Corollary 5.22. Let A = σ ({A1, A2, . . . }) be countably-
generated. Taking Y = M (X) (with the weak*-topology, so that Y is a com-
pact metric space) and φ(x) = μA

x we can set νy = y and hence νφ(x) = μA
x

follows at once. Let X ′ be a μ-conull set on which all the statements in The-
orem 5.14 hold. We claim first that (perhaps after enlarging the complement
of X ′ by null sets countably often), A = φ−1BY . By Theorem 5.14(2),

χAi(x) = μA
x (Ai) (5.12)

for almost every x, and we may assume that this holds for all x ∈ X ′. Since
{ν | ν(Ai) = 1} ∈ BY , (5.12) shows that Ai ∩ X ′ ∈ φ−1BY and therefore
A |X′ ⊆ φ−1BY .

For the reverse direction φ−1BY ⊆ A |X′ , it is sufficient to check this on
sets of the form Of,r,ε since these generate the weak*-topology in a countable
manner, and by Theorem 5.14(1) the set

φ−1
(

{ν | |
∫

f dν − r| < ε}
)

= {x | |
∫

f dμA
x − r| < ε}

is A -measurable for any f ∈ C(X), r ∈ R and ε > 0. Hence A |X′ = φ−1B.
Since φ : X ′ → Y satisfies A |X′ = φ−1BY , and the Borel σ-algebra BY

of Y separates points, [x]A = φ−1 (φ(x)) follows. �

Corollary 5.24. Let φ : (X, BX , μ) → (Y,BY , ν) be a measure-preserving
map between Borel probability spaces, and let A ⊆ BY be a sub-σ-algebra.
Then

φ∗μ
φ−1A
x = νA

φ(x)

for μ-almost every x ∈ X.

Proof. First notice that for any f ∈ L1(Y,BY , ν), Eν(f
∣
∣A ) ◦ φ is φ−1A -

measurable and
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∫

φ−1A

Eν(f
∣
∣A ) ◦ φdμ =

∫

A

Eν(f
∣
∣A ) dν

=
∫

A

f dν

=
∫

φ−1A

f ◦ φdμ.

It follows that
Eν(f

∣
∣A ) ◦ φ = Eμ(f ◦ φ

∣
∣φ−1A ).

Thus for f ∈ L ∞(Y,BY ),
∫

f dνA
φ(x) = Eν(f

∣
∣A ) (φ(x))

= Eμ(f ◦ φ
∣
∣φ−1A )(x)

=
∫

f ◦ φdμφ−1A
x

=
∫

f d
(

φ∗μ
φ−1A
x

)

(all almost everywhere). Using a dense countable subset of C(X) completes
the proof. �

In the next result we will work with measurability on Borel subsets of
compact metric spaces, without reference to a particular measure.

Lemma 5.25. Let X,Y, Z be Borel subsets of compact metric spaces X, Y
and Z respectively, and let φZ : X → Z and φY : X → Y be measurable
maps. Suppose that φZ is φ−1

Y (BY )-measurable. Then there is a measurable
map ψ : Y → Z with φZ(x) = ψ ◦ φY (x) on X, as illustrated in Fig. 5.4.

Fig. 5.4 The map constructed in Lemma 5.25

This is related to Corollary 5.22, in that it allows us to draw the same
conclusion that we can write the conditional measure μA

x as a measurable
function νy on the image space Y whenever A = φ−1BY .
Proof of Lemma 5.25. Define A = φ−1

Y (BY ), which is countably-generated
since BY is. Since the Borel σ-algebra BY of Y separates points,

[x]A = φ−1
Y (φY (x))
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for x ∈ X. By assumption, φZ is A -measurable, and hence φZ(x) = φZ(x′)
whenever [x]A = [x′]A , or equivalently whenever φY (x) = φY (x′). So we
could define

ψ(y) = φZ(x)

whenever y = φY (x) for some x ∈ X, and use some fixed z0 ∈ Z to de-
fine ψ(y) = z0 for y ∈ Y�φY (X). However, it is not clear why this should
define a measurable function, so instead we will define ψ : Y → Z by a lim-
iting process. In order to do this we will cut the target space Z into small
metric balls, and ensure that at each finite stage everything is appropriately
measurable. For this we start with the additional assumption that Z = Z is a
compact metric space, and later show that this requirement can be removed.

Since Z is compact, there is a sequence (ξn) of finite Borel measurable
partitions of Z with the property that

σ(ξn) ⊆ σ(ξn+1)

for n � 1, and for which every element of ξn has diameter less than 1
n .

We will define related partitions ξX
n and ξY

n of X and Y . The first of these
is defined by taking pre-images as follows. Since φZ is A -measurable we get,
for any P ∈ ξn, a set

PX = φ−1
Z (P ) ∈ A ,

and hence a finite partition ξX
n = {PX | P ∈ ξn} ⊆ A of X. This is illustrated

in Fig. 5.5.

Fig. 5.5 The partitions ξn on M (X) and ξX
n on X

We next define the partition ξY
n . Note that in the construction of ξY

n

care needs to be taken, since the set φY (X) is not assumed to be mea-
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surable. Since A = φ−1
Y BY , we can choose for every PX ∈ ξX

n a set PY

in BY with PX = φ−1
Y PY . Since the various sets PX ∈ ξX

n are disjoint, we
can require the same disjointness for the sets PY . Indeed if sets P and Q
in ξn are different, PX = φ−1

Z P = φ−1
Y P , and QX = φ−1

Z Q = φ−1
Y QY

with QY , PY ∈ BY not disjoint, then replacing QY by QY �PY will not
change its properties but will ensure disjointness from PY . Moreover, using
a similar argument inductively we can also insist that PY

n+1 ⊆ PY
n when-

ever PX
n+1 ⊆ PX

n and PX
n+1 ∈ ξX

n+1, PX
n ∈ ξX

n . The sets PY ∈ BY for P ∈ ξX
n ,

together with their common complement Qn ∈ BY , form a partition ξY
n of Y .

By construction, φ−1Qn = ∅ and Qn+1 ⊇ Qn for all n � 1. Write

Q =
⋃

m�1

Qm

and define ψ(y) to be some fixed element z0 ∈ Z for any y ∈ Q. We de-
fine ψ on Y�Q as the limit of the sequence of functions ψn : Y�Q → Z
defined as follows. For every PY ∈ ξY

n , we choose some zP ∈ P ∈ ξn and
define ψn(y) = zP for y ∈ PY �Q. Clearly ψn : Y�Q → Z is measurable,
since the partition ξY

n is measurable by construction. By construction of the
partitions ξn, the diameters of the partition elements P ∈ ξn go to zero, so
the function ψ defined by

ψ(y) = lim
n→∞

ψn(y)

exists for all y ∈ Y�Q; since it is a pointwise limit of a sequence of measur-
able functions, the map ψ is also measurable. If y = φY (x) for some x ∈ X,
then φZ(x) and ψn(y) will belong to the same element of ξn for all n,
so φZ(x) = ψ(φY (x)) as required.

Assume now that Z is only a Borel subset of a compact metric space Z.
The construction above can be used to define a measurable map ψ : Y → Z
with φZ = ψ ◦ φY . Since

∅ = φ−1
Z

(

Z�Z
)

= φ−1
Y

(

ψ
−1 (

Z�Z
))

we may replace ψ by the measurable map

ψ(y) =

{

ψ(y) if ψ(y) ∈ Z, and
z0 ∈ Z if not,

for some fixed element z0 ∈ Z without affecting the fact that φZ = ψ ◦φY . �
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Notes to Chap. 5

(56)(Page 126) The origins of the terminology martingale lie in gambling, where it is re-

lated to the so-called St. Petersburg paradox arising from the method of gambling where
the stake is doubled after each loss; the etymology is discussed by Mansuy [243] and May-
hew [258]. Lévy [228] introduced their study in probability, and their central importance in

probability was developed most significantly by Doob [73]. For the material in this section
on martingales we have followed Parry [279, Chap. 2] closely.
(57)(Page 126) This was pointed out by Kakutani [173]; a survey of the connections be-
tween ergodic and martingale theorems is given by Rao [298] and by Kachurovskĭı [169].

Jerison [165] showed that ergodic averages for a measure-preserving transformation on a
probability space can be represented using martingales in a σ-finite measure space. Ja-

cobs [163] and Neveu [270] gave proofs of martingale theorems using the method of proof
of ergodic theorems.
(58)(Page 128) The decreasing martingale theorem may be interpreted as a rather general
pointwise ergodic theorem. For example, Theorem 5.8 applied to Example 5.7 gives a

pointwise ergodic theorem for the action of the Z[ 1
2
]/Z by translations on T, where the

ergodic averages are taken over sets of the form { j
2n | n � N}. Indeed, Theorem 5.8 may

be interpreted in this way as a pointwise ergodic theorem for measure-preserving actions of

any group that can be written as a countable increasing union of compact open subgroups.
(59)(Page 144) This lemma is used by Heinemann and Schmitt [146] in developing a

Rokhlin lemma without the assumption of invertibility (see note (34) to Sect. 2.9 on p. 68).





Chapter 6

Factors and Joinings

A central question in ergodic theory is the natural classification one: When
are two measure-preserving systems measurably isomorphic? A more refined
approach is to ask what kind of internal structures two measure-preserving
systems might share. One approach is to look at their factors, another more
fruitful approach(60) to this problem is to look for their joinings, which will
be defined and studied in this chapter. In order to discuss these two notions
further, we apply some of the measure-theoretic machinery from Chap. 5 to
the setting of measure-preserving systems.

6.1 The Ergodic Theorem and Decomposition Revisited

We start this chapter by using the results from Chap. 5 to prove the existence
of the ergodic decomposition.

Let (X,B, μ, T ) be a measuring-preserving system on a Borel probability
space. Write E = {B ∈ B | T−1B = B (mod μ)} for the σ-algebra of (al-
most) T -invariant sets. Ergodicity of T is equivalent to the triviality of E ,
that is to the property that E consists only of null and co-null sets. Com-
paring the pointwise ergodic theorem (Theorem 2.30) with the definition of
conditional expectation with respect to E gives the following reformulation.

Theorem 6.1. Let (X, B, μ, T ) be a measure-preserving system and f ∈ L1
μ.

Then
1
M

M−1∑

n=0

f ◦ Tn−→E(f
∣
∣E )

almost everywhere and in L1, where E = {B ∈ B | T−1B =
μ

B}. In particu-

lar, if T is invertible, then
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lim
M→∞

1
M

M−1∑

n=0

f(Tnx) = lim
M→∞

1
M

M−1∑

n=0

f(T−nx)

almost everywhere.

The final conclusion of Theorem 6.1 means that the future and the past
of typical points are similar (see Exercise 6.1.1 for a similar conclusion in
topological dynamics).
Proof of Theorem 6.1. By Theorem 2.30 the sequence converges to
some f∗ ∈ L1 both pointwise and in L1. Now f∗ is E -measurable since f∗

is T -invariant. Moreover, for any set A ∈ E with positive measure, we may
apply Theorem 2.30 to the restricted measure-preserving system

(

A,B|A,
1

μ(A)
μ|A, T

)

to deduce that
∫

A
f∗ dμ =

∫

A
f dμ. Thus f∗ satisfies the two characterizing

properties in Theorem 5.1(1), so f∗ = E(f
∣
∣E ) almost everywhere. The final

assertion follows from the observation that E can be defined using the map T
or the map T−1 if T is invertible.

�
The ergodic decomposition result (Theorem 4.8 on p. 103) was seen for

a continuous map T as a consequence of Choquet’s theorem. We now show
how to deduce this important result from properties of conditional measures
for any measurable map T .

Theorem 6.2. Let T : (X, B, μ) → (X, B, μ) be a measure-preserving map
of a Borel probability space. Then there is a Borel probability space (Y,BY , ν)
and a measurable map y �→ μy for which

• μy is a T -invariant ergodic probability measure on X for almost every y,
and

• μ =
∫

Y
μy dν(y).

Moreover, we can require that the map y �→ μy is injective, or alternatively
set

(Y,BY , ν) = (X, B, μ)

and μx = μE
x .

Proof. Choose (by Lemma 5.17) a countably-generated σ-algebra Ẽ ⊆ E

with Ẽ =
μ

E and write

Ẽ = σ ({E1, E2, . . . }) .

Let

N ′ =
∞⋃

i=1

T−1Ei�Ei =
⋃

E∈ eE

T−1E�E,
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and let N ′′ be a null set off which the conclusions of Theorem 5.14 (with
the choices A = Ẽ and Ã = E in the notation of Theorem 5.14(4)) and
Corollaries 5.22 (for A = Ẽ ) and 5.24 (for A = Ẽ and φ = T ) hold. Let

N =
∞⋃

n=0

T−n (N ′ ∪ N ′′) ;

then N is a null set containing N ′ and N ′′ with T−1N ⊆ N .
For x /∈ N , T−1E =

μ
E and Corollary 5.24 together show that

T∗μ
E
x = μE

Tx.

Since Tx /∈ N , [x]
eE = [Tx]

eE , so μE
Tx = μE

x by Theorem 5.14. Thus μE
x

is T -invariant for any x /∈ N . To prove the ergodicity of μE
x we will use the

following general criterion for ergodicity.

Lemma 6.3. Let (X, BX , ν, T ) be a measure-preserving system on a Borel
probability space, and let {f1, f2, . . . } be dense in C(X). Then ν is ergodic if
and only if

1
M

M−1∑

n=0

fi(Tny) −→
∫

fi dν (6.1)

for ν-almost every y and all i � 1.

Proof. Ergodicity clearly implies the stated property. For the converse, recall
that

1
M

M−1∑

n=0

f ◦ Tn −→
L2

ν

PT f,

where PT denotes the projection operator onto the space of UT -invariant
functions in L2

ν by Theorem 2.21. It follows that if (6.1) holds, we have
PT (f) =

∫

f dν for a dense subset of functions f ∈ L2
ν , and therefore PT

must be the projection onto the constant functions, which is equivalent to
ergodicity. �

Turning to the proof of the convergence (6.1), let {f1, f2, . . . } be dense
in C(X), and enlarge the set N to ensure that

1
M

M−1∑

n=0

fi(Tnx) −→ E(fi

∣
∣E )(x) =

∫

fi dμE
x

for x /∈ N , for each i � 1, by Theorem 6.1. Theorem 5.14 implies that

N1 = N ∪ {x | μE
x (N) > 0}
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has measure zero (see Remark 5.15(b)). If [x]
eE = [y]

eE for x /∈ N1, y /∈ N

then μE
x = μE

y , so

1
M

M−1∑

n=0

fi(Tny) −→
∫

fi dμE
x ,

which shows the convergence (6.1) for the measure ν = μE
x , since μE

x (N) = 0.
We deduce that μE

x is ergodic.
Finally, by Corollary 5.22 there is a map φ : X → Y and a measure-valued

measurable function νy ∈ M (X) for y ∈ Y with μE
x = νφ(x); define ν = φ∗μ.

The theorem follows since

μ =
∫

μE
x dμ(x) =

∫

νφ(x) dμ(x) =
∫

νy dν(y).

�

Exercises for Sect. 6.1

Exercise 6.1.1. Let T : X → X be a homeomorphism of a compact metric
space, and let μ be a T -invariant Borel probability measure on X. Prove that
for μ-almost every x ∈ X the forward and backward orbits of x have the
same closures, that is

{Tnx | n � 1} = {T−nx | n � 1}

for almost every x, and that the orbit closure contains x.

Exercise 6.1.2. Let T : X → X be a measurable transformation on a com-
pact metric space. Assume that there exists a T -invariant ergodic probability
measure on X without atoms. Let E = {B : T−1B = B} be the σ-algebra
of (strictly) invariant sets. Prove that E is not countably-generated. This
shows that in general the switch from E to Ẽ in the proof of Theorem 6.2 is
necessary in order to talk about atoms (see Remark 5.15(e)).

6.2 Invariant Algebras and Factor Maps

The main result in this section is that a measurable factor of a measure-
preserving system determines uniquely, and is uniquely determined by, an
invariant sub-σ-algebra (an invariant sub-σ-algebra in a measure-preserving
system (X, B, μ, T ) is a sub-σ-algebra A ⊆ BX with T−1A = A modulo μ).
It is important not to confuse the notion of an invariant sub-σ-algebra A with
the specific sub-σ-algebra of invariant sets E .
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In one direction the relationship is clear: Given a factor map, it is easy
to construct an invariant σ-algebra, and we will do this in Lemma 6.4 (the
proof of this is Exercise 6.2.1). With a little more effort, it is possible to
build a factor from an invariant σ-algebra. This idea really bears fruit when
structural questions are asked: Given a system and a dynamical property,
does it make sense to ask for the largest factor with that property?

Lemma 6.4. Let (X, BX , μ, T ) and (Y,BY , ν, S) be invertible systems, and
let φ : X → Y be a factor map. Then A = φ−1BY ⊆ BX is an invariant
sub-σ-algebra in the sense that T−1A =

μ
A .

Theorem 6.5. Let (X, BX , μ) be a Borel probability space, and let T be a
measure-preserving transformation on X. Assume furthermore that there is
a T -invariant sub-σ-algebra A ⊆ BX . Then there is a measure-preserving
system (Y,BY , ν, S) on a Borel probability space and a factor map φ : X → Y
with A = φ−1BY (mod μ). If T is invertible then S may be chosen to be
invertible.

Proof. We are going to apply Corollary 5.22 with the choice Y = M (X)
appearing in the proof. Let S : Y → Y be the map defined by Sν = T∗ν
for any ν ∈ Y . By Lemma 5.23, S is measurable. Define a map φ : X → Y
by φ(x) = μA

x , and set ν = φ∗μ; φ is measurable by Theorem 5.14(1). By
Corollary 5.24,

T∗μ
T−1A
x = μA

Tx

almost everywhere, and T−1A =
μ

A implies that

S (φ(x)) = φ (T (x)) ,

almost everywhere, so φ is a factor map and S preserves ν. Corollary 5.22
shows that

A =
μ

φ−1BY .

If T is invertible, then S−1 =
(

T−1
)

∗, so S is invertible. �

Example 6.6. Let (X,B, μ) be a Borel probability space, and let T : X → X
be a measure-preserving transformation. The factor corresponding to the σ-
algebra E of invariant sets is the largest factor on which the induced trans-
formation acts trivially (that is, as the identity) in the sense that any other
factor with this property is a factor of this one.

Exercises for Sect. 6.2

Exercise 6.2.1. Prove Lemma 6.4.
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Exercise 6.2.2. Give the details of the proof that the map S constructed in
the proof of Theorem 6.5 is measurable.

Exercise 6.2.3. Prove the statement in Example 6.6.

6.3 The Set of Joinings

In discussing joinings, it will be useful to emphasize systems instead of trans-
formations, so we will sometimes denote (X, BX , μ, T ) by X and (Y, BY , ν, S)
by Y.

For Borel spaces (X, BX) and (Y,BY ), denote by

(X × Y,BX ⊗ BY )

the product Borel space; BX ⊗ BY is the smallest σ-algebra containing all
the measurable rectangles A × B for A ∈ BX and B ∈ BY .

Definition 6.7. Let (X, BX , μ, T ) and (Y,BY , ν, S) be measure-preserving
systems on Borel probability spaces. A measure ρ on (X ×Y,BX ⊗BY ) is a
joining of the two systems if

• ρ is invariant under T × S;
• the projections of ρ onto the X and Y coordinates are μ and ν respectively.

The second property means that

ρ(A × Y ) = μ(A)

for all A ∈ BX , and

ρ(X × B) = ν(B)

for all B ∈ BY , or equivalently that (πX)∗ (ρ) = μ and (πY )∗ (ρ) = ν
where πX and πY denote the projections onto X and Y .

Denote the set of joinings of X = (X, BX , μ, T ) and Y = (Y,BY , ν, S)
by J(X, Y). Notice that the trivial joining μ×ν is always a member of J(X, Y),
so the set of joinings is never empty. The ergodic components of any joining of
ergodic systems are almost always ergodic, as shown in the next lemma. An
alternative proof of the existence of ergodic joinings is given in Exercise 6.3.1.

Lemma 6.8. Let X and Y be ergodic systems with ρ ∈ J(X,Y). Then almost
every ergodic component of ρ is an ergodic joining of X and Y.

Notice that even though Chap. 4 dealt with continuous transformations,
the statement and proof of Theorem 4.4 deal with the setting of measure-
preserving transformations, so we may use it here.
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Proof of Lemma 6.8. Suppose that

ρ =
∫

Z

ρz dτ(z)

is the ergodic decomposition of ρ from Theorem 6.2, for some probability
space (Z,BZ , τ). Recall that πX : X×Y → X denotes the projection onto X.
Then

μ = (πX)∗ ρ =
∫

(πX)∗ ρz dτ(z) (6.2)

is a decomposition of μ. The second equality in (6.2) is a consequence of the
definitions

μ(B) = ρ(B × Y ) =
∫

ρz(B × Y ) dτ(z) =
∫

(πX)∗ρz(B) dτ(z).

By ergodicity and Theorem 4.4, it follows that μ = (πX)∗ ρz for almost
every z ∈ Z. By symmetry the same property holds for Y , which proves the
lemma. �

In Sect. 6.5 we will show that the study of joinings is at least as general
as the study of factor maps: Every common factor of two systems X and Y
gives rise to an element of J(X,Y) (see also Exercise 6.3.3).

Exercises for Sect. 6.3

Exercise 6.3.1. Emulate the proof of Theorem 4.4 to show that J(X, Y) is
a convex set, and that the extreme points are ergodic measures for T × S.
Deduce that there is always an ergodic joining of two ergodic systems. Give
an example in which an ergodic joining cannot be a product of invariant
measures on the two systems.

Exercise 6.3.2. Suppose X is ergodic and ρ ∈ J(X, Y). Show that ρ is the
trivial joining if and only if ρ is invariant under T × I : X × Y → X × Y
where (T × I)(x, y) = (Tx, y).

Exercise 6.3.3. Show that if Y is a factor of X, then there is a joining of X
and Y which gives measure one to the graph of the factor map.

6.4 Kronecker Systems

Replacing the word “trivially” in Example 6.6 with other more interesting
dynamical properties, and finding the corresponding σ-algebra, encompasses
many of the deepest structural problems in ergodic theory. The first step
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in this program describes the largest factor on which a measure-preserving
system behaves like a rotation of a compact group.

Lemma 6.9. If (X, B, μ, T ) is ergodic then every eigenvalue of UT is simple,
and the set of all eigenvalues of UT is a subgroup of S

1.

Proof. If UT f = λf then

〈f, f〉 = 〈UT f, UT f〉 = λλ 〈f, f〉

so λλ = 1. If f is an eigenfunction corresponding to the eigenvalue λ, then

UT |f | = |UT f | = |λf | = |f |,

so by ergodicity |f | is a non-zero constant almost everywhere.
Thus if UT f1 = λ1f1 and UT f2 = λ2f2 then UT (f1/f2) = (λ1/λ2)(f1/f2),

so f1/f2 is also an eigenfunction with eigenvalue λ1/λ2. It follows that the set
of eigenvalues is a subgroup of S

1. Finally, if λ1 = λ2 then, by ergodicity, f1/f2

is a constant so each eigenvalue is simple. �

Theorem 6.10 (Kronecker factors). Let (X, B, μ, T ) be an invertible er-
godic measure-preserving system on a Borel probability space, and let A be
the smallest σ-algebra with respect to which all L2

μ eigenfunctions of UT are
measurable. Then the corresponding factor (Y,BY , ν, S) is the largest factor
of (X, B, μ, T ) which is isomorphic to a rotation Ra(y) = y + a on some
compact abelian group Y .

It will transpire that the compact group Y is monothetic—that is, it is
the closure of the subgroup generated by a single element—and indeed Y is
the closure of the subgroup {an | n ∈ Z} for some a in the multiplicative
infinite torus (S1)N. In particular, Y is automatically a metrizable group,
so (Y,BY , ν) is a Borel probability space.
Proof of Theorem 6.10. Let {χi | i ∈ N} ⊆ L2

μ be an enumeration∗ of
the eigenfunctions of UT normalized so that |χi| = 1 almost everywhere, and
let UT χi = λiχi. Define a map φ : X → S

N by

φ(x) = (χ1(x), χ2(x), . . .) ,

and let a = (λ1, λ2, . . .). Then it is clear that

Raφ(x) = φ(Tx)

almost everywhere, so ν = φ∗μ is Ra-invariant and ergodic (because it is a
factor of an ergodic transformation; see Exercise 2.3.4). It follows that ν is

∗ By Lemma B.8 the space CC(X) is separable, and hence L2
μ is separable since the

inclusion CC(X) → L2
μ is continuous with dense image. It follows that the set of eigenvalues

for UT must be countable, since it is an orthonormal set.
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the Haar measure for the subgroup Y = 〈an〉 � S
N (see also Theorem 4.14).

It is clear that the resulting factor is the largest with the required property,
since it corresponds to the smallest sub-σ-algebra with the required prop-
erty, and any ergodic rotation factor will be generated by eigenfunctions.

�
Theorem 6.10 suggests that dynamical systems of the sort exhibited—

rotations of compact groups—have many special properties. In this section
we show that they have a very prescribed measurable structure.

Definition 6.11. A measure-preserving system (X, BX , μ, T ) with the prop-
erty that the linear span of the eigenfunctions of UT in L2

μ is dense in L2
μ is

said to have discrete spectrum.

We have seen in Lemma 6.9 that the eigenvalues of the unitary operator
associated to an ergodic measure-preserving transformation form a subgroup
of S

1. The next lemma shows the converse.

Lemma 6.12. Given any countable subgroup K � S
1 there is an ergodic

measure-preserving system (X, BX , μ, T ) on a Borel probability space with
the property that K is the group of eigenvalues of UT .

Proof. Give K the discrete topology, so that the dual group X = K̂ is
a compact metric abelian group; write μ = mX for the normalized Haar
measure on X. The map θ : K → S

1 defined by θ(κ) = κ is a character on K,
hence θ is an element of X. Define T : X → X to be the rotation T (x) = θ ·x
and let BX be the Borel σ-algebra on X. Then (X, BX , μ, T ) is a measure-
preserving system, and we claim that it is ergodic (compare this argument
with the proof of Proposition 2.16 on p. 26) and that the eigenvalues of UT

comprise K.
By Pontryagin’s theorem (Theorem C.12) the map κ �→ fκ defined by

fκ(x) = x(κ)

for κ ∈ K, x ∈ X, is an isomorphism from K to X̂.
For any character fκ ∈ X̂ and x ∈ X,

(UT fκ) (x) = fκ(θ · x) = fκ(θ)fκ(x),

so fκ is an eigenfunction of UT with eigenvalue fκ(θ). Now fκ(θ) = θ(κ) = κ,
so K is a subgroup of the group of eigenvalues of UT . The set X̂ is a complete
orthonormal basis for L2

μ (by Theorem C.11), so any eigenfunction f of UT

with eigenvalue λ can be written f=
∑

κ∈K cκfκ for Fourier coefficients cκ ∈
C. Then (all equalities are in L2

μ)
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(UT f)(x) =
∑

κ∈K

cκfκ(θ · x)

=
∑

κ∈K

cκfκ(θ)fκ(x)

=
∑

κ∈K

cκκfκ(x)

= λf(x) (since UT f = λf)

=
∑

κ∈K

λcκfκ(x),

so cκκ = λcκ for all κ ∈ K. This implies that cκ = 0 unless κ = λ, so we
must have f = cλfλ. Thus each eigenfunction of UT is a scalar multiple of a
character of X. Moreover, each eigenvalue is simple, so T is ergodic. �

The following theorem, due to Halmos and von Neumann [139], is the
simplest classification theorem for a class of measure-preserving systems; also
see Exercise 6.4.2. The argument presented here is due to Lemańczyk [225]
(see also the article by Thouvenot [359]).

Theorem 6.13. Suppose that (X, BX , μ, T ) and (Y,BY , ν, S) are two er-
godic measure-preserving systems with discrete spectrum. Then T and S are
measurably isomorphic if and only if they have the same group of eigenvalues.

Proof. If T and S are measurably isomorphic then they have the same
eigenvalues.

Conversely, let K denote the group of eigenvalues of UT , and assume this
is also the group of eigenvalues of US . We wish to show that any ergodic
joining is actually a joining supported on the graph of an isomorphism. By
Lemma 6.8 we may choose an ergodic joining λ ∈ J(X,Y). For each κ ∈ K
there are functions f ∈ L2

μ(X) and g ∈ L2
ν(Y ) with UT f = κf and USg = κg.

Write f = f ⊗ 1 for the function on X × Y defined by f(x, y) = f(x) (and
similarly define g = 1 ⊗ g). Then UT×Sf = κf and UT×Sg = κg, so f and g
are eigenfunctions for the ergodic system (X × Y, T × S, λ) with the same
eigenvalue. It follows by Lemma 6.9 that there is some c ∈ C with f = cg
modulo λ. Since the eigenfunctions span a dense set in L2

μ and in L2
ν , this

implies that
L2

μ ⊗ C =
λ

C ⊗ L2
ν ⊆ L2

λ. (6.3)

By (6.3) there is a set G ⊆ X × Y of full λ-measure with the property that

({∅, X} ⊗ BY )
∣
∣
G = (BX ⊗ {∅, Y })

∣
∣
G.

We claim that G is the graph of an isomorphism between X and Y. To see
this, consider the projection map

πY : X × Y → Y,
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which is {∅, X} ⊗ BY -measurable. Now πY |G is π−1
X (BX) = BX ⊗ {∅, Y }-

measurable, so by Lemma 5.25 there exists a measurable map φ : X → Y
such that φ ◦ πX |G = πY |G, or equivalently with G ⊆ {(x, φ(x)) | x ∈ X} (as
illustrated in Fig. 6.1).

(X × Y, BX ⊗ BY , λ)

πX πY

(X, BX , μ) (Y, BY , ν)

Fig. 6.1 Constructing the measurable map φ

The argument is symmetrical with respect to X and Y , so there is also
a measurable map ψ : Y → X such that G ⊆ {(ψ(y), y) | y ∈ Y }. The
set {x ∈ X | ψ(φ(x)) = x} is clearly measurable, and the pre-image of this
set under πX contains G and so has full μ-measure (since G has full λ-measure
and (πX)∗λ = μ). Similarly, it follows that φ ◦ ψ(y) = y almost everywhere
and that φ◦T = S ◦φ almost everywhere. Thus φ is an isomorphism between
the measure-preserving systems X and Y. �

Exercises for Sect. 6.4

Exercise 6.4.1. Prove that a rotation on a compact abelian group has dis-
crete spectrum.

Exercise 6.4.2. Prove Theorem 6.13 by using the method in the proof of
Theorem 6.10 simultaneously for the two systems.

Exercise 6.4.3. Finish the proof of Theorem 6.13 by showing more carefully
that φ is an isomorphism between the measure-preserving systems X and Y.

6.5 Constructing Joinings

One extreme possibility is that a pair of systems may have no joinings apart
from the one that always has to exist.

Definition 6.14. Measure-preserving systems X and Y are disjoint if

J(X,Y) = {μ × ν}.

In this case we write X ⊥ Y.
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In particular, if X ⊥ Y then L2
0(X) is orthogonal to L2

0(Y ) as subsets of
the Hilbert space L2

0(X × Y, ρ) for any joining ρ (as μ× ν is the only joining
this is easy to check). Moreover, the sets of eigenvalues of X and of Y are
disjoint (apart from the trivial eigenvalue 1 corresponding to the constant
functions). This follows from the results of this section: if λ ∈ S

1�{1} is an
eigenvalue of both X and of Y, then X and Y have a non-trivial common
factor given by the map x �→ λx on the closed compact group {λn | n ∈ Z}
(see Exercise 6.5.3).

If there is a measurable isomorphism φ : X → Y between X and Y then
the graph of the isomorphism supports a joining ρφ which is characterized
by the property that

ρ(B) = μ
(

{x ∈ X | (x, φ(x)) ∈ B}
)

= ν
(

{y ∈ Y | (φ−1(y), y) ∈ B}
)

for all B ∈ BX ⊗ BY .
A more subtle construction of a joining of two systems is the relatively

independent joining over a common factor. This interpolates between two
extremes: the product joining, which is always there and says nothing about
any shared measurable structures between the two systems, and at the other
extreme the joining induced by the isomorphism between one system and
an isomorphic system, which reflects the common structure. The next def-
inition shows how to construct the relatively independent joining, which is
illustrated(61) in Fig. 6.2.

For a factor map φX : X → Z and the σ-algebra AX = φ−1
X BZ , we will use

the convenient notation μφX(x) = μAX
x using Lemma 5.25 (and the comment

after that lemma).

Definition 6.15. Let X = (X, BX , μ, T ) and Y = (Y,BY , ν, S) be invertible
measure-preserving systems on Borel probability spaces, and assume that X
and Y have a common non-trivial measurable factor Z = (Z,BZ , λ, R). Then
the relatively independent joining, denoted μ ×λ ν or X ×Z Y is the joining
constructed as follows.

Denote the factor maps by φX : X → Z and φY : Y → Z, write

AX = φ−1
X BZ , AY = φ−1

Y BZ .

Then AX ⊆ BX and AY ⊆ BY are invariant σ-algebras; write

μAX
x = μφX(x)

and
νAY

y = νφY (y)

for the corresponding conditional measures. Define a measure ρ on X ×Y by
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Fig. 6.2 The relatively independent joining X ×Z Y with projections πX and πY

ρ =
∫

Z

μz × νz dλ(z).

It is straightforward to check that ρ ∈ J(X, Y) (cf. Corollaries 5.22
and 5.24): for example, if B ∈ BX then

ρ(B × Y ) =
∫

μz(B) · 1 dλ(z) =
∫

μA
x (B) dμ(x) = μ(B),

and if A ∈ BX , B ∈ BY then

ρ((T × S)−1(A × B)) =
∫

Z

μz × νz(T−1A × S−1B) dλ(z)

=
∫

Z

μz(T−1A)νz(S−1B) dλ(z)

=
∫

Z

μRz(A)νRz(B) dλ(z)

= ρ(A × B).

The basic properties of the relatively independent joining are as follows.

Proposition 6.16. Let ρ be the relatively independent joining of the invert-
ible systems X and Y over a common factor Z as above. Then the following
properties hold.
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Fig. 6.3 The union of the rectangles {(x, y) | φX(x) = φY (y) = z} for z ∈ Z

Fig. 6.4 The relatively independent joining when X = Y and φX = φY

(1) The relatively independent joining is concentrated on the measurable set

Φ = {(x, y) | φX(x) = φY (y)}.

That is, ρ(Φ) = 1 (cf. Fig. 6.3).
(2) If Z is non-trivial (that is, there is no z0 ∈ Z with λ({z0}) = 1), then ρ

is not the trivial joining μ × ν.
(3) Given functions f ∈ L∞(X,μ) and g ∈ L∞(Y, ν), the conditional expecta-

tions E(f
∣
∣(φX)−1BZ) and E(g

∣
∣(φY )−1BZ) can be viewed as functions

on Z by Lemma 5.25. In this sense,
∫

f(x)g(y) dρ(x, y) =
∫

E(f
∣
∣(φX)−1BZ)E(g

∣
∣(φY )−1BZ) dλ.

(4) We have
C = (φXπX)−1 (BZ) =

ρ
(φY πY )−1 BZ ,

the conditional measures for C are given by

ρC
(x,y) = μ(φX)−1BZ

x × ν(φY )−1BZ
y (for a.e. (x, y) ∈ Φ)

= μz × νz (for a.e. z)
= φX(x) = φY (y) ∈ Z,
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and the atoms for C (after restriction to Φ) are (φX)−1(z) × (φY )−1(z)
(cf. Figs. 6.3 and 6.4).

If X and Y are metric spaces and φX , φY are continuous maps, then the
set Φ in Proposition 6.16(1) is closed, and so ρ has support in Φ. In order to
follow the proof of Proposition 6.16, the simplified form

�
�

��

X × Y

X Y

�
�

��

�
�

�
��

�
�

�
��

Z

πX πY

φX φY

of Fig. 6.2 may be helpful. This diagram clearly commutes if one replaces
the set X × Y by Φ, which is of full ρ-measure. Hence it can be viewed as a
commutative diagram between the corresponding probability spaces.
Proof of Proposition 6.16. Property (1) follows easily by substitution:

ρ(Φ) =
∫

μz × νz(Φ) dλ(z) = 1

since μz

(

(φX)−1(z)
)

= νz

(

(φY )−1(z)
)

= 1 for almost every z ∈ Z.
To see (2), let C ∈ BZ be a set with 0 < λ(C) < 1. Then

B = (φX)−1(C) × (φY )−1(Z�C)

has ρ(B) = 0 by (1) but μ × ν(B) = λ(C) · (1 − λ(C)) > 0, so ρ is not the
trivial joining.

The equation in (3) may be found by integrating f(x)g(y) against the
measure

ρ =
∫

μz × νz dλ(z)

and interpreting the integral
∫

f dμz (resp.
∫

g dνz) as E
(

f
∣
∣(φX)−1BZ

)

(resp. E
(

g
∣
∣(φY )−1BZ

)

). Here we use Lemma 5.25 in the form

X
E(f|(φX)−1BZ)(·)

φX

R

Z

in order to interpret
∫

f dμz.
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Finally, the equation

(φXπX)−1 BZ =
ρ

(φY πY )−1 BZ

follows from (1): if

BX = {(x, y) ∈ X × Y | φX(x) ∈ C} ∈ (φXπX)−1 BZ

for some C ∈ BZ , then BX ∩ Φ = BY ∩ Φ, where

BY = {(x, y) ∈ X × Y | φY (y) ∈ C}.

Write C = (φXπX)−1 BZ . It is clear that

[(x, y)]C = φ−1
X φX(x) × Y

and that
[(x, y)]C ∩ Φ = φ−1

X (z) × φ−1
Y (z)

whenever (x, y) ∈ Φ and φX(x) = φY (y) = z.
To see that ρ(x,y) = μφX(x) × νφY (y) for (x, y) ∈ Φ defines a choice of

the conditional measures of ρ with respect to C we use Proposition 5.19.
First notice that the map (x, y) �→ μφX(x) × νφY (y) is measurable, constant
on C -atoms, and is supported on the atom [(x, y)]C ; moreover

∫

μφX(x) × νφY (y) dρ(x, y) =
∫

μφX(x) × νφY (y) d(μz × νz)(x, y) dλ(z)

=
∫

μz × νz dλ(z) = ρ,

by the definition of ρ. This proves the theorem. �

Exercises for Sect. 6.5

Exercise 6.5.1. Describe the set of joinings between two circle rotations.
When are they disjoint?

Exercise 6.5.2. Prove that any ergodic system is disjoint from any identity
map.

Exercise 6.5.3. Show that if two measure-preserving systems have a com-
mon non-trivial eigenvalue, then they have a non-trivial common factor.

Exercise 6.5.4. Prove that if X = (X, BX , μ, T ) is a weak-mixing system
and Y = (Y,BY , ν, S) is a Kronecker system, then X ⊥ Y.
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Exercise 6.5.5. Under the hypotheses of Exercise 6.5.4, show that if x is a
generic point for T in X, then any point (x, y) with y ∈ Y is a generic point
in X × Y.

Exercise 6.5.6. Use Exercise 6.5.5 to show a Wiener–Wintner ergodic the-
orem(62) for weak-mixing systems: if (X, B, μ, T ) is a weak-mixing system
then, for f ∈ L1

μ and for μ-almost every x,

1
N

N−1∑

n=0

e2πiθnf(Tnx)

converges for every θ.

Notes to Chap. 6

(60)(Page 153) Joinings—and the associated ways of thinking about shared structures be-

tween measurable dynamical systems—were introduced by Furstenberg [100]. They were
used by Rudolph [323] to produce dramatic examples of new phenomena in measurable dy-

namics, and they have played a central role ever since. The book of Rudolph [324] develops
the theory of joinings, describes many of the important examples that can be constructed

using them, and gives proofs of the Krieger generator theorem and the isomorphism the-
orem for Bernoulli shifts in the language of joinings. Glasner’s monograph [116] is an

attractive treatment of ergodic theory delivered in the language of joinings.
(61)(Page 165) The illustration Fig. 6.2 of how the fiber measure on the square indicated

in bold is the direct product is taken from Rudolph [324, Chap. 6].
(62)(Page 169) This theorem was shown for ergodic systems by Wiener and Wintner [383];
what makes it a highly non-trivial extension of the pointwise ergodic theorem (Theo-

rem 2.30) is that the null set is independent of θ.





Chapter 7

Furstenberg’s Proof of Szemerédi’s
Theorem

In 1927 van der Waerden proved(63), with the help of Artin and Schreier, a
conjecture usually attributed to Baudet (or to Schur): if the natural numbers
are written as a disjoint union of finitely many sets,

N = C1 � C2 � · · · � Cr,

then there must be one set Cj that contains arbitrarily long arithmetic pro-
gressions. That is, there is some j ∈ {1, . . . , r} such that for any k � 1 there
are a � 1 and n � 1 with

a, a + n, a + 2n, . . . , a + kn ∈ Cj . (7.1)

The original proof appears in van der Waerden’s paper [371], and there is a
discussion of how he found the proof in [372]. We give an elementary inductive
proof in Sect. 7.1.

A set A ⊆ N is said to have positive upper Banach density if

dB(A) = lim sup
N−M→∞

1
N − M

∣
∣
∣

{

a ∈ A | M � a < N
}∣
∣
∣ > 0.

Erdős and Turán [85] conjectured the stronger statement that any subset
of N with positive upper Banach density must contain arbitrary long arith-
metic progressions. This statement was shown for arithmetic progressions of
length 3 (the case k = 2) by Roth [318] in 1952, then for length 4 (k = 3)
by Szemerédi [356] in 1969. The general result (Theorem 1.5 on p. 4) was
eventually proved(64) by Szemerédi [357] in 1975, in a lengthy and difficult
argument. Furstenberg saw that Szemerédi’s theorem would follow from a
deep extension of Poincaré recurrence and proved that extension [102] (see
also the article of Furstenberg, Katznelson and Ornstein [107]). In this chap-
ter we will discuss the latter proof of Szemerédi’s theorem, and some related
results.
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7.1 Van der Waerden

We begin by giving a short proof of van der Waerden’s theorem following the
presentation of Graham and Rothschild [124]. This is not necessary for the
proof of Szemerédi’s theorem, but does provide an easier alternative proof of
one step in the proof of Szemerédi’s theorem (see Sect. 7.9.1). The formulation
we prove is a finite version of the result (see Exercise 7.1.1).

Theorem 7.1. Given �, r � 1 there is some N(�, r) with the property that
if N � N(�, r) and

{1, 2, . . . , N} = C1 � · · · � Cr,

then for some j the set Cj contains an arithmetic progression of length � as
in (7.1).

In the proof, it will be convenient to write {a, a + 1, . . . , b} as [a, b] and to
define a coloring of a set [1, N ] into r colors as a map C : [1, N ] → {1, . . . , r}.

We define two integer vectors

(x1, . . . , xm), (y1, . . . , ym) ∈ [0, �]m

to be equivalent up to �, denoted

(x1, . . . , xm) ∼� (y1, . . . , ym)

if either xi, yi < � for all i = 1, . . . ,m, or if for some j � m we have xi = yi

for each i ∈ [1, j] with xj = yj = � and xi, yi < � for all i ∈ [j+1, m]. In other
words the ∼�-equivalence classes are [0, � − 1]m and, for every j = 1, . . . ,m
and every (a1, . . . , aj−1) ∈ [0, �]j−1, the set {(a1, . . . , aj−1, �)}× [0, �− 1]m−j .
These equivalence classes may be thought of as the index space for multi-
dimensional arithmetic progressions.

The proof proceeds by an induction on a more general statement involving
two parameters.

The statement V (�, m) is defined as follows: For any r � 1 there is
some N(�,m, r) ∈ N with the property that for any coloring

C : [1, N(�,m, r)] → {1, . . . , r}

there exist a, d1, . . . , dm ∈ N with a+
∑m

i=1 �di � N(�,m, r) and such that the
function (x1, . . . , xm) �→ C(a+

∑m
i=1 xidi) is constant on each ∼�-equivalence

class in [0, �]m.
Notice that V (�, 1) implies that for any coloring of [1, N(�, 1, r)] into r

colors there is a monochromatic arithmetic progression of length � (corre-
sponding to the ∼�-equivalence class [0, � − 1]), and so V (�, 1) for all � � 1
implies Theorem 7.1. In particular, it is certainly enough to prove V (�, m)
for all �, m � 1.
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Lemma 7.2. The properties V (�, 1) and V (�, m) for some m � 1 together
imply V (�, m + 1).

Proof. Fix r and choose M = N(�,m, r) and M ′ = N(�, 1, rM ) using prop-
erties V (�, m) and V (�, 1). Let C : [1, MM ′] → {1, . . . , r} be any coloring
of [1, MM ′], and define a coloring

CM : [1, M ′] → {1, . . . , rM}

with the property that CM (k) = CM (k′) if and only if

C(kM − j) = C(k′M − j)

for all j, 0 � j < M . In other words, CM is the coloring of [1, M ′] obtained
by treating successive blocks of colors in C of length M as one color in CM .

By the choice of M ′ (which relied on the assumption V (�, 1)) there
are a′, d′ > 0 such that a′+�d′ � M ′ and CM (a′+xd′) is constant as x varies
in [0, � − 1] (which in the coloring C gives repetitions of a rather big block).
Applying V (�, m) to the shifted interval [(a′ − 1)M + 1, a′M ] shows (by the
choice of M) that there exists a, d1, . . . , dm > 0 for which a � (a′ − 1)M + 1
and a +

∑m
i=1 �di � a′M and for which C(a +

∑d
i=1 xidi) is constant on

all ∼�-equivalence classes of [0, �]m. We define dm+1 = d′M . This gives

a +
m+1∑

i=1

�di � a′M + �d′M � M ′M

as required. Moreover, we claim that C(a+
∑m+1

i=1 xidi) is constant on all ∼�-
equivalence classes on [0, �]m+1, which will give V (�, m + 1). For this, notice
first that for any b ∈ [1, M ] we have

C((a′ − 1)M + b + xm+1dm+1) = C((a′ − 1)M + b)

for all xm+1 ∈ [0, � − 1] (by our definition of CM and the choice of a′, d′).
Hence we obtain for (x1, . . . , xm+1) ∈ [0, � − 1]m+1 that

C

(

a +
m+1∑

i=1

xidi

)

= C

(

a +
m∑

i=1

xidi

)

= C(a),

where the latter equation holds by the choice of a, d1, . . . , dm. This deals with
the first equivalence class. The argument for the classes of the form

{(a1, . . . , aj−1, �)} × [0, � − 1]m+1−j

for j � m is similar. This leaves the equivalence classes of the form

{(a1, . . . , am, �)},
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but as those are singletons there is nothing to show for them. �

Lemma 7.3. V (�, m) for all m � 1 implies V (� + 1, 1).

Proof. Fix r, and let

C : [1, 2N(�, r, r)] → {1, . . . , r}

be given, where N(�, r, r) is as in V (�, r). Then there exist a, d1, . . . , dr > 0
such that

a +
r∑

i=1

�di � N(�, r, r)

and with the property that C(a +
∑r

i=1 xidi) is constant on ∼� classes for xi

in [0, �].
By the pigeon-hole principle there must be some u, v ∈ [0, r] with u < v

such that C(a +
∑u

i=1 �di) = C(a +
∑v

i=1 �di), so

C

((

a +
u∑

i=1

�di

)

+ x

(
v∑

i=u+1

di

))

is constant as x varies in [0, �]. Finally, we also have

a + (� + 1)
v∑

i=u+1

di � 2N(�, r, r),

as required. This proves V (� + 1, 1). �

Proof of Theorem 7.1. The statement V (1, 1) is clear, so Lemmas 7.2
and 7.3 show V (�, m) for all �, m � 1. As mentioned above, V (�, 1) for
all � � 1 gives the theorem. �

Exercises for Sect. 7.1

Exercise 7.1.1. Prove that van der Waerden’s theorem as formulated in (7.1)
follows from Theorem 7.1.

Exercise 7.1.2. Show that in Theorem 7.1 we may take N(2, r) = r + 1 for
any r � 1, and try to find a value that we may take for N(3, 2).

Exercise 7.1.3. Assume that N = C1 � · · · � Cr, and say that a set A ⊆ N

is monochrome if there is some j = j(A) with A ⊆ Cj . Prove that the set
of n ∈ N with the property that there is some a ∈ Z for which the k-term
arithmetic progression {a, a + n, . . . , a + (k − 1)n} is monochrome is itself
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syndetic in N for any k (see Exercise 2.5.5 on p. 36 for the definition of
syndetic).

Exercise 7.1.4. Let S = {a1, a2, . . . } ⊆ N with (an+1 − an) a positive
bounded sequence. Show that for any k � 1 there is a k-step arithmetic
progression in S. Find an example to show that such a set S need not con-
tain an infinite arithmetic progression.

7.2 Multiple Recurrence

Furstenberg saw that Szemerédi’s theorem would be a consequence of a (then
unknown) multiple recurrence result in ergodic theory, and went on to prove
this recurrence property, opening up a significant new chapter in the conver-
sation between ergodic theory and combinatorial number theory.

Theorem 7.4 (Furstenberg). For any system (X, B, μ, T ) and set A ∈ B
with μ(A) > 0, and for any k ∈ N,

lim inf
N→∞

1
N

N∑

n=1

μ
(

A ∩ T−nA ∩ T−2nA ∩ · · · ∩ T−knA
)

> 0. (7.2)

In fact Furstenberg proved that

lim inf
N−M→∞

1
N − M

N−1∑

n=M

μ
(

A ∩ T−nA ∩ T−2nA ∩ · · · ∩ T−knA
)

> 0,

but the inequality (7.2) is sufficient for Szemerédi’s theorem. An immedi-
ate consequence of Theorem 7.4 is the following generalization of Poincaré
recurrence.

Theorem 7.5 (Furstenberg). For any system (X, B, μ, T ) and set A ∈ B
with μ(A) > 0, and for any k ∈ N there is some n � 1 with

μ
(

A ∩ T−nA ∩ T−2nA ∩ · · · ∩ T−knA
)

> 0. (7.3)

We shall see in the next section that Theorem 7.5 implies∗ Szemerédi’s
theorem. Theorem 7.4 is quite straightforward for certain measure-preserving
systems.

Example 7.6. If T = Rα is an ergodic rotation, then the inequality (7.3) is
clear: If 0, nα, 2nα, . . . , knα (mod 1) are all very close together (which may
be arranged for α /∈ Q and any k � 1 by choice of n), then the functions

∗ Theorem 7.4 gives more information about the set of possible differences n in arithmetic
progressions inside a set of positive density than Theorem 7.5 does; see Exercise 7.3.2.
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χA, χA−nα, . . . , χA−knα

will be close together in L2
mT

for any interval (indeed, for any Borel set) A,
so the intersection

A ∩ R−n
α A ∩ · · · ∩ R−kn

α A

will have measure close to that of A. More generally, an ergodic rotation on
a compact abelian group satisfies the stronger statement (7.2) (see Proposi-
tion 7.12).

Example 7.7. If T is a Bernoulli shift (cf. Example 2.9) then the inequal-
ity (7.2) is clear by the argument used in Proposition 2.15: the fact that a
Bernoulli shift is mixing of order (k+1) means that for any measurable set A,
if n is large enough then A, T−nA, . . . , T−knA are almost independent sets,
so their intersection has measure approximately μ(A)k+1 > 0. In Proposi-
tion 7.13 we will show that this generalizes non-trivially to all weak-mixing
systems.

We have seen that ergodic group rotations and Bernoulli shifts are at
opposite extremes with respect to their mixing and spectral properties. The
fact that Theorem 7.5 holds for two such opposite classes of systems, and for
two completely complementary reasons (rotations because they do not move
nearby points apart, Bernoulli shifts because they mix collections of sets up so
thoroughly as to become asymptotically independent), could be interpreted
as a hint that this multiple recurrence is a rather general phenomenon. On the
other hand, the fact that multiple recurrence is visible in a circle rotation only
along special values of n, while in a Bernoulli shift it is seen for all large n,
already suggests that it is a very subtle phenomenon. Thus Theorem 7.4 holds
for two extreme behaviors: discrete spectrum and weak-mixing. The strategy
of Furstenberg’s proof is to show that an arbitrary system is built up (in a
manner to be described below) from these two classes, and the way in which
the system is built up preserves the property expressed by the inequality (7.2).

Definition 7.8. A measure-preserving system (X, B, μ, T ) (or a factor sys-
tem, represented by a T -invariant sub-σ-algebra A ⊆ B) is said to be SZ
if

lim inf
N→∞

1
N

N∑

n=1

μ
(

A ∩ T−nA ∩ T−2nA ∩ · · · ∩ T−knA
)

> 0

for all k and A ∈ B (A ∈ A respectively) with μ(A) > 0.

Three immediate simplifications can be made in proving that all measure-
preserving systems are SZ; the first two are somewhat technical in that neither
is needed for the setting in which Theorem 7.5 is used to prove Szemerédi’s
theorem (Theorem 1.5). The third is essential, and illustrates once again that
the ergodic decomposition makes ergodicity a rather benign hypothesis.
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7.2.1 Reduction to an Invertible System

The SZ property is preserved by taking the invertible extension of a measure-
preserving system. Recall that if X = (X, B, μ, T ) is any measure-preserving
system, then the system X̃ = (X̃, B̃, μ̃, T̃ ) defined by

• X̃ = {x ∈ XZ | xk+1 = Txk for all k ∈ Z};
• (T̃ x)k = xk+1 for all k ∈ Z and x ∈ X̃;
• μ̃ ({x ∈ X | x0 ∈ A}) = μ(A) for any A ∈ B, and μ̃ is invariant under T̃ ;
• B̃ is the smallest T̃ -invariant σ-algebra for which the map x �→ xn from X̃

to X is measurable for all n ∈ Z;

is called the invertible extension of X. Then X has property SZ if and only
if X̃ has property SZ (see Exercise 7.2.5).

7.2.2 Reduction to Borel Probability Spaces

Property SZ holds for all measure-preserving systems if it holds for all
measure-preserving systems on Borel probability spaces. To see this, let X
be any invertible measure-preserving system and fix A ∈ B with μ(A) > 0.
Then the factor map φ : X → {0, 1}Z defined by φ(x) = (χA(Tnx)) gives rise
to a Borel probability system, and property SZ for each such factor shows
property SZ for X.

7.2.3 Reduction to an Ergodic System

Below, and in the rest of this chapter, we will use conditional measures μA
x for

invariant sub-σ-algebras A and their properties as developed in Sects. 5.3, 5.4
and Chap. 6. By Sect. 7.2.2, we may assume that (X, B, μ) is a Borel prob-
ability space so that these results apply. In particular, we may apply Theo-
rem 6.2 to show that it suffices to prove the SZ property for ergodic systems
as follows. Assume that every ergodic system on a Borel probability space
has property SZ, and let (X, B, μ, T ) be any measure-preserving system on
a Borel probability space. By Theorem 6.2, the measure μ decomposes into
ergodic components μE

x . Then for any set A ∈ B with μ(A) > 0,

μ
(

{x ∈ X | μE
x (A) > 0}

)

> 0, (7.4)

so (by Fatou’s Lemma)
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lim inf
N→∞

1
N

N∑

n=1

μ
(

A ∩ T−nA ∩ · · · ∩ T−knA
)

= lim inf
N→∞

∫
1
N

N∑

n=1

μE
x

(

A ∩ T−nA ∩ · · · ∩ T−knA
)

dμ(x)

�
∫

lim inf
N→∞

1
N

N∑

n=1

μE
x

(

A ∩ T−nA ∩ · · · ∩ T−knA
)

︸ ︷︷ ︸

> 0 on the set of positive measure in (7.4)

dμ(x)

> 0

by the SZ property for ergodic systems.

Exercises for Sect. 7.2

Exercise 7.2.1. Assuming Szemerédi’s theorem (Theorem 1.5), prove the
following finite version of Szemerédi’s theorem: For every k � 1 and ε > 0
there is some N with the property that any subset of {1, . . . , N} with more
than 	εN
 elements contains an arithmetic progression of length k.

Exercise 7.2.2. (65) Prove the following topological analog of multiple recur-
rence, due to Furstenberg and Weiss, generalizing Birkhoff’s recurrence the-
orem in Exercise 4.2.2. Let (X, d) be a compact metric space and T : X → X
a continuous map. Prove that for any k ∈ N and ε > 0 there is a point x ∈ X
and an n ∈ N for which

diam
(

{x, Tn(x), T 2n(x), . . . , T kn(x)}
)

< ε.

Exercise 7.2.3. Show directly that an ergodic circle rotation is an SZ sys-
tem.

Exercise 7.2.4. Show that if X is an invertible measure-preserving system,
then X̃ (the invertible extension) is isomorphic to X (see Exercise 2.1.7).

Exercise 7.2.5. For each of the properties ergodicity, weak-mixing, mixing,
and SZ, prove that a measure-preserving system has the property if and only
if its invertible extension does (see Exercise 2.1.7).

7.3 Furstenberg Correspondence Principle

In this short section we show how Szemerédi’s theorem (Theorem 1.5) fol-
lows from the multiple recurrence result in Theorem 7.5. This correspondence
between multiple recurrence results in ergodic theory and statements in com-
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binatorial number theory holds in great generality; we merely prove it for
the case at hand. More general formulations may be found in Bergelson’s
notes [26] and Furstenberg’s monograph [103].
Proof of Theorem 1.5 assuming Theorem 7.5. Let S ⊆ Z be a set of
positive upper Banach density, and let k � 1 be given. We claim that there
exist integers a and n � 1 with {a, a + n, . . . , a + kn} ⊆ S.

Let X0 = {0, 1}Z be the full shift on two symbols, given the compact
product topology from the discrete topology on {0, 1}, with shift map σ0.
Define a point xS in X0 by

xS(�) =
{

1 if � ∈ S;
0 if � /∈ S.

Now let X denote the smallest closed∗ subset of X0 that is invariant under σ0

and contains the point xS . Write σX for the shift σ0 restricted to X.
Let A denote the cylinder set {x ∈ X | x(0) = 1}, which is both closed

and open (clopen) in X. Then

σ�
X(xS) ∈ A ⇐⇒

(

σ�
X(xS)

)

0
= xS(�) = 1 ⇐⇒ � ∈ S. (7.5)

The upper Banach density of the set S is positive, so there is a sequence of
intervals [a1, b1], [a2, b2], . . . with bj − aj → ∞ as j → ∞ for which

|S ∩ [aj , bj ]|
bj − aj

−→ dB(S) > 0

as j → ∞. It follows that the measure μj on X defined by

μj =
1

bj − aj

bj∑

m=aj

δσm
X (xS) (7.6)

has μj(A) → dB(S) > 0 as j → ∞.
By Theorem 4.1 there is a sequence jm → ∞ with μjm → μ in the weak*

topology as m → ∞, the measure μ is invariant under σX , and

μ(A) = dB(S) > 0.

Apply Theorem 7.5 to the set A in the system (X,μ, σX): there exists n � 1
such that

μ

(
k⋂

i=0

σ−in(A)

)

> 0. (7.7)

∗ This set is usually called the orbit closure of xS ; carrying out this construction for

carefully chosen initial points allows for the construction of many important examples in
ergodic theory. Notice that an element x ∈ X0 lies in X if and only if there is a sequence (nj)

of integers with σ
nj

0 (xS) → x; equivalently, x ∈ X0 lies in X if and only if for every j � 0
the block x[−j,j] is seen somewhere in xS .
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Now for any clopen measurable set B, μ(B) > 0 implies by (7.5) that there
is an a ∈ Z for which σa

X(xS) ∈ B. Thus (7.7) shows there is an a ∈ Z for
which

σa
X(xS) ∈

k⋂

i=0

σ−in
X (A),

so

σa+in
X (xS) ∈ A

for all i, 0 � i � k, and hence {a, a+n, . . . , a+kn} ⊆ S by (7.5), as required.
�

Exercises for Sect. 7.3

Exercise 7.3.1. Prove Theorem 7.5 assuming Theorem 1.5.

Exercise 7.3.2. Extend Theorem 1.5 in the following way (assuming Theo-
rem 7.4). Let S ⊆ Z be a set of positive upper Banach density. Prove that
for any k � 1 the set of n ∈ N with the property that there is an arithmetic
progression of length k in S with common difference n is itself a set of positive
upper density.

7.4 An Instance of Polynomial Recurrence

To motivate∗ the deeper results, we begin with a result proved independently
by Sárközy [329] and Furstenberg (see [102, Prop. 1.3] or [103, Th. 3.16]).

Theorem 7.9. Let E ⊆ N be a set with positive upper Banach density, and
let p be a polynomial with integer coefficients with p(0) = 0. Then there
exist x, y ∈ E and an n � 1 with x − y = p(n).

That is, the set of differences of a set with positive upper density is such a
rich set that it must intersect the range of any polynomial p with p(0) = 0(66).

Just as in Sect. 7.3, the Furstenberg correspondence principle may be
applied to show that Theorem 7.9 is a consequence of the following dynamical
result due(67) to Furstenberg.

∗ This section (with the exception of Theorem 7.11) as well as the following Sects. 7.5

and 7.6 are logically not needed for the proof of Theorem 7.4, but we believe the arguments
presented here help to understand the proof of Theorem 7.4 better.
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Theorem 7.10. If p ∈ Z[t] is a polynomial with p(0) = 0 then, for any
measure-preserving system (X, B, μ, T ) and set A ∈ B with μ(A) > 0, there
is an n � 1 with μ(A ∩ T−p(n)A) > 0.

As we indicated in Sect. 7.2, many of the deeper recurrence results rely
on different arguments for orderly systems (Kronecker systems, for example)
and more chaotic systems (multiply mixing systems, for example). To obtain
a full proof for any system we need to find a way to decompose a general
measure-preserving system into orderly and chaotic parts. The details of how
this is done depends on the result considered. For Theorem 7.10 this will not
be too complicated, but the proof for Theorem 7.4 will need more work (see
Sects. 7.10–7.11). Just as in Sect. 7.2, we may assume that T is an ergodic,
invertible, transformation of a Borel probability space.
Proof of Theorem 7.10: splitting into chaotic and orderly parts.

Write L2 = L2
μ, and for each a � 1 define

Ha = {f ∈ L2 | Ua
T f = f}

and

Va =
{

f ∈ L2 |
∥
∥
∥

1
N

N−1∑

n=0

Uan
T f

∥
∥
∥

2
→ 0 as N → ∞

}

.

The decomposition of L2 into the space of invariant functions and its ortho-
complement in Theorem 2.21 may be applied to Ua

T , giving

L2 = Ha ⊕ Va

for each a � 1. Notice that the space Ha detects non-ergodicity of the ath
iterate of T (Ha ⊇ C, with equality if and only if T a is ergodic).

The measure-preserving transformation T is called totally ergodic if T a is
ergodic for all a � 1 (see Exercise 7.4.1). Define

Hrat = {f ∈ L2 | Ua
T f = f for some a � 1},

the rational spectrum component and

V∗ =
{

f ∈ L2 |
∥
∥
∥

1
N

N−1∑

n=0

Uan
T f

∥
∥
∥

2
→ 0 as N → ∞ for all a � 1

}

,

the totally ergodic component. It may be readily checked that

•
∞⋃

a=1

Ha is dense in Hrat and
∞⋂

a=1

Va = V∗;

• H ⊥
rat = V∗;

• L2 = Hrat ⊕ V∗.
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Let χA = f + g be the unique decomposition with f ∈ Hrat and g ∈ V∗;
similarly write fa for the orthogonal projection of χA onto the subspace Ha.
Since χA is a non-negative function with positive integral and Hrat contains
the constants, we have

∫

f dμ =
∫

fa dμ = μ(A) > 0.

Moreover, since fa = E
(

χA

∣
∣Ea

)

and χA � 0, we have fa � 0, where Ea is
the σ-algebra of T a-invariant sets (cf. Theorem 6.1). Finally, f � 0 since fa!

converges to f as a → ∞ by the increasing martingale theorem (Theo-
rem 5.5). As in the case of multiple recurrence, we prove a stronger statement,
namely that

lim
N→∞

1
N

N−1∑

n=0

μ(A ∩ T p(n)A)

exists and is positive. Since the orthogonal decomposition χA = f + g is
preserved by UT ,

μ(A ∩ T p(n)A) =
∫

(f + g)Up(n)
T (f + g) dμ =

∫

fU
p(n)
T f dμ +

∫

gU
p(n)
T g dμ,

(7.8)
so it is enough to consider the two components separately. �

Proof of Theorem 7.10: orderly part. Consider the rational spectrum
component f ∈ Hrat, where we claim that

lim
N→∞

1
N

N−1∑

n=0

∫

fU
p(n)
T f dμ > 0. (7.9)

If f ∈ Ha then the sequence of functions (Up(n)
T f) is periodic (since the se-

quence (p(n)) when reduced modulo a is periodic), showing that the limit
in (7.9) exists for functions f in a dense subset of Hrat, and hence (by ap-
proximation and the Cauchy–Schwartz inequality) for any f ∈ Hrat.

We must now exclude the possibility that the limit is zero. Choose a � 1
with ‖f−fa‖2 < ε = 1

4μ(A)2. For n � 1, p(an) is divisible by a since p(0) = 0,
and so U

p(an)
T fa = fa. It follows that

∫

faU
p(an)
T fa dμ =

∫

f2
a dμ �

(∫

fa · 1 dμ

)2

= μ(A)2

by the Cauchy–Schwartz inequality. Hence
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∫

fU
p(an)
T f dμ =

〈

f, U
p(an)
T f

〉

= 〈fa, fa〉 +
〈

fa, U
p(an)
T f − U

p(an)
T fa

〉

+
〈

f − fa, U
p(an)
T f

〉

� μ(A)2 − 2ε = 1
2μ(A)2 > 0.

Recall that f � 0 so U
p(n)
T f � 0, which implies that

lim
N→∞

1
N

N−1∑

n=0

∫

fU
p(n)
T f dμ � 1

2aμ(A)2 > 0.

�
We complete the proof of Theorem 7.10 by using the Spectral Theorem

(Theorem B.4) for the chaotic component.
Proof of Theorem 7.10: chaotic part using the Spectral Theorem.

Consider now the totally ergodic component g ∈ V∗. We claim that

lim
N→∞

1
N

N−1∑

n=0

〈

U
p(n)
T g, g

〉

= 0. (7.10)

This, together with (7.9) and (7.8), will complete the proof of Theorem 7.10.
By (B.1), the claim in (7.10) is equivalent to the statement that

lim
N→∞

∫

S1

1
N

N−1∑

n=0

zp(n) dμg(z) −→ 0 (7.11)

as N → ∞ (see Sect. B.3 for the notation). We will prove (7.11) using Weyl’s
equidistribution theorem (Theorem 1.4, proved in Sect. 4.4.3). If z ∈ S

1 is
not a root of unity, then zm = e2πimθ for some θ ∈ R�Q and so

1
N

N−1∑

n=0

zp(n) =
1
N

N−1∑

n=0

e2πiθp(n) −→
∫ 1

0

e2πix dx = 0

by Theorem 1.4. It is therefore enough to show that μg({z0}) = 0 for any
root of unity z0 ∈ S

1, for then the dominated convergence theorem (Theo-
rem A.18) implies the claim.

Assume therefore that μg ({z0}) > 0 with z0 = e2πib/a for some a, b inte-
gral, a > 0. It follows that L2

μg
(S1) contains the non-zero vector

δz0(z) =

{

1 if z = z0;
0 if not,

which is fixed under multiplication by za, as
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zaδz0 = za
0δz0 = δz0 .

However, by Theorem B.4(2), L2
μg

(S1) is unitarily isomorphic to the cyclic
sub-representation of L2

μ generated by g under the unitary map UT . Moreover,
by the same theorem this isomorphism conjugates UT to multiplication by z.
It follows that there exists some h ∈ L2

μ which is fixed by Ua
T , with

〈g, h〉L2
μ

= 〈1, δz0〉L2
μg

= μg({z0}) > 0

since the constant function 1 ∈ L2
μg

is mapped to g ∈ L2
μ under the unitary

isomorphism in Theorem B.4(2). Since h ∈ Ha ⊆ Hrat, this contradicts the
fact that g ∈ V∗ = H ⊥

rat by construction. �

7.4.1 The van der Corput Lemma

In the more complex situation needed for Szemerédi’s theorem, we will not
be able to use spectral theory (as in the proof above). Instead we will rely
on repeated application of the following quite simple argument to handle the
chaotic part of the systems arising. This is a version of the van der Corput
Lemma.

Theorem 7.11. Let (un) be a bounded sequence in a Hilbert space H . Define
a sequence (sh) of real numbers by

sh = lim sup
N→∞

∣
∣
∣
∣
∣

1
N

N∑

n=1

〈un+h, un〉
∣
∣
∣
∣
∣
.

If

lim
H→∞

1
H

H−1∑

h=0

sh = 0,

then

lim
N→∞

∥
∥
∥
∥
∥

1
N

N∑

n=1

un

∥
∥
∥
∥
∥

= 0.

Proof. Fix ε > 0 and find H0 such that for H > H0,

1
H

H−1∑

h=0

sh < ε. (7.12)

Then for N much larger than H (depending on ε), the sums 1
N

∑N
n=1 un

and 1
NH

∑N
n=1

∑H−1
h=0 un+h differ only in the first few and last few terms, so
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∥
∥
∥
∥
∥

1
N

N∑

n=1

un − 1
N

1
H

N∑

n=1

H−1∑

h=0

un+h

∥
∥
∥
∥
∥

< ε. (7.13)

This allows us to switch attention and consider the double average instead
of the single average. For this double average, notice that by the triangle
inequality we have

∥
∥
∥
∥
∥

1
N

1
H

N∑

n=1

H−1∑

h=0

un+h

∥
∥
∥
∥
∥

� 1
N

N∑

n=1

∥
∥
∥
∥
∥

1
H

H−1∑

h=0

un+h

∥
∥
∥
∥
∥

︸ ︷︷ ︸

an

.

Since the map a �→ a2 is convex,

(

1
N

N∑

n=1

an

)2

� 1
N

N∑

n=1

a2
n.

Together these two inequalities give

lim sup
N→∞

∥
∥
∥
∥
∥

1
N

1
H

N∑

n=1

H−1∑

h=0

un+h

∥
∥
∥
∥
∥

2

� lim sup
N→∞

1
N

N∑

n=1

∥
∥
∥
∥
∥

1
H

H−1∑

h=0

un+h

∥
∥
∥
∥
∥

2

= lim sup
N→∞

1
N

N∑

n=1

1
H2

H−1∑

h,h′=0

〈un+h, un+h′〉

� lim sup
N→∞

1
H2

H−1∑

h,h′=0

∣
∣
∣
∣
∣

1
N

N∑

n=1

〈un+h, un+h′〉
∣
∣
∣
∣
∣

(7.14)

where the sum has been rearranged and the triangle inequality has been used
to give the last line. Notice that for a fixed pair h, h′,

lim sup
N→∞

∣
∣
∣
∣
∣

1
N

N∑

n=1

〈un+h, un+h′〉
∣
∣
∣
∣
∣
= s|h−h′|,

so the expression in (7.14) is bounded above by

1
H2

H−1∑

h,h′=0

s|h−h′|.

We will split this double average into three terms as indicated in Fig. 7.1.
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Fig. 7.1 Decomposing the double average. The lower left corner of the square III has the
coordinates (H − H0, H − H0)

Indeed,

1
H2

H−1∑

h,h′=0

s|h−h′| =
1
H

H−H0∑

h=0

1
H

H−1∑

h′=h

sh′−h (part I)

+
1
H

H−H0∑

h′=0

1
H

H−1∑

h=h′+1

sh−h′ (part II)

+
1

H2

H−1∑

h,h′=H−H0+1

s|h−h′| (part III).

The first two averages I and II are taken over averages that satisfy the in-
equality in (7.12), so are less than ε. By initially choosing H much larger
than H0 (and using the assumption that (un) is bounded), the third term III
is bounded by ε as well. Together with (7.13), this gives

∥
∥
∥
∥
∥

1
N

N∑

n=1

un

∥
∥
∥
∥
∥

< 4ε

as desired. �
This gives an alternative approach to the chaotic part of Theorem 7.10.

Proof of Theorem 7.10: chaotic part using van der Corput. Con-
sider again the totally ergodic component g ∈ V∗. We claim that

lim
N→∞

1
N

N−1∑

n=0

∫

gU
p(n)
T g dμ = 0.
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In fact, we claim that

lim
N→∞

∥
∥
∥

1
N

N−1∑

n=0

U
p(n)
T g

∥
∥
∥

2
= 0 (7.15)

holds for any non-constant polynomial p without any condition on p(0). First
notice that since Ha ⊆ Hrat for all a � 1, we must have g ⊥ Ha and so by
the mean ergodic theorem (Theorem 2.21) itself,

lim
N→∞

∥
∥
∥

1
N

N−1∑

n=0

Uan
T g

∥
∥
∥

2
= 0

if a �= 0, showing (7.15) when p is a linear polynomial with p(0) = 0. Also
notice that (7.15) for a polynomial p is equivalent to (7.15) for the polyno-
mial p − p(0). The key idea is to use the van der Corput lemma in an in-
ductive argument to extend (7.15) to polynomials of higher degree. Assume
therefore that degree(p) = k and we have proved (7.15) for all polynomi-
als p′ with 1 � degree(p′) < k. Write un = U

p(n)
T g for n � 1 and notice

that

〈un+h, un〉 =
〈

U
p(n+h)
T g, U

p(n)
T g

〉

=
〈

U
p(n+h)−p(n)
T g, g

〉

.

For any given h,

degree (p(n + h) − p(n)) < degree (p(n)) .

By the inductive hypothesis and the fact that strong convergence in a
Hilbert space implies weak convergence, we therefore have for any h �= 0
that

sh = lim
N→∞

1
N

∣
∣
∣
∣
∣

N∑

n=1

〈un+h, un〉
∣
∣
∣
∣
∣
= lim

N→∞

1
N

∣
∣
∣
∣
∣

N∑

n=1

〈

U
p(n+h)−p(n)
T g, g

〉
∣
∣
∣
∣
∣
= 0.

Theorem 7.11 may be applied to deduce (7.15), which clearly implies our
claim. �

Exercises for Sect. 7.4

Exercise 7.4.1. Let (X,B, μ, T ) be a measure-preserving system. Show that
an iterate T a is not ergodic for some a � 1 if and only if the operator UT has
an ath root of unity as an eigenvalue.
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Exercise 7.4.2. Re-prove the equidistribution of {n2α} in T for irrational α
(or, more generally, fractional parts of polynomials with an irrational non-
constant coefficient as in Theorem 1.4) using un = e2πin2α and Theorem 7.11.

Exercise 7.4.3. Adapt the proof of the Furstenberg correspondence from
Sect. 7.3 to prove Theorem 7.9 assuming Theorem 7.10.

7.5 Two Special Cases of Multiple Recurrence

The proof of Theorem 7.4 proceeds by building up a general system from sim-
pler constituents, a process illustrated in Fig. 7.2. As suggested by Fig. 7.2,
there are three parts to establishing the SZ property for a general measure-
preserving system. First∗, it must be shown for certain special systems (Kro-
necker systems). Second, it must be shown to be preserved by various exten-
sions. Third, the property must be shown to survive taking limits in a sense
described later. We will refer to this chain of factors frequently, and will need
to establish both the existence of these factors and the fact that all of them
have the SZ property. In Sect. 7.12 all the steps used in proving Theorem 7.4
will be summarized in the argument that completes the proof.

Fig. 7.2 Building up a measure-preserving system

7.5.1 Kronecker Systems

In this section we prove the statement needed to start the induction in
Fig. 7.2, by showing that any Kronecker system has the SZ property.

∗ We could also start with the trivial factor and let the inductive step handle the case of
a Kronecker system, but the extra case handled here will show more.



7.5 Two Special Cases of Multiple Recurrence 189

Proposition 7.12. Any Kronecker system has the SZ property.

That is, if G is a compact abelian metrizable group with Borel σ-algebra B
(cf. Theorem 6.10), then an ergodic rotation R : G → G defined by R(g) = ag
for a fixed a ∈ G has the property that

lim inf
N→∞

1
N

N∑

n=1

mG

(

A ∩ R−nA ∩ R−2nA ∩ · · · ∩ R−knA
)

> 0 (7.16)

for all k � 1 and A ∈ B with mG(A) > 0.
Proof of Proposition 7.12. For any function f on G and g ∈ G write

f (g)(h) = f(gh).

We claim first that for any f ∈ L∞
mG

the map g �→ f (g) is a continuous
map G → L1

mG
with respect to the metric d on G. To see this, fix ε > 0,

choose f̃ ∈ C(G) with ‖f − f̃‖1 < ε and (by compactness) choose δ > 0 with
the property that d(g1, g2) < δ implies |f̃(g1h) − f̃(g2h)| < ε for all h ∈ G.
Then for d(g1, g2) < δ,

‖f (g1) − f (g2)‖1 � ‖f (g1) − f̃ (g1)‖1 + ‖f̃ (g1) − f̃ (g2)‖1 + ‖f̃ (g2) − f (g2)‖1 < 3ε.

Now fix f ∈ L∞
mG

; we know that each map g �→ f (gi) is continuous from G
to L1

mG
for 0 � i � k. We claim that the map

g �→
∫

G

f(h)f(gh) · · · f(gkh) dmG(h)

is continuous. Indeed, for any ε > 0 there exists a δ > 0 such that d(g1, g2) < δ

implies that ‖f (gi
1) − f (gi

2)‖1 < ε for 0 � i � k; thus
∫

f(h)f(g1h) · · · f(gk
1h) dmG(h) −

∫

f(h)f(g2h) · · · f(gk
2h) dmG

=
∫

f(h)
(

f(g1h) − f(g2h)
)

f(g2
1h) · · · f(gk

1h) dmG(h)

+
∫

f(h)f(g2h)
(

f(g2
1h) − f(g2

2h)
)

f(g3
1h) · · · f(gk

1h) dmG(h)

. . .

+
∫

f(h)f(g2h) · · · f(gk−1
2 h)

(

f(gk
1h) − f(gk

2h)
)

dmG(h),

and each integral on the right-hand side is bounded by ε‖f‖k
∞.
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Now let f ∈ L∞
mG

be a non-negative function that is not almost every-
where 0. We claim that

lim
N→∞

1
N

N∑

n=1

∫

G

f(h)f(Rh) · · · f(Rknh) dmG(h) (7.17)

exists and is positive. By the argument above, the function φ defined by

φ(a) =
∫

G

f(h)f(ah) · · · f(akh) dmG(h)

is continuous; on the other hand R is uniquely ergodic by Theorem 4.14, and
so

lim
N→∞

1
N

N∑

n=1

φ(an) =
∫

G

φ(h) dmG(h),

which is the limit in (7.17). By assumption φ � 0 and φ(1G) > 0, so the limit
is positive since φ is continuous. �

In fact much more is true. Returning initially to an ergodic circle rota-
tion Rα, for any ε > 0 the set {n ∈ Z | {nα} < ε} is syndetic∗. It follows
that for fixed k � 1 and any ε > 0 the set

{

n ∈ N |
∣
∣mT(A ∩ R−n

α A ∩ · · · ∩ R−kn
α A) − mT(A)

∣
∣ < ε

}

is also syndetic for any set A with mT(A) > 0. A general Kronecker system
given by a rotation R : G → G has the property that for any f ∈ L2

mG

the closure of the orbit {Un
Rf | n ∈ Z} in L2

mG
is compact (a fact that we

will be generalizing in order to define compact extensions, see Fig. 7.2 and
Sect. 7.9). Moreover, the set {n ∈ N | ‖Un

Rf − f‖2 < ε} is again syndetic,
showing that multiple recurrence occurs along a syndetic set for Kronecker
systems.

7.5.2 Weak-Mixing Systems

Although logically not necessary, we prove next a multiple recurrence result
(in a stronger form, and in particular identifying the limit) for weak-mixing
systems. In the proof of Theorem 7.4 we will need to use similar techniques
for a relatively weak-mixing extension.

∗ A subset S in a semigroup G is called syndetic if there is a finite set T ⊆ G with the
property that

S

t∈T S − t = G, where S − t = {g ∈ G | g + t ∈ S}.
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Proposition 7.13. Let (X, B, μ, T ) be a weak-mixing system. Then for any
functions f1, . . . , fk ∈ L∞

μ ,

1
N

N−1∑

n=0

Un
T f1U

2n
T f2 · · ·Ukn

T fk −→
L2

μ

∫

f1 dμ

∫

f2 dμ · · ·
∫

fk dμ. (7.18)

It follows that if f0 ∈ L∞
μ is another function then

1
N

N−1∑

n=0

∫

X

f0U
n
T f1U

2n
T f2 · · ·Ukn

T fk dμ −→
∫

f0 dμ

∫

f1 dμ · · ·
∫

fk dμ,

and, in particular (taking each fi to be χA), we have property SZ.
Proof of Proposition 7.13. Since T is weak-mixing it is certainly ergodic,
so (7.18) holds for k = 1 by the mean ergodic theorem (Theorem 2.21). We
proceed by induction on k.

Assume that k = 2. If either one of f1 or f2 is constant then (7.18)
follows from the case k = 1. (If f2 is constant this is literally true; if f1

is constant then we need to recall that if T is weak-mixing then so is T 2

by Corollary 2.39.) Therefore, we can assume (by subtracting the integral)
that

∫

X
f1 dμ = 0. Write un = Un

T f1U
2n
T f2 for n � 1 and notice that

sh = lim
N→∞

1
N

N∑

n=1

〈un+h, un〉

= lim
N→∞

1
N

N∑

n=1

∫

X

Un+h
T f1U

2(n+h)
T f2U

n
T f1U

2n
T f2 dμ

= lim
N→∞

1
N

N∑

n=1

∫

X

Uh
T f1U

n+2h
T f2f1U

n
T f2 dμ

(since Tn preserves μ)

= lim
N→∞

1
N

N∑

n=1

∫

X

(f1U
h
T f1)Un

T (f2U
2h
T f2) dμ

=
∫

X

f1U
h
T f1 dμ

∫

X

f2U
2h
T f2 dμ

(by the mean ergodic theorem).

Now T is weak-mixing, so T 2 is weak-mixing by Corollary 2.39 and there-
fore T × T 2 is weak-mixing with respect to μ × μ by Corollary 2.37. Ap-
plying the mean ergodic theorem to T × T 2, and writing f1 ⊗ f2 for the
function (x, x′) �→ f1(x)f2(x′), we have
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lim
H→∞

1
H

H−1∑

h=0

sh = lim
H→∞

1
H

H−1∑

h=0

∫

X

f1U
h
T f1 dμ

∫

X

f2U
2h
T f2 dμ

= lim
H→∞

1
H

H−1∑

h=0

∫

X×X

(f1 ⊗ f2)Uh
T×T 2(f1 ⊗ f2) d(μ × μ)

=
(∫

X×X

f1 ⊗ f2 d(μ × μ)
)2

(by ergodicity of T × T 2)

=
(∫

X

f1 dμ

)2 (∫

X

f2 dμ

)2

= 0.

Thus we can apply the van der Corput lemma (Theorem 7.11) to the se-
quence (un), giving (7.18) for k = 2.

By Corollary 2.39 and Theorem 2.36(3) the map T×T 2×· · ·×T k is ergodic,
and the same argument (see Exercise 7.5.2) can be used to give (7.18) for
any k. �

Exercises for Sect. 7.5

Exercise 7.5.1. Let R : G → G be an ergodic group rotation. Prove that
for any ε > 0 and f ∈ L2

mG
the set {n ∈ N | ‖Rnf − f‖L2

mG
< ε} is syndetic.

Deduce Proposition 7.12.

Exercise 7.5.2. Finish the proof of Proposition 7.13 by giving the details of
the inductive step for a general k.

7.6 Roth’s Theorem

In this section we will prove the special case k = 2 of Theorem 7.4(68), giving a
combinatorial result due to Roth; indeed we will prove the following stronger
statement.

Theorem 7.14. Let (X, B, μ, T ) be a measure-preserving system. Then, for
any functions f1, f2 ∈ L∞(X, B, μ),

1
N

N∑

n=1

Un
T f1U

2n
T f2 (7.19)

converges in L2(X, B, μ). Moreover, for any A ∈ B with μ(A) > 0 we have
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lim
N→∞

1
N

N∑

n=1

μ
(

A ∩ T−nA ∩ T−2nA
)

> 0.

Just as in the proof from Sect. 7.4, we will prove this by decomposing
the system (more precisely, by decomposing the space of L2-functions on the
space) into an orderly and a chaotic part. We will see below that for this
result the appropriate splitting will be given by the Kronecker factor.

Recall that in Sect. 7.5.1 we already proved the last statement of Theo-
rem 7.14 for a Kronecker system (G,BG, mG, R). More precisely, we showed
in the proof of Proposition 7.12 that

lim
N→∞

1
N

N∑

n=1

∫

G

f(h)f(Rh) · · · f(Rknh) dmG(h) > 0 (7.20)

for any f ∈ L∞
mG

with f � 0 and
∫

f dmG > 0.
Note however that prior to the statement of Theorem 7.14 we did not

claim convergence of averages in L2
μ corresponding to multiple recurrence as

in (7.19). This convergence is not needed for the application of Theorem 7.14
to give Roth’s theorem but is of independent interest∗.

In Sect. 7.6.1 we will prove Theorem 7.14 for a Kronecker system. In
Sect. 7.6.2 we will prove the following proposition, which reduces the case of
a general measure-preserving system to a Kronecker system.

Proposition 7.15. Let T be an invertible ergodic measure-preserving trans-
formation on a Borel probability space (X, B, μ, T ). Let K be the σ-algebra
corresponding to the Kronecker factor of T , and let f1, f2 ∈ L∞

μ . Then

∥
∥
∥
∥
∥

1
N

N∑

n=1

Un
T f1U

2n
T f2 −

1
N

N∑

n=1

Un
T E

(

f1

∣
∣K

)

U2n
T E

(

f2

∣
∣K

)

∥
∥
∥
∥
∥

2

→ 0.

We now show how these two results—the case of Kronecker systems and
Proposition 7.15—fit together.
Proof of Theorem 7.14 assuming Propositions 7.12 and 7.15. By
Proposition 7.15, the sequence

1
N

N∑

n=1

Un
T f1U

2n
T f2

converges to the same limit as

1
N

N∑

n=1

Un
T E

(

f1

∣
∣K

)

U2n
T E

(

f2

∣
∣K

)

∗ The reader interested solely in the application to Roth’s theorem may therefore skip
Sect. 7.6.1; there will not be an analogous part in the proof of Theorem 7.4.
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does, which converges by the Kronecker case (notice that the latter sequence
can be viewed as a sequence of functions on the Kronecker factor).

Moreover, if A ∈ B has μ(A) > 0, then f = E
(

χA

∣
∣K

)

has the proper-
ties f ∈ L∞

μ (X, K ), f � 0, and
∫

X
f dμ > 0. It follows that

1
N

N∑

n=1

μ
(

A ∩ T−nA ∩ T−2nA
)

=
1
N

N∑

n=1

∫

X

χAUn
T χAU2n

T χA dμ

converges to the same limit as does the sequence

1
N

N∑

n=1

∫

X

χAUn
T fU2n

T f dμ =
1
N

N∑

n=1

∫

X

fUn
T fU2n

T f dμ

(where we have used Theorem 5.1(3)). By (7.20), the latter limit is positive.
�

Finally, let us note that the existence of the limit in Theorem 7.14 would
be much harder to establish in Theorem 7.4 (this is discussed further in
Sect. 7.13). As we have already seen, the positivity of the limit inferior is
more than enough to imply Szemerédi’s theorem.

7.6.1 Proof of Theorem 7.14 for a Kronecker System

In this section we will make use of Theorem 6.10.
Proof of Theorem 7.14 for a Kronecker system. Let G be a compact
metric abelian group with Borel σ-algebra B, Haar measure mG and metric d,
and let Ra(x) = ax be an ergodic group rotation defined by some a ∈ G.
Let f1, f2 ∈ L∞

μ and write f1 ⊗f2(g1, g2) = f1(g1)f2(g2) for (g1, g2) ∈ G2. By
the mean ergodic theorem (Theorem 2.21) applied to Ra × R2

a (which is not
itself ergodic),

F̂N =
1
N

N∑

n=1

Un
Ra

f1 ⊗ U2n
Ra

f2 =
1
N

N∑

n=1

URa×R2
a
(f1 ⊗ f2)

converges in L2(G2, B ⊗B, mG ×mG) to a limit F̂ which is invariant under
the transformation Ra × Ra2 . We wish to deduce from this that

FN =
1
N

N∑

n=1

Un
Ra

f1U
2n
Ra

f2

converges in L2(X, B, mG) as claimed in the first part of the theorem. Notice
that FN is the restriction of F̂N to the null set {(x, x) | x ∈ X}, so in general
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there seems little hope of connecting the sequences (F̂N ) and (FN ). We will
use the abelian group structure URaURt = URtURa for t ∈ G to achieve this.

Fix ε > 0. Since f2 ∈ L∞
mG

⊆ L2
mG

there exists some δ > 0 with the
property that d(1G, h) < δ implies that ‖f2 −URh

f2‖2 < ε (cf. the beginning
of the proof of Proposition 7.12).

Assume that N < M and d(1G, h) < δ. Then
∥
∥
∥Un

Ra
f1U

2n
Ra

f2−Un
Ra

f1U
2n
Ra

URh
f2

∥
∥
∥

2
=

∥
∥
∥Un

Ra
f1U

2n
Ra

(f2−URh
f2)

∥
∥
∥

2
<ε

∥
∥f1

∥
∥
∞

and so

‖FN −FM‖2 �
∥
∥
∥
∥
∥

1
N

N∑

n=1

Un
Ra

f1U
2n
Ra

URh
f2−

1
M

M∑

n=1

Un
Ra

f1U
2n
Ra

URh
f2

∥
∥
∥
∥
∥

2

+2ε
∥
∥f1

∥
∥
∞.

Thus by averaging the square of these expressions over the set B of points h
within δ of 1G we get (by commutativity)

‖FN−FM‖2
2 � 1

μ(B)

∫

B

∫

X

[

F̂N − F̂M

]2

(g, g+h) dmG(g) dmG(h)+Of1,f2(ε).

However, the last integral is part of the integral defining ‖F̂N − F̂M‖2
2 (more

precisely, it is the restriction of the latter integral to an open neighborhood
of the diagonal {(g, g) | g ∈ G}). Therefore, for N and M sufficiently large
we get

‖F̂N − F̂M‖2
2 < mG(B)ε,

and so ‖FN −FM‖2
2 � Of1,f2(ε). This shows that (FN ) is a Cauchy sequence

in L2
mG

as required. This proves the theorem in the case considered. �

7.6.2 Reducing the General Case to the Kronecker Factor

It remains to prove Proposition 7.15, and this is done once again using the
van der Corput lemma (Theorem 7.11).
Proof of Proposition 7.15. Notice that

1
N

N∑

n=1

Un
T f1U

2n
T f2−

1
N

N∑

n=1

Un
T E

(

f1

∣
∣K

)

U2n
T E

(

f2

∣
∣K

)

=
1
N

N∑

n=1

Un
T

(

f1 − E
(

f1

∣
∣K

))

U2n
T f2

+
1
N

N∑

n=1

Un
T E

(

f1

∣
∣K

)

U2n
T

(

f2 − E
(

f2

∣
∣K

))

,
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so that it is enough to show that

1
N

N∑

n=1

Un
T f1U

2n
T f2 → 0 (7.21)

if either E
(

f1

∣
∣K

)

= 0 or E
(

f2

∣
∣K

)

= 0. Both cases will be proved by
applying the van der Corput lemma (Theorem 7.11) with

un = Un
T f1U

2n
T f2.

With this choice,

〈un+h, un〉 =
∫

X

Un+h
T f1U

2(n+h)
T f2U

n
T f1U

2n
T f2 dμ

=
∫

X

f1U
h
T f1U

n
T (f2U

2h
T f2) dμ (7.22)

=
∫

X

U−n
T (f1U

h
T f1)f2U

2h
T f2 dμ. (7.23)

Now assume that E
(

f1

∣
∣K

)

= 0 and apply (7.23) to obtain

sh = lim sup
N→∞

∣
∣
∣
∣
∣

∫

X

(

1
N

N∑

n=1

U−n
T

(

f1U
h
T f1

)

)

f2U
2h
T f2 dμ

∣
∣
∣
∣
∣
.

Notice that

1
N

N∑

n=1

U−n
T (f1U

h
T f1) →

∫

X

f1U
h
T f1 dμ

by the mean ergodic theorem (Theorem 2.21) applied to T−1. Hence

sh � ‖f2‖2
∞

∣
∣
∣
∣

∫

X

f1U
h
T f1 dμ

∣
∣
∣
∣
,

and so we wish to show that

1
H

H∑

h=1

sh � ‖f2‖2
∞

H

H∑

h=1

∣
∣
∣
∣

∫

X

f1U
h
T f1 dμ

∣
∣
∣
∣
→ 0 (7.24)

as H → ∞. By Lemma 2.41, this is equivalent to showing that
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1
H

H∑

h=1

∣
∣
∣
∣

∫

X

f1U
h
T f1 dμ

∣
∣
∣
∣

2

=
1
H

H∑

h=1

∫

X

f1 ⊗ f̄1U
h
T×T (f1 ⊗ f̄1) d(μ × μ)

=
∫

X

f1 ⊗ f̄1
1
H

H∑

h=1

Uh
T×T (f1 ⊗ f̄1) d(μ × μ)

converges to zero as H → ∞. By the mean ergodic theorem (Theorem 2.21),

FH =
1
H

H∑

h=1

Uh
T×T (f1 ⊗ f̄1)

converges in L2
μ×μ to some F ∈ L∞

μ×μ which is invariant under T × T . We
claim that F = 0, which will imply (7.24) and (7.21) by van der Corput’s
lemma (Theorem 7.11).

The proof of the claim will rely on the argument we used to give the
implication (5) =⇒ (2) in Theorem 2.36 on p. 58. We isolate the statement
needed in the form of a lemma (which follows easily from Theorem B.3).

Lemma 7.16. Let (X, B, μ, T ) be any measure-preserving system on a Borel
probability space. Suppose that K : L2

μ → L2
μ is a compact self-adjoint opera-

tor commuting with UT . Then all eigenspaces of K with non-zero eigenvalue
are finite-dimensional, UT -invariant and spanned by eigenfunctions of UT .
An operator induced by a T × T -invariant kernel F with F (y, x) = F (x, y)
satisfies all these assumptions.

Recall that any kernel in L2
μ×μ defines a compact operator on L2

μ, hence

KH : g �→
∫

FH(x, y)g(y) dμ(y)

and
K : g �→

∫

F (x, y)g(y) dμ(y)

are compact operators on L2
μ. Moreover, the operator norm of an operator

defined by an L2
μ kernel is bounded by the L2

μ-norm of the kernel. In par-
ticular, since FH converges to F in L2

μ×μ, the operator KH converges to K
with respect to the operator norm. Finally, notice that if ζ ∈ L2(X, K )
is an eigenfunction of UT (any such eigenfunction is K -measurable by the
definition of the Kronecker factor), then

∫

Uh
T f̄1ζ dμ =

∫

E
(

Uh
T f̄1ζ

∣
∣K

)

dμ =
∫

Uh
T E

(

f̄1

∣
∣K

)

ζ dμ = 0

since we are assuming that E
(

f1

∣
∣K

)

= 0. This shows that KHζ = 0 and
so Kζ = 0 by taking the limit. Since FH(y, x) = FH(x, y) for all H, the
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same holds for F . However, F is T × T -invariant and so by Lemma 7.16 the
compact self-adjoint operator K has the property that all its eigenspaces for
non-zero eigenvalues are finite-dimensional and generated by eigenfunctions
of UT . Since all eigenfunctions of UT belong to the kernel of K we have K = 0,
and so F = 0 as claimed.

To complete the proof of the proposition we also have to show (7.21) under
the assumption that E

(

f2

∣
∣K

)

= 0. In this case we can use (7.22) instead
of (7.23), and we can proceed as in the first case. However, in this case we
need to show that

1
H

H∑

h=1

∣
∣
∣
∣

∫

X

f2U
2h
T f2 dμ

∣
∣
∣
∣
→ 0

as H → ∞, which in turn follows from

FH =
1
H

H∑

h=1

U2h
T×T (f2 ⊗ f̄2) → 0

in L2
μ×μ. As before, we know by the mean ergodic theorem (this time ap-

plied for T 2 × T 2 on L2
μ×μ) that FH converges to some F ∈ L2

μ×μ invariant
under T 2 × T 2.

By applying Lemma 7.16 to T 2 we know that the eigenspaces of the com-
pact operators are sums of eigenspaces of UT 2 . We claim that an eigenspace
of UT 2 is at most the sum of two eigenspaces of UT , if it is not an eigenspace
of UT itself. Let Vλ ⊆ L2

μ be the eigenspace of UT 2 with eigenvalue λ ∈ S
1.

Let η ∈ S
1 be a square root of λ; then for any v ∈ Vλ

v =
v + η−1UT (v)

2
+

v − η−1UT (v)
2

,

and it is easily checked that

v ± η−1UT (v)
2

is an eigenvector of UT with eigenvalue ±η. As in the first case, this together
with the assumption E

(

f2

∣
∣K

)

= 0 implies that F = 0 as needed. �

Exercises for Sect. 7.6

Exercise 7.6.1. Give a proof of Theorem 7.14 in the case of a Kronecker fac-
tor that does not use Theorem 6.10, but uses only the fact that eigenfunctions
span a dense subset of L2

μ.
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7.7 Definitions

In this section we introduce the two complementary notions of compact exten-
sion and weak-mixing extension; once again Fig. 7.2 summarizes how these
will be used in the final induction.

A Kronecker system (that is, a rotation R on a compact group G) has the
following property: For any f ∈ L2

mG
(G), the orbit {Un

Rf}n∈Z is a totally
bounded subset of L2

mG
(G) (that is, is relatively compact). This is not a

property shared by all measure-preserving systems, as shown by the next
example.

Example 7.17. Let X = T
2 and define(69) a map T : X → X by

T : x =
(

y
z

)

�→
(

y + α
z + y

)

.

The iterates of the map T take the form

Tn :
(

y
z

)

�→
(

y + nα
z + ny + c(n, α)

)

for some function c : Z × T → T. It follows that the map T does not have
the totally-bounded orbits property of a Kronecker system. For example, the
function

f : T
2 → C

defined by

f

(
y
z

)

= e2πiz

has

Un
T f

(
y
z

)

= e2πic(n,α)e2πi(z+ny),

so Un
T f and Um

T f are orthogonal and hence are distance
√

2 apart in L2
m

T2
(T2)

for all m �= n.

We will use the same notation from now on: (X, BX , μ, T ) is an extension
of (Y,BY , ν, S), and the variable y denotes the image of x ∈ X under the
factor map.

Although the function f appearing in Example 7.17 does not have a totally
bounded orbit, the functions arising in the orbit still have a very simple form.
This is particularly so when they are viewed as functions of z for fixed y. The
next definition makes this simplicity more precise.

Definition 7.18. Suppose that X is an extension of Y (equivalently, Y is a
factor of X).
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X = (X, BX , μ, T )
↓

Y = (Y,BY , ν, S)

Then a function f in L2
μ(X) is almost-periodic (AP) with respect to Y if, for

every ε > 0, there exist r � 1 and functions g1, . . . , gr ∈ L2
μ(X) such that

min
s=1,...,r

‖Un
T f − gs‖L2

μA
y

< ε

for all n � 1, and for almost every y ∈ Y . The extension X → Y is a compact
extension if the set of functions almost-periodic with respect to Y is dense
in L2

μ(X).

Example 7.19. The map T : T
2 → T

2 constructed in Example 7.17 is a com-
pact extension of the circle rotation Rα : T → T. The character

(
y
z

)

�→ e2πiz

is mapped to the function
(

y
z

)

�→ C(n, α, y)
︸ ︷︷ ︸

modulus 1

e2πiz

in L2
μy

, so the orbit is a totally bounded subset of L2
μy

since we can take

gi(z) = λie2πiz

for some ε-dense subset {λ1, . . . , λr} ⊆ S
1. This argument applies to all

characters and linear combinations of characters, giving a dense subset.
An example of a function that is not AP relative to the rotation Rα for α

irrational is

f :
(

y
z

)

�→ e2πikz

for y ∈
(

1
k+1 , 1

k

]

, since for a fixed y the set {Un
T f} contains scalar multiples

of z �→ e2πikz for all k � 1 (where the constant has absolute value one and
depends on y) and is therefore not totally bounded in L2

μy
.

Just as weak-mixing and Kronecker systems are opposite extremes to one
another, the following notion is opposite to the case of a compact extension.

Definition 7.20. Let (X, BX , μ, T ) be an ergodic measure-preserving sys-
tem on a Borel probability space. The extension

X = (X, BX , μ, T )
↓

Y = (Y,BY , ν, S)
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is relatively weak-mixing (relative to Y) if the system (X × X,μ ×Y μ, T × T )
is ergodic, where μ ×Y μ is the relatively independent joining over Y. If Y is
trivial, then the extension X → Y is relatively weak-mixing if and only if X
is a weak-mixing system.

To understand the motivation for this terminology, notice that if Y is
trivial, then the relatively independent joining is precisely the product mea-
sure μ × μ on X × X, so by Theorem 2.36 the extension X → Y is relatively
weak-mixing if and only if X is a weak-mixing system if Y is trivial.

Exercises for Sect. 7.7

Exercise 7.7.1. Prove that the systems that appear in the proof of Weyl’s
equidistribution theorem (Theorem 1.4, proved in Sect. 4.4.3) may be ob-
tained by taking finitely many compact extensions of a circle rotation.

Exercise 7.7.2. If X → Y is a relatively weak-mixing extension, and the
system (Z, U,C , λ) is ergodic with (Y, S) as a factor, prove that

(X × Z, T × U, μ ×Y λ)

is ergodic.

Exercise 7.7.3. Let X → Y be a relatively weak-mixing extension, and
consider any measure-preserving system (Z, U,C , λ). Prove that all T × S-
invariant sets in the system (X × Z, T × S, μ × λ) are contained in A × C .

Exercise 7.7.4. Show that if (X,T ) → (Y, S) is a relatively weak-mixing
extension∗ then for any k � 1 the induced extension (X,T k) → (Y, Sk) is
also relatively weak-mixing.

Exercise 7.7.5. Show that the skew-product example in Example 7.17 is not
relatively weak-mixing over the rotation Rα.

7.8 Dichotomy Between Relatively
Weak-Mixing and Compact Extensions

It is too much to expect that an extension is either relatively weak-mixing
or compact. Indeed it is clear that there are more complicated possibilities
(the system in Example 7.17 is neither a compact extension nor a weak-

∗ This exercise requires the definition of relatively weak-mixing to be extended to allow
the factor system to be non-ergodic; if Y = (Y, S) is not ergodic, then the extension X →
Y is said to be relatively weak-mixing if all invariant sets in the relatively independent
joining X ×Y X are sets in Y modulo null sets.
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mixing extension of the trivial system, for example). However, a weaker form
of this fundamental dichotomy does hold: an extension can only fail to be
weak-mixing if there is an intermediate non-trivial compact extension.

Theorem 7.21. Let (X, B, μ, T ) be an ergodic measure-preserving system on
a Borel probability space and suppose that

(X, B, μ, T )
↓

(Y,A , ν, S)

is an extension of measure-preserving systems. Then one of the following
holds:

• X is a relatively weak-mixing extension of Y; or

• there exists an intermediate extension X∗ (factors X → X∗ → Y) with the
property that X∗ is a non-trivial compact extension of Y.

This structure theorem explains the chain of factors in Fig. 7.2. Starting
with the Kronecker factor (which is present only if X is not weak-mixing), one
can find a chain of compact extensions until the original system is a relatively
weak-mixing extension of a factor which is a limit of chains of compact exten-
sions. In the proof, we will make use of the material on relatively independent
joinings from Sect. 6.5 without comment. We will also use y to denote the
image of x in Y corresponding to [x]A , and when the factor system is thought
of in terms of the T -invariant sub-σ-algebra A , we will use T for the factor
map on Y as well as the map on X. Similarly we will write μA

x as well as μA
y

for the conditional measure on [x]A .
Proof of Theorem 7.21. Let

X̃ =
(

X̃ = X × X, B ⊗ B, μ̃ = μ ×Y μ, T̃ = T × T
)

and assume that X → Y is not relatively weak-mixing. Then there is a non-
constant function H ∈ L ∞(X̃) invariant under T̃ . We will use the function H
in a similar way to the proof of the implication (5) =⇒ (2) in Theorem 2.36
(cf. Lemma 7.16) to define the following operator. For φ ∈ L 2(X, B, μ) define

H ∗ φ(x) =
∫

H(x, x′)φ(x′) dμA
x (x′).

Notice however that we do not claim that φ �→ H ∗ φ is a compact operator
on L2(X, B, μ). To see that it defines a bounded operator on L2(X, B, μ)
(and indeed, to see that H ∗ φ(x) is defined almost everywhere) we give an
alternative description that will also be useful later.

Write NX = {∅, X} for the trivial σ-algebra on X. We claim that
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H ∗ φ(x) = E
(

H(x, x′)φ(x′)
︸ ︷︷ ︸

∈L2( eX)

∣
∣B × NX

)

(x,

︸ ︷︷ ︸

∈L2(X)⊆L2( eX)

·), (7.25)

where we indicate in the argument on the right-hand side that the function
only depends on the first coordinate.

To see the claim it is sufficient to know that

μ̃B×NX

(x,x′) = δx × μA
x . (7.26)

This follows from Proposition 6.16(4) combined with Proposition 5.20 applied
to the σ-algebras

A × NX =
eμ

NX × A ⊆ B × NX ⊆ B ⊗ B.

Alternatively, we may appeal to Proposition 5.19 directly as follows. First, the
measure δx × μA

x is independent of x′, and therefore is B ×NX -measurable.
Moreover, δx × μA

x is supported on {x} × X, which is the B × NX -atom
of (x, x′).

Fig. 7.3 Explanation of eμ
B×NX
(x,x′) = δx × μA

x

Finally,
∫

δx × μA
x dμ̃(x, x′) =

∫

δx × μA
x dμ(x)

=
∫∫

δx × μA
x dμA

z (x) dμ(z)

since μ =
∫

μA
z dμ(z), and so
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∫

δx × μA
x dμ̃(x, x′) =

∫ (∫

δx dμA
z (x)

)

× μA
z dμ(z)

=
∫

μA
z × μA

z dμ(z) = μ̃,

since μA
x = μA

z for μA
z -almost every x ∈ X. The claim now follows by

Proposition 5.19. The idea behind this is illustrated in Fig. 7.3.
Now, by Corollary 5.24,

UT (H ∗ φ) (x) = H ∗ φ(Tx)

=
∫

H(Tx, x′)φ(x′) dμA
Tx(x′)

=
∫

H(Tx, Tx′)
︸ ︷︷ ︸

=H(x,x′)

φ(Tx′) dμA
x (x′)

= H ∗ (UT φ) (x). (7.27)

If φ ∈ L ∞(X) then {Un
T φ | n ∈ Z} ⊆ L∞

μA
y

for any fixed y ∈ Y . Recall our
convention that y ∈ Y always stands for the image of x ∈ X (and hence
corresponds to [x]A ). Since φ �→ H ∗ φ is a compact operator L2

μA
y

→ L2
μA

y

(see Sect. B.3), it follows from (7.27) that for any fixed y the set

{Un
T (H ∗ φ) | n ∈ Z} ⊆ L2

μA
y

is totally bounded for any φ ∈ L ∞(X).
Note, however, that the number of functions in L2

μA
y

required to ε-
cover {Un

T (H ∗ φ) | n ∈ Z} (that is, to have the property that the ε-balls
around them together cover the set) may still depend on the point y, in
contrast to the uniformity in Definition 7.18. We claim that the potential
variation in y does not cause a problem, and thus that H ∗ φ is AP relative
to Y.

To see this, fix ε > 0 and y in Y . Then there exists M(y) such that

{UT j (H ∗ φ) | |j| � M(y)}

is ε-dense in {UT n (H ∗ φ)} with respect to μA
y . Choosing M(y) to be the

smallest such number defines a measurable function M : Y → N. Notice
that {y ∈ Y | M(y) � M} is the set of all y ∈ Y with the property that for
all m ∈ Z there is some j with |j| � M for which

‖Um
T (H ∗ φ) − U j

T (H ∗ φ) ‖L2
μy

< ε.

Therefore, {y ∈ M | M(y) � M} is a measurable set and M is a measurable
function. It follows that there is an M ∈ N with the property that
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A = {y ∈ Y | M(y) � M} ∈ A

has positive measure. For any j with |j| � M we define the function gj by
the properties

gj(x) =

{

U j
T (H ∗ φ) (x) = H ∗ (U j

T φ)(x) if y ∈ A;
gj(Tmx) if y, Ty, . . . , Tm−1y /∈ A and Tmy ∈ A.

As before, y ∈ Y corresponds to [x]A for x ∈ X. Notice that this defines gj

almost everywhere by ergodicity. For y ∈ A, by assumption,

min
−M�j�M

‖Un
T (H ∗ φ) − gj‖L2

μA
y

< ε

for all n ∈ Z. Similarly, if y, Ty, . . . , Tm−1y /∈ A and Tmy ∈ A then we can
use the above case for Tmy to get

‖Un
T (H ∗ φ) − Um

T gj
︸ ︷︷ ︸

=gj

‖L2
μA

y

= ‖Un−m
T (H ∗ φ) − gj‖L2

μA
T my

so
min

−M�j�M
‖Un

T (H ∗ φ) − gj‖L2
μA

y

< ε

for all n ∈ Z and almost every y. In other words H ∗ φ is AP relative to Y
as claimed earlier. To make use of this we need to know, however, that there
exists some φ for which H ∗ φ is not a function on Y (that is, is not A -
measurable modulo μ).

Lemma 7.22. There is a function φ ∈ L∞(X) such that H ∗ φ /∈ L2(Y ).

Proof. Suppose there is no such function, and choose a sequence (Pn) of
finite partitions of X with the property that

σ

⎛

⎝
⋃

n�1

σ(Pn)

⎞

⎠ = B.

Then for x2 ∈ P ∈ Pn, the definition of conditional expectations implies
that

E
(

H
∣
∣B × σ (Pn)

)

(x1, x2) =
E

(

H · χX×P

∣
∣B × NX

)

(x1, x2)
E

(

χX×P

∣
∣B × NX

)

(x1, x2)
. (7.28)

By the earlier reformulation of the operator φ �→ H ∗ φ in (7.25) and our
assumption, the numerator

E
(

H · χX×P

∣
∣B × NX

)

(7.29)
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is A × NX -measurable. The same applies to the denominator

E
(

χX×P

∣
∣B × NX

)

(x1, x2) = μA
x1

(P ) (7.30)

(using the fact that μ̃B×NX

(x1,x2)
= δx1 × μA

x1
proved after (7.26)). Since the

formula in (7.28) holds under the assumption that x2 ∈ P ∈ Pn, and
both of the expressions (7.29) and (7.30) are A × NX -measurable, it fol-
lows that E

(

H
∣
∣B × σ(Pn)

)

is A × σ(Pn)-measurable. By the increasing
martingale theorem (Theorem 5.5) applied to the sequence

B × σ(Pn) ↗ B ⊗ B,

we deduce that H is A ×B-measurable. However, by Proposition 6.16(4) we
have A ×NX = NX ×A modulo μ̃, so H is actually NX ×BX -measurable.
Thus H is a function of x2 ∈ X alone. Since H is a non-constant invariant
function, this contradicts the ergodicity of T . �

Thus the set

F = {f ∈ L∞(X) | f is AP relative to Y}

contains functions that are not A -measurable. We claim that F is an algebra
of functions; the only (slightly) difficult part of this assertion is to show
that F is closed under multiplication.

Suppose that f1, f2 ∈ F , gj ∈ L2(X) for j = 1, . . . , J , and hk ∈ L2(X)
for k = 1, . . . ,K, are functions with the properties that

min
j

‖Un
T f1 − gj‖L2

μA
y

<
ε

‖f2‖∞
(7.31)

and
min

k
‖Un

T f2 − hk‖L2
μA

y

<
ε

‖f1‖∞
(7.32)

for almost every y ∈ Y . Notice that we can modify gj if necessary to ensure
that ‖gj‖∞ � ‖f1‖∞ for all j = 1, . . . , J . Then

‖Un
T (f1f2) − gjhk‖L2

μA
y

< ‖Un
T f2 (Un

T f1 − gj) ‖L2
μA

y

+‖gj (Un
T f2 − hk) ‖L2

μA
y

< 2ε

if j and k are chosen so as to minimize the expressions in (7.31) and (7.32).
This implies that f1f2 ∈ F , so F is an algebra.

Let B∗ denote the smallest σ-algebra with respect to which the members
of F are measurable. Since F is invariant under UT , B∗ is invariant under T .
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We will show that F ⊆ L2(X, B∗) is dense, from which it follows that B∗

defines a factor of X that is a non-trivial compact extension X∗ of Y.
To see that F is dense in L2(X, B∗), fix f ∈ F , ε > 0 and an inter-

val [a, b] ⊆ R. By the Stone–Weierstrass Theorem, χ[a,b] may be approxi-
mated arbitrarily closely by a polynomial p ∈ R[t] on [−‖f‖∞, ‖f‖∞]. Thus
there is a polynomial p with

‖χ[a,b] − p‖L2
f∗μ

< ε

or equivalently
‖χf−1[a,b] − p(f)‖2 < ε.

This shows that all the generators of B∗ can be approximated by elements
of the algebra F . Let

C = {B ∈ B∗ | χB belongs to the L2-closure of F}.

Since f ∈ F implies that 1−f ∈ F , C ∈ C implies that X�C ∈ C . Suppose
now that C1, C2 ∈ C and ε > 0, then there exists f1 ∈ F with

‖χC1 − f1‖2 <
ε

‖f2‖∞

and f2 ∈ F with
‖χC2 − f2‖2 <

ε

‖f1‖∞
.

This implies that ‖χC1χC2 − f1f2‖2 < 2ε, showing that C1 ∩ C2 ∈ C . Thus
the functions χC1 , χC2 , χC1∩C2 can all be approximated, so the same holds
for

χC1∪C2 = χC1 + χC2 − χC1∩C2 ,

which implies that C1 ∪C2 ∈ C . Thus C is an algebra; since every countable
union can be approximated by a finite union C is in fact a σ-algebra. It
follows that C = B∗, so by considering simple functions we see that F is
dense in L2

μ(X∗) as claimed. �

7.9 SZ for Compact Extensions

We have already established that every Kronecker system satisfies the SZ
property. By Theorem 7.21 from the last section there is, for a given sys-
tem X = (X, B, μ, T ), either an intermediate compact extension X∗ of the
Kronecker factor Y, or X is a relatively weak-mixing extension of Y. In the
former case we want to prove property SZ for X∗ first and proceed induc-
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tively through the sequence of factors∗ in Fig. 7.2. Thus we need to prove the
following proposition regarding compact extensions.

Proposition 7.23. Let
X = (X, B, μ, T )

↓
Y = (Y,A , ν, S)

be a compact extension of invertible measure-preserving systems on Borel
probability spaces. If Y is SZ, then so is X.

As seen in Example 7.19, it is not true that any function f ∈ L∞(X) in
the compact extension X of Y is automatically AP relative to Y. The next
lemma will be used to circumvent this problem in the case of characteristic
functions.

Lemma 7.24. In the notation of Proposition 7.23, let B ∈ B have μ(B) > 0.
Then there exists a set B̃ ⊆ B with μ(B̃) > 0 such that

• χ
eB is AP relative to Y, and

• μA
y (B̃) > 1

2μ(B̃) or μA
y (B̃) = 0 for all y ∈ Y .

Proof. Both properties of the lemma will be achieved by removing an ele-
ment A ∈ A from B (in other words, by removing a collection of entire A -
atoms). We will do this in two stages, first defining B′ ⊆ B which satisfies
the second property, and then defining B̃ ⊆ B′. Notice that if we indeed
have B̃ = B′�A for some A ∈ A , and B′ satisfies the second property, then
so does B̃.

Let
B′ = {x ∈ B | μA

y (B) > 1
2μ(B)}.

Hence, if y /∈ B′ then we have some x ∈ B�B′ that is mapped to y, and

μA
y (B�B′) = μA

y (B) � 1
2μ(B),

and integration over y ∈ Y yields μ(B�B′) � 1
2μ(B).

Moreover, since μ(B) > 0 we have μ(B′) > 0 and

μA
x (B′) > 1

2μ(B) � 1
2μ(B′)

for every x ∈ B′, so the set B′ satisfies the second property of the lemma.
We now proceed to define B̃. Choose a decreasing sequence (ε�)��1

with ε� > 0 for all � � 1 and with

∗ Even though the result in this section is the next logical step, the reader may wish to look

at the argument for sequences of factors in the next section, which is both independent
and easier, and may help the reader to prepare for the current argument.
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∞∑

�=1

ε� < 1
2μ(B′).

For every � � 1, there is an AP function f� such that

‖χB′ − f�‖2
L2

μ
=

∫

|χB′ − f�|2 dμ < ε2
�

by density. Let
A� = {y ∈ Y | ‖χB′ − f�‖2

L2
μA

y

� ε�},

then
μ(A�) � 1

ε�

∫

A�

‖χB′ − f�‖2
L2

μA
y

dν(y) � ε�.

Let
B̃ = B′�

⋃

��1

A�,

so in particular μ(B̃) � 1
2μ(B′). As explained earlier, either

μA
y (B̃) > 1

2μ(B̃)

or
μA

y (B̃) = 0,

since
⋃

� A� ∈ A . Finally, for the AP property, fix ε > 0 and choose some �
with ε� < 1

2ε. Then if Tny /∈
⋃

� A�,

‖Un
T χ

eB − Un
T f�‖L2

μA
y

= ‖χ
eB − f�‖L2

μA
T ny

= ‖χB′ − f�‖L2
μA

T ny

< ε� < 1
2ε.

On the other hand, if Tny ∈
⋃

� A� then

‖Un
T χ

eB‖L2
μA

y

= ‖χ
eB‖L2

μA
T ny

= 0.

Since f� is AP relative to Y, there exist functions g1, . . . , gm with

min
1�j�m

‖Un
T f� − gj‖L2

μA
y

< 1
2ε

almost everywhere; set g0 = 0 to deduce that

min
0�j�m

‖Un
T χ

eB − gj‖L2
μA

y

< ε,

showing the AP property. �
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7.9.1 SZ for Compact Extensions via van der Waerden

The following approach to the SZ property for compact extensions (Proposi-
tion 7.23) is taken from the notes of Bergelson [26], and uses van der Waer-
den’s theorem (Theorem 7.1).
Proof of Proposition 7.23 using van der Waerden. By Lemma 7.24,
we may assume that f = χB is AP and that there exists some set A ∈ A
of positive measure with μA

y (B) > 1
2μ(B) for y ∈ A. We will use SZ for A

(for arithmetic progressions of quite large length K) to show SZ for B (for
arithmetic progressions of length k). Given ε = μ(B)

6(k+1) > 0 we may find (using
the AP property of f) functions g1, . . . , gr such that

min
1�s�r

‖Un
T f − gs‖L2

μA
y

< ε

for all n ∈ Z and almost every y ∈ Y . We may assume that ‖gs‖∞ � 1
for s = 1, . . . , r. By Theorem 7.1 we may choose a K for which any coloring
of {1, . . . ,K} with r colors contains a monochrome arithmetic progression of
length k + 1. There is some c1 > 0 for which

RK = {n ∈ N | ν
(

A ∩ S−nA ∩ · · ·S−KnA
)

> c1}

has positive lower density. In fact this follows from SZ for A: If

lim inf
N→∞

1
N

N∑

n=1

ν
(

A ∩ S−nA ∩ · · · ∩ S−KnA
)

� c0 > 0,

then, for large enough N and some c1 > 0 depending only on c0, we must
have

1
N

|RK ∩ [1, N ]| > c1.

Let n ∈ RK . Then, for every y ∈ A ∩ S−nA ∩ · · · ∩ S−KnA, we have

min
1�s�r

‖U in
T f − gs‖L2

μA
y

< ε

for 1 � i � K. We may use this to choose a coloring c(i) on [1, K] with r
colors (that depends on y and n) by requiring that

‖U in
T f − gc(i)‖L2

μA
y

< ε.

By van der Waerden’s theorem there is a monochrome progression

{i, i + d, . . . , i + kd} ⊆ {1, . . . ,K}

and so there is some gs(y) = g∗ for which
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‖U (i+jd)n
T f − g∗‖L2

μA
y

< ε

for j = 0, . . . , k. Writing g̃ = U−in
T g∗, this means that

‖U jdn
T f − g̃‖L2

μA
Siny

< ε

for j = 0, . . . , k. Since j = 0 is allowed here, we also get

‖U jdn
T f − f‖L2

μA
Siny

< 2ε (7.33)

for j = 1, . . . , k. This shows that, for a given n, the set

A ∩ S−nA ∩ · · · ∩ S−KnA

is partitioned into finitely many sets Dn,1, . . . , Dn,M , where M is the num-
ber of arithmetic progressions of length (k + 1) in [1, K], with the property
that i, d, g̃ do not change within such a given set. In particular, if n ∈ RK ,
and so

μ(A ∩ S−nA ∩ · · · ∩ S−KnA) > c1,

then for one of these sets D (with corresponding progression

{i, i + d, . . . , i + kd}

in [1, K]), we have μ(D) > c1
M .

Since D ⊆ A ∩ S−nA ∩ · · · ∩ S−KnA, we have

μA
Siny (B) > 1

2μ(B).

Thus, by the choice of ε, we have

μA
Siny(B ∩ T−dnB ∩ · · · ∩ T−k(dn)B) =

∫

fUdn
T f · · ·Ukdn

T f dμA
Siny

>

∫

fk+1 dμA
Siny − (k + 1)ε

(by (7.33))
> 1

2μ(B) − (k + 1)ε = 1
3μ(B).

Recall that this holds for all y ∈ D, and that on this set i is constant, hence
we may integrate the above inequality (with respect to Siny ∈ SinD) to get

μ
(

B ∩ T−dnB ∩ · · · ∩ T−k(dn)B
)

> 1
3μ(B)ν(D) � c1

3M μ(B)

which holds for all n ∈ RK . Note that the number d ∈ [1, K] may depend
on n. To summarize, let R′ be the set of those n for which
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μ
(

B ∩ T−nB ∩ · · · ∩ T kn
)

� c1

3M
μ(B).

Then we have shown that for every n ∈ RK there is some d ∈ [1, K] for
which dn ∈ R′. This implies that the lower density of R′ is positive, in fact
that

lim inf
N→∞

|R′ ∩ [1, N ]|
N

� c1

2K2
.

To see this, suppose that N is large, so we have more than c1
2K N elements n

in RK ∩ [1, N
K ], and for each of those n there exists a d ∈ [1, K] with dn ∈ R′.

As there are at most K many n′ which can give rise to the same dn, the claim
follows. This gives the theorem. �

7.9.2 A Second Proof

The following argument, taken from the survey [107] by Furstenberg, Katznel-
son and Ornstein, does not use van der Waerden’s theorem. It has the advan-
tage that in showing the SZ property for k-term arithmetic progressions in
the extension, it only uses the SZ property for k-term arithmetic progressions
in the factor. There is a price to pay for this, in that the argument is a little
more complicated.
Second Proof of Proposition 7.23. By Lemma 7.24 we may assume that
the function f = χB is AP, and that there exists a set A ∈ A of positive
measure with μA

y (B) > 1
2μ(B) for y ∈ A. By assumption, the factor Y

satisfies the SZ property, which we will apply to a subset Ã of A found below.
We will then use the AP property for f = χB to prove the SZ property for B.

In fact we claim that for any ε > 0 there exists a subset Ã ⊆ A of positive
measure and a finite set F ⊆ Z such that for any n � 0 there is some m ∈ F
with

‖f − U
�(n+m)
T f‖L2

μA
y

� ε (7.34)

for � = 1, . . . , k, whenever y ∈
⋂k

�=0 T−�nÃ (though we will use the claim only
for ε = 1

4μ(B).) Roughly speaking, this statement is desirable as there will be
many such points y ∈ Ã and n � 0 (by property SZ applied to the set Ã) and
the restriction that m belongs to a fixed finite set F will allow us to deduce
that there must be elements x ∈

⋂k
�=0 T−�pB for infinitely many p � 0. The

inequality (7.34) may be viewed as the relative version of the fact that in a
Kronecker system the set

{n ∈ Z | ‖f − Un
T f‖2 < ε}

is syndetic. As we will see, the claim (7.34) implies the main result rather
quickly.
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To prove the claim we introduce some notation. Let

L (y) = {
(

f, Um
T f, . . . , Ukm

T f
)

| m ∈ Z} ⊆
(

L2
μA

y

)k+1

where we equip the space
(

L2
μA

y

)k+1 with the norm

‖ (f0, f1, . . . , fk) ‖ = max
�=0,...,k

‖f�‖L2
μA

y

.

Clearly L (y) is a totally bounded subset of
(

L2
μA

y

)k+1 with respect to this
norm. It follows that the same holds for the subset

L ∗(y) = {
(

f, Um
T f, . . . , Ukm

T f
)

| m ∈ Z, y ∈
k⋂

�=0

T−�mA}.

The additional condition in the definition of L ∗(y) forces every component
of the vector

(

f, Um
T f, . . . , Ukm

T f
)

to be a non-zero element of L2
μA

y
. (Recall that f = χB and μA

x (B) > 1
2μ(B)

for y ∈ A.)
Since L ∗(y) is totally bounded, for every ε > 0 there exists a finite max-

imal ε-separated subset of L ∗(y). A set is called ε-separated if any pair of
elements are at distance greater than ε from each other.

For any finite set F ⊆ Z define gF (y) = 0 if y /∈
⋂k

�=0

⋂

m∈F T−�mA and
define

gF (y) = min
m�=m′∈F

max
�=0,...,k

‖U �m
T f − U �m′

T f‖L2
μA

y

if y ∈
⋂k

�=0

⋂

m∈F T−�mA. Thus gF (y) measures how widely separated the
vectors corresponding to F ⊆ Z are in L ∗(y).

Also define

Sepε(F ) = {y | gF (y) > ε but g
eF � ε whenever |F̃ | > |F |}

=
{

y ∈
k⋂

�=0

⋂

m∈F

T−�mA | F defines a maximal ε-separated

subset of L ∗(y)
}

.

The sets Sepε(F ) ∈ A for all finite subsets F ⊆ Z cover A: for almost every y
in A the set L ∗(y) is non-empty (because, for example, we may set m = 0
in the definition of L ∗(y)), and since f is AP there exists a set F with the
property that y ∈ Sepε(F ). Therefore, there exists a set F such that Sepε(F )
has positive measure. Moreover, there exists η > 0 such that
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{y | gF (y) > ε + η but g
eF (y) � ε for all |F̃ | > |F |} (7.35)

has positive measure. Let Ã ∈ A be a subset of the set defined by (7.35)—and
hence also of A—with μ(Ã) > 0 and with the property that for all m, m′ ∈ F
the function

‖U �m
T f − U �m′

T f‖L2
μA

y

(7.36)

changes its values inside Ã by less than η. Such a set may be found by decom-
posing the set (7.35) into finitely many measurable subsets each satisfying
the property. We now assume that y ∈

⋂k
�=0 T−�nÃ for some integer n � 0

(the existence of sufficiently many y and n with this property follows from
property SZ for the set Ã). Since T �ny ∈ Ã we have gF (T �ny) > 0 by the
construction of Ã. From the definition of gF , it follows that

T �(m+n)y = T �m(T �ny) ∈ A

for all m ∈ F . The next lemma is the main step towards the proof of the
claim in inequality (7.34), and hence Proposition 7.23.

Lemma 7.25. For any y ∈
⋂k

�=0 T−�nÃ, the set

B = {(f, Un+m
T f, . . . , U

k(n+m)
T f) | m ∈ F}

is an ε-separated subset of L ∗(y).

Proof. Since T �(n+m)y ∈ A for � = 0, . . . , k and m ∈ F , the set B is
in L ∗(y). Take m, m′ ∈ F , m �= m′. Since y ∈ Ã belongs to the set in (7.35),
there exists � � k with

‖U �m
T f − U �m′

T f‖L2
μA

y

> ε + η.

Since, moreover, Tn�y ∈ Ã we conclude from the small variance in (7.36)
inside Ã that

‖U �m
T f − U �m′

T f‖L2
μA

T �ny

> ε,

and so
‖U �(m+n)

T f − U
�(m′+n)
T f‖L2

μA
y

> ε,

which proves the lemma. �
However, the set corresponding to F̃ = {0} ∪ (F + n), that is

{(f, f, . . . , f)} ∪ {(f, Un+m
T f, . . . , U

k(n+m)
T f) | m ∈ F},

cannot be ε-separated by (7.35).
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Thus, for any y ∈
⋂k

�=0 T−�nÃ, there is an m ∈ F such that (f, . . . , f)
is ε-close to (f, Un+m

T f, . . . , U
k(n+m)
T f), so

‖f − U
�(n+m)
T f‖L2

μA
y

� ε (7.37)

for � = 1, . . . , k. This was precisely our claim.
We now apply the claim with ε = μ(B)/4k to prove the proposition.

Since f = χB we have ‖f − U i
T f‖∞ � 1 for any i. Write ≈

ε
for equality to

within error ε (as in (7.37)). Assume once more that y lies in
⋂k

�=0 T−�nÃ,
and let m be as in (7.37). Then

μA
y

(
k⋂

�=0

T−�(n+m)B

)

=
∫

f Un+m
T f

︸ ︷︷ ︸

≈
ε

f

· · ·Uk(n+m)
T f

︸ ︷︷ ︸

≈
ε

f

dμA
y

=
∫

fk+1 dμA
y +

+
k∑

�=1

∫

f �
(

U
�(n+m)
T f − f

)

︸ ︷︷ ︸

‖·‖
L2

μA
y

<ε

U
(�+1)(n+m)
T f · · ·Uk(n+m)

T f dμA
y

� μA
y (B) − kε � 1

2μ(B) − 1
4μ(B) = 1

4μ(B),

where we used the second property of B ensured by Lemma 7.25 and our
choice of ε.

Note that here m depends on y, but the set F is fixed. Thus

∑

m∈F

μA
y

(
k⋂

�=0

T−�(n+m)B

)

� 1
4
μ(B). (7.38)

Integrating the inequality (7.38) over
⋂k

�=0 T−�nÃ gives

∑

m∈F

μ

(
k⋂

�=0

T−�(n+m)B

)

� 1
4
μ(B)μ

(
k⋂

�=0

T−�nÃ

)

,

so

|F | lim inf
N→∞

1
N

N∑

p=1

μ

(
k⋂

�=0

T−�pB

)

� 1
4
μ(B) lim inf

N→∞

1
N

N∑

n=1

μ

(
k⋂

�=0

T−�nÃ

)

> 0

as required. �
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7.10 Chains of SZ Factors

We already showed that the Kronecker factor and any factor that can be
obtained by a finite number of compact extensions of the Kronecker factor
satisfy property SZ. However, there seems to be no reason why it should
be possible to attain the original system in this manner. Thus we need to
show that property SZ survives taking limits in the following sense (cf. The-
orem 6.5).

Proposition 7.26. Let X = (X, B, μ, T ) be invertible measure-preserving
system on a Borel probability space, and let A1 ⊆ A2 ⊆ · · · be an increasing
chain of factors (that is, T -invariant sub-σ-algebras of B). Assume that An

is SZ for all n � 1. Then the factor σ
(
⋃

n�1 An

)

is SZ also.

Proof. Let A = σ
(
⋃

n�1 An

)

and let A ∈ A . Then for any ε > 0 there
exists some n � 1 and a set A1 ∈ An with

μ (A�A1) < ε.

Fix k � 1, let η = 1
2(k+1) and use the construction above for ε = 1

4ημ(A). We
define

A0 = {y ∈ A1 | μAn
y (A) � 1 − η},

and claim that μ(A0) > 1
2μ(A). This set will allow us to transport property

SZ from An to A (see Fig. 7.4 for an indication of why the set A0 could be
helpful). To see the claim, notice that

ε = 1
4ημ(A) > μ(A1�A) (by definition of A1)

=
∫

A1

μAn
y (A1�A) dμ(y) (since A1 ∈ An)

�
∫

A1�A0

(

1 − μAn
y (A)

)

︸ ︷︷ ︸

�η

dμ(y)

� ημ(A1�A0), (by definition of A0),

and so
μ(A1�A0) < 1

4μ(A).

This implies that

μ (A0) = μ (A1) − μ (A1�A0) > 3
4μ (A) − 1

4μ (A)

by the construction of A1. It follows that μ(A0) > 1
2μ(A) as claimed.

We now show that k-multiple recurrence for the set A0 ∈ An proves k-
multiple recurrence for the given set A. More concretely, we claim that
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Fig. 7.4 The set A ∈ A is approximated by A0 ∈ An in a stronger sense than it is

by A1 ∈ An

μ
(

A ∩ T−nA ∩ · · · ∩ T−knA
)

� 1
2μ

(

A0 ∩ T−nA0 ∩ · · · ∩ T−knA0

)

. (7.39)

To see this, suppose that

y ∈ A0 ∩ T−nA0 ∩ · · · ∩ T−knA0.

Then y ∈ A0, so
μAn

y (A) � 1 − η.

Similarly, y ∈ T−jnA0 for 0 � j � k, so μAn

T jny(A) � 1 − η and hence

μAn
y (T−jnA) � 1 − η

for all j, 0 � j � k. It follows that

μAn
y

(

A ∩ T−nA ∩ · · · ∩ T−knA
)

� 1 − (k + 1)η = 1
2 ,

which shows the inequality (7.39) by integration.
Finally, by property SZ for the factor An,

lim inf
N→∞

1
N

N∑

n=1

μ
(

A ∩ T−nA ∩ · · · ∩ T−knA
)

� 1
2

lim inf
N→∞

1
N

N∑

n=1

μ
(

A0 ∩ T−nA0 ∩ · · · ∩ T−knA0

)

> 0,

as required. �
A consequence of Proposition 7.26 is that the SZ property can be trans-

ported up the diagram in Fig. 7.2: the assumption that (X, B) is a Borel
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probability space means it is sufficient to only consider sequences of factors
rather than totally ordered families of factors.

7.11 SZ for Relatively Weak-Mixing Extensions

The following result (and its second corollary below) comprise the last main
step towards the proof of Theorem 1.5 (see Fig. 7.2 and Sect. 7.12).

Theorem 7.27. Let
X = (X, B, μ, T )

↓
Y = (Y,A , ν, S)

be a relatively weak-mixing extension of measure-preserving transformations
of Borel probability spaces. Then for any k � 1 and sets B0, . . . , Bk ∈ B,

lim
N→∞

1
N

N∑

n=1

∫ [

μA
y (B0∩ · · · ∩T−knBk)

− μA
y (B0)μA

y (T−nB1) · · ·μA
y (T−knBk)

]2

dμ = 0.

(7.40)

Equivalently, for a given ε > 0 there exists some N0 such that, for N � N0,
∣
∣μA

y

(

B0 ∩ T−nB1 ∩ · · · ∩ T−knBk

)

− μA
y (B0)μA

y · · ·μA
y (T−knBk)

∣
∣ < ε

(7.41)
for all (n, y) ∈ [1, N ] × Y except possibly for a subset of [1, N ] × Y of rela-
tive measure ε (with respect to the product of normalized counting measure
on [1, N ] and ν).

The (7.41) in the theorem could also be written in the shorthand form

μA
y

(

B0 ∩ T−nB1 ∩ · · · ∩ T−knBk

)

≈
ε

μA
y (B0)μA

y (T−nB1) · · ·μA
y (T−knBk)

for large N .
Notice that for k = 1 and Y trivial, (7.40) is one of the equivalent charac-

terizations of weak-mixing for X by Theorem 2.36.
For k � 1 Theorem 7.27 gives the following immediate corollary∗, which

colloquially means that weak-mixing implies weak-mixing of all orders.

Corollary 7.28. If (X, B, μ, T ) is a weak-mixing measure-preserving sys-
tem, then for B0, . . . , Bk ∈ B,

∗ Just as in Sects. 7.2.1 and 7.2.2, we do not have to assume that the space is a Borel space

and the transformation is invertible here.
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lim
N→∞

1
N

N∑

n=1

[

μ(B0 ∩ T−nB1∩ · · · ∩T−knBk)

− μ(B0)μ(B1) · · ·μ(Bk)
]2 = 0.

Corollary 7.29. Let
X = (X, B, μ, T )

↓
Y = (Y,A , ν, S)

be a relatively weak-mixing extension of invertible measure-preserving trans-
formations on Borel probability spaces. If Y satisfies property SZ, then so
does X.

Szemerédi’s theorem will follow from Corollary 7.29 by the argument in
Sect. 7.12. Corollary 7.28, which says that weak-mixing implies weak-mixing
of all orders, is an immediate consequence of Theorem 7.27; we next prove
Corollary 7.29 assuming Theorem 7.27, whose proof begins on p. 224 after
some more preparatory material.
Proof of Corollary 7.29 assuming Theorem 7.27. Let B ∈ B be a set
with μ(B) > 0, and for each a > 0 set

A = {y | μA
y (B) > a}.

Choose and fix a value of a > 0 for which μ(A) > 0 (there must be such an a
by Theorem 5.14(1)). Then, given ε > 0,

1
N

N∑

n=1

μ
(

B ∩ · · · ∩ T−knB
)

=
1
N

N∑

n=1

∫

μA
y

(

B ∩ · · · ∩ T−knB
)

dμ(y)

� 1
N

N∑

n=1

∫
(

μA
y (B)· · ·μA

y (T−knB)− ε
)

dμ(y)− ε

(7.42)

by Theorem 7.27, if N is large enough. Indeed, (7.41) shows that

μA
y

(

B ∩ · · · ∩ T−knB
)

� μA
y (B) · · ·μA

y (T−knB) − ε

for most (n, y) ∈ [1, N ] × Y ; more precisely, for all but ε in proportion of all
the possible pairs

(n, y) ∈ [1, N ] × Y.

Moreover, for those pairs (n, y) for which we do not have (7.41), we do have

μA
y

(

B ∩ · · · ∩ T−knB
)

� 0 � μA
y (B) · · ·μA

y (T−knB) − ε − 1,
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so integrating over all of [1, N ] × Y gives (7.42). Now notice that for y ∈
A ∩ T−nA ∩ · · · ∩ T−knA we have

μA
y (T−�nB) = μA

T �ny(B) > a

for 0 � � � k. So if we restrict, for each n individually, the integral to this
intersection we get from (7.42)

1
N

N∑

n=1

μ
(

B ∩ · · · ∩ T−knB
)

� (ak+1 − ε)
1
N

N∑

n=1

μ
(

A ∩ · · · ∩ T−knA
)

− ε.

It follows that

lim inf
N→∞

1
N

N∑

n=1

μ
(

B ∩ · · · ∩ T−knB
)

�ak+1 lim inf
N→∞

N∑

n=1

μ
(

A ∩ · · · ∩ T−knA
)

>0

as required, by property SZ for A ∈ A . �
It remains to prove Theorem 7.27, and we start with the case k = 1 which

we will use in the general case.

Proposition 7.30. Let
(X, B, μ, T )

↓
(Y,A , ν, S)

be a relatively weak-mixing extension of measure-preserving transformations
on Borel probability spaces. Then for f, g ∈ L∞(X, B, μ),

lim
N→∞

1
N

N∑

n=1

∥
∥E

(

fUn
T g

∣
∣A

)

− E
(

f
∣
∣A

)

Un
T E

(

g
∣
∣A

)∥
∥

2
= 0. (7.43)

Equivalently, given ε > 0, for large enough n,

E
(

fUn
T g

∣
∣A

)

≈
ε

E
(

f
∣
∣A

)

Un
T E

(

g
∣
∣A

)

(7.44)

for all but ε in measure of points (n, y) ∈ [1, N ] × X, for large enough N .

Notice that by Lemma 2.41 on p. 54, (7.43) is equivalent to the same
statement for the square of the L2 norm. The equivalence of (7.44) and (7.43)
is a consequence of the maximal inequality

m ({z | F (z) > ε}) <
‖F‖1

ε
,

applied to the function

F (n, x) =
∣
∣
∣E

(

fUn
T g

∣
∣A

)

(x) − E
(

f
∣
∣A

)

(x)Un
T E

(

g
∣
∣A

)

(x)
∣
∣
∣

2
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on the probability space [1, N ] × X. Notice that this implies that the result
holds for f = f1+f2 and g whenever it holds for the two pairs f1, g and f2, g.
Also recall from Proposition 6.16(3) the formula

∫

X

E
(

f
∣
∣A

)

E
(

g
∣
∣A

)

dμ =
∫

bX

f ⊗ g dμ̂ (7.45)

where X̂ = X ×X and μ̂ = μ×Y μ is the relatively independent joining of μ
with itself over the factor Y.
Proof of Proposition 7.30. For f1 ∈ L∞(A ),

E(f1U
n
T g

∣
∣A ) = f1E(Un

T g
∣
∣A ) = E(f1

∣
∣A )Un

T E(g
∣
∣A ),

so in this case the statement holds trivially. Since

f = E(f
∣
∣A ) + (f − E(f

∣
∣A )),

we may assume without loss of generality that E(f1

∣
∣A ) = 0. By assump-

tion T̂ = T × T acts ergodically on X̂ with respect to μ̂. Using the mean
ergodic theorem (Theorem 2.21) and (7.45) twice we see that

lim
N→∞

1
N

N∑

n=1

∫
[

E
(

fUn
T g

∣
∣A

)]2
dμ = lim

N→∞

∫

f ⊗ f
1
N

N∑

n=1

Un
bT
(g ⊗ g)

︸ ︷︷ ︸

→C in L2

dμ̂

=
∫

f ⊗ f · C dμ̂

= C

∫

E
(

f
∣
∣A

)2
dμ = 0.

�
We are now ready to start the proof of Theorem 7.27 for a general k � 1.

Proposition 7.31. Let
(X, B, μ, T )

↓
(Y,A , ν, S)

be a relatively weak-mixing extension of invertible measure-preserving systems
on Borel probability spaces. Then for f1, . . . , fk ∈ L∞(X),

∥
∥
∥
∥
∥

1
N

N∑

n=1

Un
T f1 · · ·Ukn

T fk − 1
N

N∑

n=1

Un
T E

(

f1

∣
∣A

)

· · ·Ukn
T E

(

fk

∣
∣A

)

∥
∥
∥
∥
∥

2

−→ 0

as N → ∞.
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In contrast to Theorem 7.27, Proposition 7.31 has the average inside the
norm, which appears to be a much weaker statement. Also notice that inside
the norm only one average involves the expectation operator E

(

·
∣
∣A

)

.
Proof of Proposition 7.31. This is proved by induction on k and van der
Corput’s Lemma (Theorem 7.11). The case k = 1 is a consequence of the
mean ergodic theorem (Theorem 2.21) as in this case both averages inside
the L2-norm converge in L2 to

∫

f1 dμ.
For the inductive step we write the difference inside the norm in the form

1
N

N∑

n=1

Un
T f1 · · ·Ukn

T fk − 1
N

N∑

n=1

Un
T E(f1

∣
∣A ) · · ·Ukn

T E(fk

∣
∣A )

=
1
N

N∑

n=1

Un
T

(

f1 − E(f1

∣
∣A )

)

U2n
T f2 · · ·Ukn

T fk

+ · · · + 1
N

N∑

n=1

Un
T E(f1

∣
∣A ) · · ·Ukn

T

(

fk − E(fk

∣
∣A )

)

(7.46)

as a telescoping sum. Each individual sum on the right-hand side of (7.46)
has the same shape

1
N

N∑

n=1

Un
T h1 · · ·Ukn

T hk

for various choices of functions h1, . . . , hk with the property that in each case
there is one function h� with E(h�

∣
∣ A ) = 0. We can therefore assume without

loss of generality that for some � we have E(f�

∣
∣A ) = 0.

The van der Corput lemma may be applied as follows. Let

un = Un
T f1 · · ·Ukn

T fk.

Then

1
N

N∑

n=1

〈un, un+h〉 =
1
N

N∑

n=1

∫

Un
T f1 · · ·Ukn

T fkUn+h
T f1 · · ·Uk(n+h)

T fk dμ

=
1
N

N∑

n=1

∫

f1U
h
T f1U

n
T (f2U

2h
T f2) · · ·U (k−1)n

T (fkUkh
T fk) dμ

=
∫

f1U
h
T f1

1
N

N∑

n=1

Un
T (f2U

h
T f2) · · ·U (k−1)n

T (fkUkh
T fk) dμ.

However, for the average inside the integral we may use the inductive hy-
pothesis as follows. With an error (for large enough N) of at most ε‖f1‖2

∞
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we have

1
N

N∑

n=1

〈un, un+h〉 ≈
Of1(ε)

∫

f1U
h
T f1

1
N

N∑

n=1

Un
T E(f2U

h
T f2

∣
∣A )

· · ·U (k−1)n
T E(fkUkh

T fk

∣
∣A ) dμ

=
1
N

N∑

n=1

∫

E(f1U
h
T f1

∣
∣A )Un

T

(

E(f2U
2h
T f2

∣
∣A )

)

· · ·U (k−1)n
T E(fkUkh

T fk

∣
∣A ) dμ. (7.47)

Recall that we assume without loss of generality that E(f�

∣
∣ A ) = 0. It follows

that each individual integral in the average (7.47) is bounded in absolute value
by C‖E(f�U

�h
T f�

∣
∣A )‖2, for some constant C depending on f1, . . . , fk, so (in

the notation of Theorem 7.11)

sh � C
∥
∥E

(

f�U
�h
T f�

∣
∣A

)∥
∥

2
.

It follows that

1
H

H−1∑

h=0

sh � C

H

H−1∑

h=0

∥
∥E

(

f�U
�h
T f�

∣
∣A

)∥
∥

2
.

Proposition 7.30 implies that the last average converges to zero as H → ∞
by the assumption that E(f�

∣
∣A ) = 0. Thus, by Theorem 7.11,

∥
∥
∥
∥
∥

1
N

N∑

n=1

un

∥
∥
∥
∥
∥

2

=

∥
∥
∥
∥
∥

1
N

N∑

n=1

Un
T f1 · · ·Ukn

T fk

∥
∥
∥
∥
∥

2

−→ 0

as required. �
Recall from Sect. 6.5 that the relatively independent joining X×A X is also

an extension of Y. To obtain Theorem 7.27 from Proposition 7.31 we first need
to prove an analog of the implication (1) =⇒ (3) in Theorem 2.36.

Lemma 7.32. If X → Y = (Y,A ) is a relatively weak-mixing extension, then
so is X ×A X → Y.

Proof. Let X̂ = X × X, T̂ = T × T , and

μ̂ = μ ×A μ =
∫

μA
y × μA

y dμ(y).

By the hypothesis, the system X̂ = (X̂, T̂ , μ̂) is ergodic. This characteriza-
tion of relative weak-mixing in terms of ergodicity of a product will be used
for X̂ ×A X̂ itself, which involves the system X4.
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Write X̃ = X̂ × X̂, T̃ = T̂ × T̂ , and

μ̃ = μ̂ ×A μ̂ =
∫

μ̂A
(x1,x2)

× μ̂A
(x1,x2)

dμ̂(x1, x2)

=
∫

(μA
y )4 dμ(y),

where we have used Sect. 6.5. We wish to show that (X̃, T̃ , μ̃) is ergodic.
Write F = f1 ⊗ f2 ⊗ f3 ⊗ f4 and G = g1 ⊗ g2 ⊗ g3 ⊗ g4 for fi, gj ∈ L∞(X).

Now for given ε > 0, if N is large enough, Proposition 7.30 shows (a more
careful argument using the reasoning from (7.42) would allow the O(ε) error
to be made more explicit) that for large enough N

1
N

N∑

n=1

∫

FUn
eT
Gdμ̃ =

1
N

N∑

n=1

∫

E
(

f1U
n
T g1

∣
∣A

)

· · ·E
(

f4U
n
T g4

∣
∣A

)

dμ

≈
O(ε)

1
N
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E
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∣
∣A

)

Un
T E
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)
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∣
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∣
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)

dμ

=
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∣
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)

· · ·E
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∣
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)
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∣
∣A

)

· · ·Un
T E

(

g4

∣
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)

dμ

−→
∫

E
(

f1

∣
∣A

)

· · ·E
(

f4

∣
∣A

)

dμ

∫

E
(

g1

∣
∣A

)

· · ·E
(

g4

∣
∣A

)

dμ

(since (T, μ) is ergodic)

=
∫

F dμ̃

∫

Gdμ̃,

so (X̃, T̃ , μ̃) is ergodic. �
We are now in a position to prove Theorem 7.27, which is the last step

towards Szemerédi’s theorem.
Proof of Theorem 7.27. We wish to show, by induction on k, that for
functions

f0, . . . , fk ∈ L∞(X),

we have

lim
N→∞

1
N

N∑

n=1

∫

[E (f0U
n
T f1 · · · Ukn

T fk

∣
∣A

)

− E
(

f0

∣
∣A

)

Un
T E

(

f1

∣
∣A

)

· · ·Ukn
T E

(

fk

∣
∣A

)]2
dμ = 0. (7.48)
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Note that applying this claim for the characteristic functions f� = χB�
gives

the first statement in Theorem 7.27. We also note that (7.48) is equivalent
to the following claim (which is the generalization of (7.41) in the statement
of Theorem 7.27): For any ε > 0 there is an N0 such that, for all N > N0,
∣
∣
∣E

(

f0U
n
T f1 · · ·Ukn

T fk

∣
∣A

)

− E(f0

∣
∣A )Un

T E(f1

∣
∣A ) · · ·Ukn

T E(fk

∣
∣A )

∣
∣
∣ (y) < ε

for all (n, y) ∈ [1, N ]× Y except possibly for a set of measure ε. The equiva-
lence follows from the argument immediately after Proposition 7.30. Assume
first that fk ∈ L∞(Y,A ), in which case

E
(

f0U
n
T f1 · · ·Ukn

T fk

∣
∣A

)

= E
(

f0U
n
T f1 · · ·U (k−1)n

T fk−1

)

Ukn
T E(fk

∣
∣A )

by Theorem 5.1(3). Using the second formulation of the claim for the func-
tions f0, . . . , fk−1 we deduce the same claim for f0, . . . , fk in the case consid-
ered.

Expressing, in the general case, the function fk as

E(fk

∣
∣A ) +

(

fk − E(fk

∣
∣A )

)

,

it follows that it is enough to consider the case E(fk

∣
∣A ) = 0 (the linearity

needed for this reduction is easily seen in the second formulation of the claim).
By Lemma 7.32 we know that (X ×X,T ×T, μ×Y μ) is a relatively weak-

mixing extension of Y. Apply Proposition 7.31 to this extension and the
functions f1 ⊗ f1, . . . , fk ⊗ fk to see that

∥
∥
∥
∥
∥

1
N

N∑

n=1

Un
bT
(f1 ⊗ f1)U2n

bT
(f2 ⊗ f2) · · ·Ukn

bT
(fk ⊗ fk)

∥
∥
∥
∥
∥

2

−→ 0. (7.49)

For this also notice that

E
(

fk ⊗ fk

∣
∣A

)

= E
(

fk

∣
∣A

)

⊗ E
(

fk

∣
∣A

)

= 0

by our assumption on fk and Proposition 6.16. Recalling (7.45) and taking
the inner product of (7.49) with f0 ⊗ f0 gives

∫
(

1
N

N−1∑

n=0

(f0 ⊗ f0)Un
bT
(f1 ⊗ f1)U2n

bT
(f2 ⊗ f2) · · ·Ukn

bT
(fk ⊗ fk)

)

dμ̂

=
1
N

N−1∑

n=0

∫

E
(

f0U
n
T f1 · · ·Ukn

T fk

∣
∣A

)2
dμ −→ 0,

which concludes the inductive step and hence the proof of Theorem 7.27. �
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7.12 Concluding the Proof

Proposition 7.12 shows in particular that any Kronecker system Y0 is SZ
(this can also be deduced from Proposition 7.23). Moreover, Proposition 7.23
shows that any compact extension Y1 → Y0 of a Kronecker system is also SZ;
similarly a system obtained from a finite number of compact extensions,

Yn → Yn−1 → · · · → Y1 → Y0

is also SZ. Proposition 7.26 takes this further: if the σ-algebra of X∞ is gen-
erated by all the σ-algebras of factors (cf. Theorem 6.5 in Chap. 6 identifying
factors with invariant sub-σ-algebras)

X∞ → · · · → Yn+1 → Yn → · · · → Y1 → Y0,

and Yn+1 → Yn is a compact extension for all n, then X∞ is SZ.
Now let X be a measure-preserving system on a Borel probability space.

We claim that there exists a factor X → Y such that Y is SZ and X → Y is
relatively weak-mixing by the following argument, which will complete the
proof of Theorem 7.4 by Corollary 7.29. If X is weak-mixing, then we may
take the trivial factor for Y. If X is not weak-mixing, then it has a Kronecker
factor Y0, which is SZ as above. The claim is proved in this case by transfinite
induction(70).

Suppose we have already found an ordinal number α with the following
property. For every β < α there is a factor Yβ of X with property SZ such
that, if β + 1 < α, then Yβ+1 → Yβ is a proper compact extension, and,
if γ < α is a limit ordinal, then the σ-algebra corresponding to the factor Yγ

is generated by the σ-algebras of Yβ for β < γ.
We prove the inductive step as follows. If α = β + 1 is a successor, then

there are two possibilities. Either the extension X → Yβ is relatively weak-
mixing; if so the claim is proved. If not, then by Theorem 7.21 there exists
an intermediate system X → Yα → Yβ such that Yα → Yβ is a proper
compact extension. By Proposition 7.23, this implies that Yα is SZ and this
case of the inductive step is concluded. Suppose now that α is a limit or-
dinal. By assumption, the extension Yβ+1 → Yβ is a proper extension for
every β < α, so L2(X) ⊇ L2(Yβ+1) � L2(Yβ). Since X is a Borel probability
space, L2(X) is separable and so this chain of closed subspaces has to be
countable. Thus α is a countable ordinal and we may write α = limn→∞ βn

for some sequence (βn) of ordinals with βn < α for all n. Let Yα be the factor
corresponding to the σ-algebra generated by the σ-algebras of Yβn (or, equiv-
alently, of Yβ for β < α). Then Proposition 7.26 shows that Yα is SZ, which
concludes the inductive step. Moreover, the inductive step has also shown
that if the inductive hypothesis holds for a limit ordinal α, then α must be
countable. Let ω1 be the first uncountable ordinal. Then the construction of
the factors has to stop at some β < ω1, for otherwise ω1 would fulfill the
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inductive hypothesis, which would contradict the assumption that X is itself
a Borel space as we have seen. However, the only way for the construction
to end is with the proof of the claim that Yβ is SZ and X → Yβ is relatively
weak-mixing.

7.13 Further Results in Ergodic Ramsey Theory

Ergodic Ramsey theory, the study of combinatorial, geometrical, and arith-
metical structures preserved in sufficiently large subsets of a structure using
methods and results from multiple recurrence in ergodic theory, is a large
area with many profound and novel applications. This is an area which con-
tinues to see dramatic progress, and we merely mention some of the ideas
and results that arise; an attractive overview may be found in Bergelson’s
notes [26].

The next result, due to Bergelson and Leibman [29], subsumes many earlier
results of Szemerédi type(71). The notion of positive upper density extends
easily to subsets of groups like Z

d, just by counting the proportion of elements
in the set inside a d-dimensional box of side n and letting n go to infinity.

Theorem (Bergelson and Leibman). For any r, � ∈ N and multi-variable
polynomial P : Z

r → Z
� with P (0) = 0, any set S ⊆ Z

� with positive upper
density, and any finite set F ⊆ Z

r, there is an n ∈ N and a u ∈ Z
� for

which u + P (nF ) ⊆ S.

7.13.1 Other Furstenberg Ergodic Averages

The ergodic theorems in Chap. 2 concern averages of the form

Af
N =

1
N

N−1∑

n=0

Un
T f

and they describe the limit and mode of convergence in great detail. Fursten-
berg’s proof of Szemerédi’s theorem involves properties of averages of the
form

1
N

N−1∑

n=0

μ
(

A ∩ T−nA ∩ · · · ∩ T−knA
)

or more generally of the form

1
N

N−1∑

n=0

Un
T f1 · · ·Ukn

T fk,
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but does not say whether the limits exist, nor does it describe the limit when
it does exist. Apart from some special cases, the existence of such limits was
an open problem until quite recently. Host and Kra [159], and independently
Ziegler [393], proved the existence of the limit

lim
N→∞

1
N

N−1∑

n=0

Un
T f1 · · ·Ukn

T fk (7.50)

in the L2 sense for f1, . . . , fk ∈ L∞. In both approaches, a fundamental role
is played by characteristic factors. A factor A is called characteristic for the
expression (7.50) if

lim
N→∞

∥
∥
∥
∥
∥

1
N

N−1∑

n=0

(

Un
T f1 · · ·Ukn

T fk − Un
T E

(

f1

∣
∣A

)

· · ·Ukn
T E

(

fk

∣
∣A

))

∥
∥
∥
∥
∥

2

= 0.

The strategy is to find characteristic factors that are manageable and min-
imal; where this is achieved it makes sense to speak of “the” characteristic
factor. Having found a good description of the characteristic factor, the ques-
tion of the existence of the limit then reduces to a more concrete problem for
that factor. To see how this might proceed, we briefly outline the first few
cases.

For k = 1 this corresponds to the formulation of the ergodic theorem in
Theorem 6.1, where the characteristic factor is

E = {B ∈ B | T−1B = B},

the σ-algebra of invariant sets, by the mean ergodic theorem.
For k = 2 the convergence was shown by Furstenberg [102]. Assuming

that X is an ergodic system, the characteristic factor for

lim
N→∞

1
N

N−1∑

n=0

Un
T f1U

2n
T f2

is the Kronecker factor. This allows the convergence question to be reduced
to the case of a rotation on a compact group considered in Sect. 7.5.1, which
was our approach in Sect. 7.6.

For k = 3 the problem is much deeper. Conze and Lesigne [58, 59] showed
that the characteristic factor is a 2-step nilpotent system (M,T ), in which M
is a compact homogeneous space of a 2-step nilpotent group G with Haar
measure, and the map T is translation by an element of G. If G is a Lie
group, then M is a nilmanifold; if G is a projective limit of nilpotent Lie
groups, then M is called a pro-nilmanifold. The characteristic factor in this
case turns out to be a pro-nilmanifold. Conze and Lesigne used this to show
the existence of the limit under some technical hypotheses, a result re-proved
by Furstenberg and Weiss [110].
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The general case ends up resembling the case k = 3, though a great many
new ideas are involved: The characteristic factor lives on a (k − 1)-step pro-
nilmanifold. Once the existence and structure of the characteristic factor is
established, it remains to check the existence of the limit for (k−1)-nilsystems
on nilmanifolds. The factors that appear in this setting are also characteristic
factors for many other averaging schemes of the same degree (the degree is
the number of times the van der Corput lemma has to be applied).

Notes to Chap. 7

(63)(Page 171) Schur made this conjecture in his work on the distribution of quadratic

residues in Z/pZ; van der Waerden heard of the conjecture through Baudet, a student
at Göttingen. Research by Soifer [347, Chap. 34] suggests that Baudet and Schur may

have independently formulated the conjecture; this book also contains an account of the
lives of Schur, Baudet and van der Waerden. In van der Waerden’s own account [372] of

how the proof was found, he describes in detail how many of the ideas were worked out
at a blackboard with Artin and Schreier. More details on the history of this conjecture

and its proof may be found in several places; a particularly accessible source is Brauer’s
review [43] of a book by Khinchin [192] which includes a proof of van der Waerden’s

theorem as one of three “pearls” of number theory. The result has been generalized by
Rado [296] and others; a particularly short proof is given by Graham and Rothschild [124],

and this will be presented in Sect. 7.1. An extended and carefully motivated account of the
proof may be found in the monograph of Graham, Rothschild and Spencer [125], which also

presents a different approach due to Shelah [341] in which the enormously rapidly growing
function n �→ N(�, m, r) appearing in the proof of Theorem 7.1 is replaced by a much more

slowly growing function appearing from an induction in one variable. Furstenberg and
Weiss [109] developed topological versions of multiple recurrence, and using these found

proofs of van der Waerden’s theorem and many similar results using topological dynamics.
(64)(Page 171) Szemerédi’s theorem asserts the existence of a finite structure resembling

that of the integers (an arithmetic progression) in any set sufficiently thick to be of positive
upper density. A rather subtle criterion for the set A = {a1 < a2 < · · · } to be thick is to
require that

P∞
n=1

1
an

diverges. A natural problem, due to Erdős, asks if this divergence

alone guarantees that the set A contains arbitrarily long arithmetic progressions. One spe-
cial case of this is Szemerédi’s theorem itself; another is the result by Green and Tao [127]

that the set of primes contains arbitrarily long arithmetic progressions.
(65)(Page 178) For k = 1 this result is due to Birkhoff [32], and it may be viewed as

a topological analogue of Poincaré recurrence. The case stated here is a special case of a
result due to Furstenberg and Weiss [109]: if T1, . . . , Tk are commuting homeomorphisms of

a compact metric space (X, d) then there is a point x ∈ X which is simultaneously recurrent
under all the maps in the sense that there is a sequence nj → ∞ with d(x, T

nj

i (x)) → 0

as j → ∞ for each i, 1 � i � k.
(66)(Page 180) Some condition on p is needed for this result to hold. For example, if p

is a non-zero constant then the conclusion of the theorem clearly cannot hold; similarly
if p(n) = 2n2 + 1 and E = 2Z the conclusion cannot hold. A result of Kamae and Mendès

France [178] gives the necessary and sufficient condition that p(N)∩aZ must be non-empty
for all a > 0.
(67)(Page 180) This short proof is taken from Bergelson’s notes [26, Th. 1.31]. Furstenberg’s
proof uses the Spectral Theorem (Theorem B.4), while the proof in Bergelson’s notes uses

softer Hilbert space methods, which are more amenable to generalization.
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(68)(Page 192) The result that a subset of the integers of positive upper density contains a
three-term arithmetic progression, equivalent to Theorem 7.14 by Furstenberg correspon-

dence, was proved by Roth [318] using harmonic analysis.
(69)(Page 199) This is an example of a skew-product construction studied by Anzai [5]

and von Neumann. More complicated examples of this sort arose in Sect. 4.4.3.
(70)(Page 226) The transfinite induction is not strictly needed. It may be shown that for

averages related to (k+1)-term arithmetic progressions, only k successive distal extensions
are needed to construct a characteristic factor in the sense of Sect. 7.13.1 (this is shown in

the original paper [102] of Furstenberg, and a convenient account may be found in a paper
of Frantzikinakis [95, Th. 5.2]).
(71)(Page 227) The extension of Szemerédi’s theorem to commuting transformations (the
linear case of the result of Bergelson and Leibman) was carried out much earlier by Fursten-

berg and Katznelson [105]; this has now also been proved using combinatorial methods by
Gowers [123] and Nagle, Rödl and Schacht [265]. In a different direction, the Hales–Jewett

theorem [133] asserts that for every r and k there is an n such that every r-coloring
of {1, . . . , k}n contains a combinatorial line (that is, a subset of k elements in {1, . . . , k}n

obtained from some template in ({1, . . . , k}∪{∗})n by replacing the symbol ∗ with 1, . . . , k
in turn). The Hales–Jewett theorem is a generalization of van der Waerden’s theorem, and

like the van der Waerden theorem it has a density version, proved by Furstenberg and
Katznelson [106] using an extension of the ergodic techniques of Furstenberg in his proof

of Szemerédi’s theorem. Recent approaches include a paper of Polymath [291] giving an
elementary proof of the result, and in particular a quantitative bound on n(r, k) (a con-

sequence is a different proof of Szemerédi’s theorem) and work of Towsner [363] giving a
proof of Szemerédi’s theorem using ideas from model theory.



Chapter 8

Actions of Locally Compact Groups

The facet of ergodic theory coming from abstract mathematical models of
dynamical systems evolving in time involves a single, iterated, measure-
preserving transformation (action of N or of Z) or a flow (action of the
reals). For many reasons—including geometry, number theory, and the ori-
gins of ergodic theory in statistical mechanics—it is useful to study actions
of groups more general than the integers or the reals. In this chapter we
extend the definition of a measure-preserving system (X, B, μ, T ) to allow
the possibility that T is an action of a group G. This means that T is
a homomorphism T : G → MPT(X, B, μ), where MPT(X, B, μ) denotes
the group of invertible measure-preserving transformations of the probability
space (X, B, μ). We write Tg or x �→ g.x for the measure-preserving trans-
formation T (g).

In addition to its many powerful applications, an attractive feature of the
ergodic theory of group actions is the subtle interplay between algebraic and
functional-analytic properties of the acting group G on the one hand, and
ergodic properties of its actions on the other. In keeping with our determi-
nation to remain in rather standard territory, acting groups are assumed to
be locally compact and σ-compact (which we will abbreviate to σ-locally
compact). Moreover, we will for simplicity restrict ourselves to continuous
actions.

8.1 Ergodicity and Mixing

We start the discussion of general group actions with some basic definitions.
A continuous G-action is—for our purposes(72)—given by a homomorphism
from G to the group of homeomorphisms of a σ-compact metric space; we
write x �→ g.x for the action of g ∈ G. In particular, g.(h.x) = (gh).x for
all g, h ∈ G and x ∈ X. We also require continuity for the action as a whole
(not just for the individual maps g) as below.

M. Einsiedler, T. Ward, Ergodic Theory, Graduate Texts in Mathematics 259,
DOI 10.1007/978-0-85729-021-2 8, © Springer-Verlag London Limited 2011

231

http://dx.doi.org/10.1007/978-0-85729-021-2_8


232 8 Actions of Locally Compact Groups

Definition 8.1. An action of a σ-compact metric group G on a σ-compact
metric space (X, d) is continuous if the map G × X → X defined by

(g, x) �→ g.x
is continuous. A measure μ ∈ M (X) is invariant under G if g∗μ = μ for
all g ∈ G, where (g∗μ)(A) = μ(g−1.A) for any Borel set A ⊆ X, and we
write M G(X) for the set of G-invariant measures.

A priori it is not clear whether invariant measures always exist in the
setting of Definition 8.1. Example 8.2 shows that there are indeed groups some
of whose continuous actions do not have invariant measures (Exercise 8.1.4
shows that SL2(Z) has continuous actions with no invariant measures, for
example). In Sect. 8.4 we will discuss amenability, which is a property of
the acting group that ensures the existence of an invariant measure for any
continuous action. Notice that, while Exercise 8.1.4 shows that SL2(Z) is not
amenable, its natural action by automorphisms of the 2-torus shows that it
does have non-trivial actions with invariant measures. What is always true
is that if an invariant probability measure exists, then an invariant ergodic
probability measure exists, just as in the case of a single transformation
(Theorem 4.4). We will address this result in Sect. 8.7, by establishing the
ergodic decomposition for group actions.

Example 8.2. Let X = {z ∈ C | |z − i| = 1} and let T : X → X be the
North–South map defined in Example 4.3, so that M T (X) consists only
of the measures pδ2i + (1 − p)δ0, p ∈ [0, 1] that are supported on the two
points 2i and 0. On the other hand, no invariant measure for the irrational
rotation Rα defined by z �→ e2πiα(z− i)+ i with α /∈ Q could be atomic, since
the orbit of every point is infinite (alternatively, recall that Rα is uniquely
ergodic by Example 4.11, with M Rα(S1) = {m}, the Lebesgue measure).
Thus the continuous action of the group Γ generated by T and Rα on X has
no invariant measures.

The hierarchy of mixing properties discussed in Chap. 2 makes sense for
actions of more general groups(73). Since some of these will be used in several
places, we collect them here in a rather general setting. Let G act continuously
on a compact metric space (X, d), and let μ ∈ M G(X) be an invariant
measure, so that G acts by measure-preserving transformations of (X, B, μ).
For a sequence (gn)n�1 of elements of G, we write gn → ∞ if, for any compact
set K ⊆ G, there is an N for which gn /∈ K if n � N . The G-action is called

• ergodic if any set A ∈ B with μ
(

g−1.A�A
)

= 0 for all g ∈ G has μ(A) = 0
or 1;

• weak-mixing if the diagonal action g �→ g × g on the product space

(X × X, B ⊗ B, μ × μ)

is ergodic;
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• mixing if for any A0, A1 ∈ B and sequence (gn) with gn → ∞ as n → ∞,

μ
(

A0 ∩ g−1
n
.A1

)

−→ μ(A0)μ(A1)

as n → ∞;
• mixing on r sets if for any A0, A1, . . . , Ar−1 ∈ B and list of (r − 1) se-

quences (gj,n) with

gj,n → ∞, gi,ng−1
j,n → ∞

for each i 
= j, 1 � i, j < r as n → ∞,

μ
(

A0 ∩ g−1
1,n
.A1 ∩ · · · ∩ g−1

r−1,n
.Ar−1

)

→ μ(A0) · · ·μ(Ar−1)

as n → ∞;
• mixing of all orders if it is mixing on r sets for each r � 1; and
• rigid if there is a sequence (gn) with gn → ∞ as n → ∞ such that

μ
(

A0 ∩ g−1
n
.A1

)

→ μ(A0 ∩ A1)

as n → ∞ for any sets A0, A1 ∈ B.

Notice that for the Z-action generated by a single invertible measure-
preserving transformation, most of these definitions replicate those of Chap. 2.

Mixing (of any order) descends to the induced action obtained by re-
striction to a closed subgroup of G. Ergodicity does not descend in the
same way. A trivial example illustrates this: if (X, B, μ, T ) is an ergodic
measure-preserving system on a non-trivial space then the Z

2-action defined
by (m, n) �−→ Tn is ergodic, but the action of the subgroup Z × {0} is non-
ergodic.

Proposition 2.14 generalizes to this setting: if the G-action is ergodic in
the sense above, then any measurable G-invariant function is equal almost
everywhere to a constant function.

As in the case of single transformations, it will be convenient to know
that invariant sets modulo μ can be modified by a null set to become strictly
invariant (see Proposition 2.14). This is a little more delicate in the setting
of group actions, because the acting group may be uncountable. Proposi-
tion 8.3 will be proved at the end of Sect. 8.3, after we have assembled more
information about Haar measure.

Proposition 8.3. Let G be a σ-compact metric group acting continuously on
a compact metric space X preserving a measure μ ∈ M (X). Then for B ∈ B
the following properties are equivalent:

(1) B is invariant in the sense that μ(g.B�B) = 0 for all g ∈ G;
(2) B is invariant in the sense that there is a set B′ ∈ B with μ(B�B′) = 0

and with g.B′ = B′ for all g ∈ G.
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Theorem 8.4. Let G be a σ-locally compact metrizable group acting contin-
uously on a σ-locally compact metrizable space X. Then the space M G(X)
of G-invariant measures is a closed convex subset of M (X). A measure μ
in M G(X) is extremal in M G(X) if and only if μ is G-ergodic.

Proof. For g ∈ G write M g(X) for the space of g-invariant measures (that is,
invariant measures for the transformation x �→ g.x for x ∈ X). Then we know
that M g(X) is a closed convex subset of M(X) (since the induced map g∗
on M (X) is continuous and affine). As M G(X) =

⋂

g∈G M g(X), M G(X) is
also a closed convex set.

To prove the last claim, one can argue as in Theorem 4.4. If μ ∈ M G(X) is
not G-ergodic, then there exists a measurable set B ⊆ X with 0 < μ(B) < 1
for which μ

(

g−1.B�B
)

= 0 for all g ∈ G. Then

μ = μ(B)
(

1
μ(B)

μ|B
)

+ μ(X�B)
(

1
μ(X�B)

μ|
X�B

)

,

and one can quickly check that, by our assumption on B, the two normalized
measures on the right are G-invariant. This shows that μ is not extremal.

For the converse, suppose that μ ∈ M G(X) is ergodic with

μ = sν1 + (1 − s)ν2

for some s ∈ (0, 1) and ν1, ν2 ∈ M G(X). Then ν1 � μ, and we claim that
the Radon–Nikodym derivative f = dν1

dμ is G-invariant and measurable. This
implies that f ≡ 1 almost everywhere, since μ is ergodic for the G-action,
and so μ = ν1 = ν2. To see the claim, fix g ∈ G and a measurable set B ⊆ X.
Then, by definition of f and G-invariance of ν1 and μ, we have
∫

B

f dμ = ν1(B) = ν1(g.B) =
∫

g.B f dμ =
∫

g.B f ◦ g ◦ g−1 dμ =
∫

B

f ◦ g dμ,

(8.1)
(using Lemma 2.6 with T (x) = g−1.x), which implies that f = f ◦ g al-
most everywhere by uniqueness of the Radon–Nikodym derivative (see The-
orem A.15). �

Exercises for Sect. 8.1

Exercise 8.1.1. Let (X,BX , μ, T ) and (Y,BY , ν, S) be ergodic Z-actions.
Define a Z

2-action on the product (X×Y, μ×ν) by (m, n) �→ Tm×Sn. Show
that this action is ergodic, but has subgroups whose action is not ergodic.
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Exercise 8.1.2. Construct an ergodic measure-preserving Z
2-action T with

the property that each element Tn is not ergodic.

Exercise 8.1.3. Notice that the definition of mixing of a given order also
makes sense for a measure-preserving action of the semigroup N

2, simply by
requiring that gj,n − gi,n → ∞ as n → ∞ when viewed as elements of Z

2.

(1) Extend the construction of the invertible extension from Exercise 2.1.7
for the case of a single transformation to the case of an action of the
semigroup N

2.
(2) Find an example of a mixing N

2-action whose invertible extension to
a Z

2-action is not mixing.
(3) Let T be an action of N

2 that is mixing on k sets. Show that the invertible
extension of T is mixing on (k−1) sets, but is not in general mixing on k
sets(74).

Exercise 8.1.4. Show that SL2(Z) has continuous actions without invariant
probability measures by studying the natural action

(
a b
c d

)

: [x, y] −→ [ax + by, cx + dy]

on the projective line P
1(R).

Exercise 8.1.5. Show that an ergodic rotation of a compact group is rigid.

Exercise 8.1.6. Show that a mixing transformation on a non-trivial proba-
bility space is not rigid(75).

8.2 Mixing for Commuting Automorphisms

As we have already seen, endomorphisms of compact groups are a class
of measure-preserving transformations whose structure makes their ergodic
properties particularly transparent. In this chapter we consider a natural class
of measure-preserving systems which on the one hand have a transparent al-
gebraic structure, while on the other already exhibit some distinctly higher-
rank properties. These are the actions of Z

d by continuous automorphisms
of compact abelian groups. Schmidt’s monograph [332] gives a systematic
treatment of these systems; we simply mention a few examples and then dis-
cuss some more recent work on rigidity properties. To simplify matters we
focus for much of the chapter on two examples: the “×2,×3” system (see
Sect. 8.2.2) and Ledrappier’s “three-dots” example (see Sect. 8.2.1)(76).

Mixing, and mixing of higher orders, was defined for group actions in
Sect. 8.1. As pointed out in Exercise 8.1.3, the definitions easily extend to
actions of semigroups like N

2, and we will use this in Sect. 8.2.2. As mentioned
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in Sect. 2.7, one of the outstanding open problems in classical ergodic theory
is that of Rokhlin (see p. 50): does mixing imply mixing of all orders for
a measure-preserving transformation? In Sect. 8.2.1 we describe a simple
example of a type due to Ledrappier [221] that answers this negatively(77)

for Z
d-actions with d > 1. In Sect. 8.2.2 we consider the simple example of

the N
2-action generated by x �→ 2x and x �→ 3x modulo one on the circle,

and show that it is mixing of all orders.

8.2.1 Ledrappier’s “Three Dots” Example

Write e1 = (1, 0) and e2 = (0, 1) for the standard basis of R
2, and define

X•
••

= {x ∈ {0, 1}Z
2
| xn+e1 + xn+e2 + xn = 0 for all n ∈ Z

2},

where the addition is that of the compact group {0, 1}. The notation X•
••

corresponds to the shape of the condition defining the group (see Fig. 8.1).
The conditions defining X•

••
as a subset of the compact group {0, 1}Z

2
are

closed and homogeneous, so X•
••

is a compact abelian group. Moreover, since
the conditions are applied for all n ∈ Z

2, the group X•
••

is invariant under
the shift action T of Z

2 defined by

(xn)n
Tm−→ (xn+m)n.

The Haar measure on X•
••

is determined by its value on cylinder sets, and
the measure of the cylinder set C defined by specifying the coordinates in
some finite set A ⊆ Z

2 is given by

m(C) =
1

|πA(X•
••

)|

if C ∩ X•
••


= ∅, where πA : X•
••

→ {0, 1}A denotes the projection map
obtained by restricting to the coordinates in A. To see this, notice that the
cylinder set {x ∈ X•

••
| xa = 0 for all a ∈ A} is a subgroup of index |πA(X•

••
)|,

and m is translation-invariant. Thus, for example,

m
(

{x ∈ X•
••

| x0 = xe1 = xe2 = xe1+e2 = 0}
)

= 1
8 .

Proposition 8.5. With respect to Haar measure m = mX•••
, the Z

2-action T

is mixing but not mixing of all orders.

Proof. The proof that T is mixing uses the same ideas as were used in the
proof of Theorem 2.19. As in the case of a single transformation, mixing is
equivalent to the property that
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∫

f0(x)f1(Tnx) dm −→
∫

f0 dm

∫

f1 dm (8.2)

as n → ∞∗, for any f0, f1 ∈ L2
m. By approximating with trigonometric

polynomials (finite linear combinations of characters on X•
••

), it is sufficient
to check (8.2) for individual characters. Thus T is mixing if and only if for
any characters χ0, χ1 on X•

••
,

∫

χ0(x)χ1(Tnx) dm −→
∫

χ0 dm

∫

χ1 dm

as n → ∞. The usual orthogonality relations for characters show that

∫

χdm =

{

1 if χ ≡ 1;
0 if χ is non-trivial.

This gives the following characterization: T is mixing if and only if

χ0 (χ1 ◦ Tn) ≡ 1 =⇒ n is bounded (8.3)

for any characters χ0 and χ1, not both trivial.
From the relationship defining X•

••
, any point x ∈ X•

••
is determined by

the coordinates xn for n ∈ F where

F = {n | n2 = 0 or n1 = 0 and n2 < 0}

(see Fig. 8.1). This means that X•
••

as a group is isomorphic to {0, 1}F .

Fig. 8.1 The projection onto the coordinates in F (marked •) determines the other coor-
dinates marked ◦ via the defining relation xn+e1 + xn+e2 + xn = 0

Moreover, the coordinates in any finite subset A ⊆ F are determined by
the coordinates in a set of the shape E = {m,m + e1, . . . ,m + se1} (see

∗ Recall that this means n takes on a sequence of values n1,n2, . . . with the property that
for any finite set A ⊆ Z2 there is an R such that r � R =⇒ nr /∈ A.
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Fig. 8.2), and we may choose m1 arbitrarily large negative, and any function
defined on the coordinates A that does vary with the left- and right-most
coordinates will also vary with the left- and right-most coordinates in E when
described in the coordinates E. Thus we may describe two given non-trivial
characters χ0 and χ1 by

χi(x) = eπi
P

n∈Ei
xn

for sets Ei ⊆ {m+sie1, . . . ,m+tiei} for i = 1, 2, with m+sie1,m+tiei ∈ Ei

for i = 1, 2. That is, each character depends on a line of coordinates with
fixed y coordinate, and the lines are minimal with this property at the given
value m2 of the y coordinate.

Fig. 8.2 Any character is supported on a horizontal line of coordinates

Now given a character χ0 presented in this way by a horizontal line E, only
a character that can be described using the coordinates in the “shadow” S(E)
cast by E (see Fig. 8.3) can fail to be orthogonal to χ0. Thus (8.3) is equiva-
lent to the statement that S(E0)�S(E1+n) = ∅ requires that n be bounded
(since we can always describe χ0 and χ1 ◦ Tn using a horizontal line of co-
ordinates at the same level), which is clear. Thus T is mixing with respect
to m•

••
.

Fig. 8.3 The shadow of a character defined on the line of coordinates E

It is easier to see that T is not mixing on three sets. First, notice that the
condition xn + xn+e1 + xn+e2 = 0 implies that for any k
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x2ke2 =
2k
∑

j=0

(
2k

j

)

xje1 = x0 + x2ke1 (mod 2). (8.4)

This is clear for k = 1, and the general case follows by a simple induction. Now
let A = {x ∈ X•

••
| x0 = 0} and let x∗ ∈ X•

••
be any element with x0 = 1.

Then X•
••

is the disjoint union of A and A + x∗, so m(A) = m(A + x∗) = 1
2 .

However, (8.4) shows that

x ∈ A ∩ T−2ke1A =⇒ x ∈ T−2ke2A,

so
A ∩ T−2ke1A ∩ T−2ke2(A + x∗) = ∅

for all k � 1, which shows that T cannot be mixing on three sets with respect
to Haar measure m. �

8.2.2 Mixing Properties of the ×2, ×3 System

Define an action S of N
2 on the circle T by writing

Sn = Sn1
2 Sn2

3 ,

where S2 : x �→ 2x and S3 : x �→ 3x modulo 1. Notice that each of the maps S2

and S3 is measurably isomorphic to a one-sided full shift, so is mixing of all
orders. This is related to a restricted kind of higher-order mixing for the
whole system (see Exercise 8.2.4). The problem of higher-order mixing for
the whole system is much more subtle, partly because there are many ways
for a set of points to move apart in N

2. In fact mixing of all orders for this
system (more precisely, its generalization to algebraic dynamical systems on
connected groups) is equivalent to a deep Diophantine result, and we begin
by stating that result(78).

S-unit Theorem (van der Poorten and Schlickewei). Let K be a field
of characteristic zero, and let Γ ⊆ K

× = K�{0} be a finitely generated
multiplicative subgroup. Then for any n � 1 and fixed coefficients a1, . . . , an

in K
×, the equation

a1x1 + a2x2 + · · · + anxn = 1 (8.5)

has only finitely many solutions (x1, . . . , xn) ∈ Γ for which no proper sub-
sum
∑

i∈I�{1,...,n} aixi vanishes.

Notice that it is clearly necessary to restrict solutions to avoid vanish-
ing proper subsums: if there is such a subsum, then it generates an infinite
family of solutions. The hypothesis that the field have characteristic zero is
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also needed: if the field has positive characteristic, then the Frobenius au-
tomorphism generates an infinite family of solutions. Indeed, the arithmetic
reason behind the failure of three-fold mixing in Ledrappier’s example comes
from (8.4), which is equivalent to the infinite family of solutions

(1 + t)2
k

+ t2
k

= 1

to the equation x1 +x2 = 1 in the multiplicative subgroup �1+ t, t� of the
field F2(1 + t, t).

Corollary: Mixing of all Orders. The ×2,×3 action of N
2 is mixing of

all orders with respect to Lebesgue measure mT.

Before embarking on the proof of mixing of all orders, we give an overview
of how the argument works. We assume that the N

2-action S is not mixing
on r sets for some r � 2. Using Fourier analysis, this translates into an
infinite family of solutions to an equation of the form (8.5). Thus, by the S-
unit theorem, we must have a vanishing subsum. This in turn implies that
the system is not mixing on s sets for some s < r. The proof is completed by
checking that S is mixing (that is, is mixing on 2 sets). All the subtle work
is hidden in the S-unit theorem.

Recall that the map sending m ∈ Z to the character x �→ e2πimx is an
isomorphism between Z and the character group T̂ of T.
Proof of mixing assuming the S-unit theorem. Assume that the N

2-
action S is not mixing on r sets for some r � 2. Then there are sets A1, . . . , Ar

in B and a sequence
(

n(k)
1 , . . . ,n(k)

r

)

j�1

of r-tuples of elements of Z
2 such that n

(k)
1 = 0∗ for all k � 1 and

n(k)
i − n(k)

j → ∞

as k → ∞ for any i 
= j, 1 � i, j � r, such that

mT

(

S−n
(k)
1 (A1) ∩ · · · ∩ S−n(k)

r (Ar)
)


→
r∏

i=1

mT(Ai) (8.6)

as k → ∞. By expanding each of the indicator functions χAi as a Fourier
series, we see that (8.6) is equivalent to the statement that there are charac-
ters χ1, . . . , χr on T, not all trivial, such that

∫

T

χ1(Sn
(k)
1 x) · · ·χr(Sn(k)

r x) dmT(x) 
→
r∏

i=1

∫

T

χi(Sn
(k)
i x) dmT(x) = 0 (8.7)

∗ Notice that we may make this assumption after subtracting the first term from all the

others, which means that the resulting sequence comprises r-tuples of elements of Z2 rather
than N2.
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since
∫

T
χdmT = 0 for any non-trivial character (that is,

∫ 1

0
e2πimx dx = 0

for m ∈ Z�{0}).
Each character χi(x) = e2πimix for some mi ∈ Z,

Sn
(k)
i x = 2n

(k,1)
i 3n

(k,2)
i x

(where we write n(k)
i = (n(k,1)

i , n
(k,2)
i )), and the function being integrated on

the left-hand side of (8.7) is itself the character corresponding to the integer

2n
(k,1)
1 3n

(k,2)
1 m1 + · · · + 2n(k,1)

r 3n(k,2)
r mr.

It follows that S is not mixing on r sets if and only if there are non-zero
integers m1, . . . , mr, and a sequence (n(k)

1 , . . . ,n(k)
r )j�1 with n

(k)
1 = 0 for

all k � 1 and

n(k)
i − n(k)

j → ∞

as k → ∞ for any i 
= j, 1 � i, j � r such that

2n
(k,1)
1 3n

(k,2)
1 m1 + · · · + 2n(k,1)

r 3n(k,2)
r mr = 0 (8.8)

for infinitely many values of k. Rearranging (8.8), this is equivalent to

− m2

m1
2n

(k,1)
2 3n

(k,2)
2 − · · · − mr

m1
2n(k,1)

r 3n(k,2)
r = 1. (8.9)

Equation (8.9) gives an infinite family of solutions in the subgroup �2, 3�
to an S-unit equation in Q, so by the S-unit theorem we must have some
subset I � {1, . . . , r} with the property that

∑

i∈I

2n
(k,1)
i 3n

(k,2)
i mi = 0 (8.10)

for infinitely many values of k (after multiplying out m1). Reversing the
argument leading from S not being mixing on r sets to (8.8), we see that (8.10)
says that S is not mixing on |I| < r sets.

Thus the S-unit theorem shows that if S is not mixing on r sets for
some r � 2, then S is not mixing on s sets for some s < r. All that remains
to complete the proof is to check that S is mixing. To see this, we use (8.8)
again: if S is not mixing, then there are non-zero integers m1 and m2 and a
sequence (n(k)

1 , n
(k)
2 ) going to infinity in Z

2 with m1 + 2n
(k)
1 3n

(k)
2 m2 = 0 for

infinitely many values of k, which is impossible since gcd(2, 3) = 1. �
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Exercises for Sect. 8.2

Exercise 8.2.1. Prove that Ledrappier’s example is mixing without using
character theory, by showing that it is mixing on a generating algebra of
cylinder sets using the geometry of the defining relation.

Exercise 8.2.2. Prove that Ledrappier’s example is mixing using algebra
(instead of the geometry of the defining relation) by the following steps.

(1) The group X̂ is isomorphic to the ring R = F2[t±1, 1
1+t ], and under this

isomorphism the generators of the action correspond to the commuting
maps r �→ tr and r �→ (1 + t)r.

(2) It follows that the action is not mixing if and only if there is a se-
quence nj → ∞ and elements r0, r1 ∈ R, not both zero, for which

r0 + tn1,j (1 + t)n2,j r1 = 0 (8.11)

for all j � 1.
(3) Embed the (8.11) into the field of fractions of R and deduce that (8.11)

can only hold for finitely many values of j.

Exercise 8.2.3. (79) Use the methods of Sect. 8.2.1 to show that a large class
of algebraic dynamical systems on zero-dimensional groups fail to be mixing of
all orders in a simple way as follows. For each prime ideal p in Fp[u±1

1 , . . . , u±1
d ]

define a Z
d-action by shifting on the compact group

Xp =
{

x ∈ F
Z

d

p |
∑

n∈Zd

fnxn = 0 for all f(u) =
∑

n

fnun ∈ p

}

,

where we write un for the monomial un1
1 · · ·und

d . For example, Ledrappier’s
example may be obtained in this way with d = 2 and p = 〈1+u1 +u2〉. Prove
that p contains a non-constant polynomial if and only if the resulting Z

d-
action is not mixing of all orders.

Exercise 8.2.4. (80) Prove directly that the N
2-action generated by S2

and S3 on the circle is mixing of all orders “in positive cones”: for any r � 1
and measurable sets A1, . . . , Ar ∈ BT,

mT

(

S−n
(k)
1 (A1) ∩ · · · ∩ S−n(k)

r (Ar)
)

→
r∏

i=1

mT(Ai)

as k → ∞, under the assumption that n
(k)
i+1 − n

(k)
i → ∞ while remaining

in N
2 (rather than in Z

2) as k → ∞ for 1 � i < r. Prove the same restricted
mixing of all orders property for X•

••
.

Exercise 8.2.5. Prove that the ×2,×3 action of Z
2 from Sect. 8.2.2 is mixing

on three sets without using the S-unit theorem.
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8.3 Haar Measure and Regular Representation

In this section we collect some information about the natural measure mG

defined on the Borel σ-algebra BG of a σ-locally compact metric group G,
which will replace the counting measure on N used, for example, to form
ergodic averages. Some of this material is also summarized in Appendix C on
topological groups.

The natural measure is the left-invariant Haar measure mG on G, which
satisfies the following properties:

(1) mG(gB) = mG(B) for all B ∈ BG and g ∈ G;
(2) mG(K) < ∞ for any compact subset K ⊆ G; and
(3) mG(O) > 0 for any open set O ⊆ G.

As we will show below, referring to “the” Haar measure is (almost) legitimate:
this measure is unique up to a scalar multiple in the following sense. If μ1

and μ2 are two measures satisfying properties (1)–(3), then there is some c > 0
with μ2 = cμ1 (see Corollary 8.8).

The existence theorem below is standard and may be found in many books
(see Appendix C for references).

Theorem (Haar). Let G be a σ-locally compact metrizable group. Then
there exists a left Haar measure mG satisfying properties (1)–(3) above.

We now sketch one argument for the existence of Haar measure; for com-
plete details see Folland [94, Sec. 2.2] for example.

For any compact set K ⊆ G and any set L with non-empty interior, we
define [K : L] to be the minimal number of left translates gL of L needed to
cover K. Let V be a small neighborhood of the identity e ∈ G, and let K0 be
some fixed compact set with non-empty interior. Notice that if we allow V
to shrink to smaller and smaller neighborhoods (this is possible unless G is
discrete, in which case counting measure is a Haar measure) then we expect
that [K : V ] will diverge to infinity. To take account of this we normalize
relative to K0 by defining

IV (K) =
[K : V ]
[K0 : V ]

for any compact K ⊆ G. It is easy to check that [gK : V ] = [K : V ] and

[K ∪ K ′ : V ] � [K : V ] + [K ′ : V ],

so IV (K) is a left-invariant, subadditive function defined on the compact
subsets of G. Note, however, that if V is the open ball on the left in Fig. 8.4
(which is drawn in R

2, but the geometric argument explained below applies
for any group G) and K, K ′ are the two compact sets on the right, then

[K : V ] = [K ′ : V ] = 1 = [K ∪ K ′ : V ],
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Fig. 8.4 The sets K and K′

so that IV is not additive, even though K and K ′ are disjoint.
Clearly this failure of additivity over disjoint sets occurs because the scal-

ing device, namely the neighborhood V , is too coarse to discriminate between
the two compact sets which are close together. If V is replaced by V1 as il-
lustrated in Fig. 8.4, then

[K ∪ K ′ : V1] = [K : V1] + [K ′ : V1],

so IV1(K ∪K ′) = IV1(K)+ IV1(K
′). To see this, notice that any left translate

of V1 cannot intersect both K and K ′ if V1 is, as illustrated, sufficiently small.
Thus an optimal cover (that is, one for which the number of translates needed
is minimal) can be split into an optimal cover for K and an optimal cover
for K ′ once the open set is small enough. Clearly replacing V by V1 does not
solve the problem completely, because other disjoint compact sets could be
even closer together. To get around this, we must work with a sequence of
neighborhoods (Vn) which form a basis of the neighborhoods of e ∈ G. The
functional

I(K) = lim
n→∞

IVn(K)

defined in this way would be additive on all disjoint compact sets, but in
order to complete the argument the convergence would need to be shown.
The following argument allows us to get round this problem.

By assumption, K0 has non-empty interior, so m = [K : K0] < ∞. Let

K ⊆ g1K0 ∪ g2K0 ∪ · · · ∪ gmK0

and
K0 ⊆ h1V ∪ h2V ∪ · · · ∪ hnV

be optimal covers (so, in particular, n = [K0 : V ]). Then

K ⊆ g1 (h1V ∪ h2V ∪ · · · ∪ hnV ) ∪ · · · ∪ gm (h1V ∪ h2V ∪ · · · ∪ hnV ) ,

so that [K : V ] � [K : K0][K0 : V ] or equivalently IV (K) � [K : K0]. By the
same argument, [K0 : V ] � [K0 : K][K : V ], and so 1

[K0:K] � IV (K), where
we interpret [K0 : K] as infinite and 1

[K0:K] as zero if K0 cannot be covered
by finitely many left translates of K. With this convention,
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IV ∈
∏

K⊆G

[
1

[K0:K] , [K : K0]
]

= K,

where the product is taken over all compact subsets of G, and the space K

is compact by Tychonoff’s theorem (Theorem B.5; this space is not metric
unless G is countable). It follows that there must be an accumulation point I
of the set {Ivn | n ∈ N}, and this accumulation point is a function I, defined
on all compact subsets of G, and with the property that

I(K) ∈
[

1
[K0:K] , [K : K0]

]

,

such that for any neighborhood U of I in the product topology, and any N ,
there is some n > N with Ivn ∈ U . This implies that I is a subadditive func-
tion, which is additive on disjoint compact sets by the following argument.
If K and K ′ are disjoint compact sets then, for all ε > 0,

U =
{

J ∈ K | |J(K) − I(K)| < ε, |J(K ′) − I(K ′)| < ε,

and |J(K ∪ K ′) − I(K ∪ K ′)| < ε
}

is a neighborhood of I in the product topology of K. By the discussion above,
we have (for the given sets K, K ′, and) for large enough n, that IVn satisfies

IVn(K ∪ K ′) = IVn(K) + IVn(K ′).

On the other hand, there are arbitrarily large values of n with IVn ∈ U , so
that

|I(K ∪ K ′) − I(K) − I(K ′)| < 3ε

for all ε > 0.
From this additivity on compact sets one can use measure-theoretic argu-

ments like those used in the proof of the Riesz representation theorem(81) to
deduce that

mG(O) = sup{I(K) | K ⊆ O, K compact}

and
m∗

G(B) = inf{mG(O) | B ⊆ O, O open}

define a measure on open sets, and an outer measure on all sets, respectively.
The latter, when restricted to BG, gives a left Haar measure on G.

8.3.1 Measure-Theoretic Transitivity and Uniqueness

The following elementary result will be useful in this and the following chap-
ters. In the arguments of this section we will not use the uniqueness properties
of Haar measure, instead it will emerge in Corollary 8.8.
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Proposition 8.6. Let G be a σ-locally compact metrizable group, and let mG

denote a left Haar measure on G. Then for any two Borel sets B1, B2 ∈ BG

with mG(B1)mG(B2) > 0, the set

{g ∈ G | mG(gB1 ∩ B2) > 0}

is open and non-empty. The same holds for {g ∈ G | mG(B1g ∩ B2) > 0}.
Moreover, mG(B) > 0 if and only if mG(B−1) > 0 for B ∈ BG.

Proof. Clearly

mG(gB1 ∩ B2) =
∫

χgB1(h)χB2(h) dmG(h),

and notice that h ∈ gB1 if and only if g ∈ hB−1
1 so χgB1(h) = χhB−1

1
(g).

Together, these facts imply by Fubini’s theorem (Theorem A.13) that
∫

mG(gB1 ∩ B2) dmG(g) =
∫∫

χgB1(h)χB2(h) dmG(h) dmG(g)

=
∫

χB2(h)
∫

χhB−1
1

(g) dmG(g)
︸ ︷︷ ︸

= mG(hB−1
1 ) = mG(B−1

1 )

dmG(h)

=
∫

B2

mG(B−1
1 ) dmG(h)

= mG(B−1
1 )mG(B2).

In fact we have used Fubini’s theorem for non-negative but not necessarily
integrable functions, but this can easily be avoided by replacing B1 and B2

with sequences of subsets with compact closures. Setting B2 = G, the above
argument shows that

mG(B1)mG(G) = mG(B−1
1 )mG(G),

which shows the last statement of the proposition (as is usual in measure
theory, 0 · ∞ = 0 by convention).

Having established the last claim, and returning to a general Borel set B2,
we get ∫

mG(gB1 ∩ B2) dmG(g) = mG(B−1
1 )mG(B2) > 0,

which shows that the set O = {g ∈ G | mG(gB1 ∩ B2) > 0} is non-empty.
We now prove that O is open, completing the proof of the proposition.

Assume that g ∈ O, so that mG(gB1 ∩B2) > 0. Since G is σ-compact we can
write
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B1 =
∞⋃

n=1

An,

where each An has compact closure. Since mG is a measure, we must have

ε = mG(gAn ∩ B2) > 0

for some An. Now

mG(g1An ∩ B) =
∫

χg1AnχB2 dmG =
∫

χAn(g−1
1 h)χB2(h) dmG(h)

so that, with f = χAn , we have

∣
∣
∣mG(gAn∩B2) − mG(g1An∩B2)

∣
∣
∣ �
∣
∣
∣
∣

∫
(

f(g−1h)−f(g−1
1 h)
)

χB2(h) dmG(h)
∣
∣
∣
∣

= ‖f(g−1·)−f(g−1
1 ·)‖1,

and we claim that for g1 sufficiently close to g the last term is less than ε,
so O is open. This claim is shown in the following lemma, in a more general
context.

For the second claim of the proposition, notice that we already established
the last claim, so that mG(B−1

1 ) > 0 and mG(B−1
2 ) > 0 by assumption.

Hence, again by the last claim,

{g ∈ G | mG(B1g ∩ B2) > 0} = {h ∈ G | mG(hB−1
1 ∩ B−1

2 ) > 0}−1

is non-empty and open by the first claim of the proposition. �

Lemma 8.7. Let G be a σ-locally compact metrizable group acting continu-
ously on a locally compact, σ-compact, metrizable space X. Let μ be a locally
finite measure on X which is invariant under G. Then, for p ∈ [1,∞) and
any f ∈ Lp

μ(X),
(Ugf) (x) = f(g−1.x)

defines an element Ugf ∈ Lp
μ(X) with ‖Ugf‖p = ‖f‖p and, for any fixed

function f ∈ Lp
μ(X), g �→ Ugf is a continuous map from G to Lp

μ(X) with
respect to the norm ‖ · ‖p.

Proof. First notice that for f ∈ Lp
μ,

∫

X

|f(g−1.x)|p dμ(x) =
∫

X

|f(x)|p dμ(x),

since by assumption μ is invariant under g ∈ G. To prove the second claim,
recall that for every ε > 0 there exists some f0 ∈ Cc(X) such that

‖f − f0‖p < ε. (8.12)
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Let V0 ⊆ G be a symmetric (that is, V −1
0 = V0) compact neighborhood

of e ∈ G, and let

K = V0.Supp(f0) = {v.x | v ∈ V0, x ∈ Supp f0}

so that K is also compact, by continuity of the G-action. By uniform conti-
nuity of f0 on the compact set K, there exists some δ > 0 such that

|f0(x) − f0(y)| < ε/μ(K)1/p

for dX(x, y) < δ. Moreover, again by uniform continuity of the map

V0 × K � (g, x) �→ g.x,

there is a symmetric neighborhood V ⊆ V0 such that g ∈ V implies
that dX(x, g.x) < δ. Putting these facts together, we see that g ∈ V im-
plies that |f0(x) − f0(g−1.x)| < ε/μ(K)1/p, and so

∫

K

|f0(x) − f0(g−1.x)|p dμ < εp.

However, for x /∈ K we also have g−1.x /∈ Supp(f) and so

|f0(x) − f0(g−1.x)| = 0.

Therefore the bound above actually gives ‖f0 − Ugf0‖p < ε for any g ∈ V .
Together with (8.12), and its consequence ‖Ugf − Ugf0‖p < ε, we get ‖f −
Ugf‖p < 3ε for g ∈ V . In general, g0 ∈ G and g ∈ g0V implies that

‖Ug0f0 − Ugf0‖p = ‖f0 − Ug−1
0 gf0‖p < ε

as required. �

Corollary 8.8. The Haar measure mG of a σ-locally compact metrizable
group G is unique up to a multiplicative factor. In particular, every con-
tinuous group automorphism φ : G → G satisfies

φ∗mG = mod(φ)mG

for some scalar mod(φ) > 0.

See Appendix C for more discussion of the modular function mod(φ).
Recall that G is called unimodular if the left Haar measure mG is also
right invariant (equivalently, if mod applied to the inner automorphism φg

gives mod(φg) = 1 for all g ∈ G, where φg(h) = ghg−1 for h ∈ G).
Proof of Corollary 8.8. Suppose m1 and m2 are two left-invariant Haar
measures. We define m = m1 + m2, so that m is also a left-invariant Haar
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measure, with the property that both m1 and m2 are absolutely continuous
with respect to m. By Theorem A.15, it follows that there are measurable
non-negative functions f1, f2 such that dmj = fj dm for j = 1, 2. We claim
that both f1 ≡ c1 and f2 ≡ c2 are constant, so that m1 = c1m, m2 = c2m
and m2 = c1

c2
m1 as stated in the corollary.

Suppose the claim is false for f1. Then there exist two measurable
sets B1, B2 ⊆ G such that f1(x1) < f1(x2) for x1 ∈ B1, x2 ∈ B2 and
both B1 and B2 have positive measure under m (this follows from divid-
ing R�0 into intervals [ k

n , k+1
n ) and taking their pre-images under f1; if f1 is

not constant then there exists some n and k1 
= k2 for which the pre-images
both have positive measure). By Proposition 8.6 (applied to mG = m) there
exists some g ∈ G such that mG(gB1 ∩ B2) > 0.

Now let E ⊆ G be any measurable set. Then
∫

E

f1(x) dm(x) = m1(E) = m1(g−1E) =
∫

g−1E

f1 dm =
∫

E

f1(gx) dm(x)

by definition of f1, left-invariance of m1, and left-invariance of m. Since this
holds for all measurable E ⊆ G, the uniqueness of the Radon–Nikodym
derivative (Theorem A.4) shows that f1(x) = f1(gx) for m-almost every x.
However, for x ∈ B1 ∩ g−1B2 we have, by construction of B1 and B2,
that f1(x) < f1(gx) and again by construction m(B1 ∩ g−1B2) > 0. This
contradiction shows that m1 = c1m for some c1 > 0, and by symmetry of m1

and m2 the first half of the corollary follows.
For the second half, notice that for a continuous automorphism φ : G → G

the measure φ∗mG is also left-invariant for the following reason. For B ⊆ G
a measurable set and g ∈ G,

φ∗mG(gB) = mG(φ−1(gB))
= mG(φ−1(g)φ−1(B))
= mG(φ−1(B))
= φ∗mG(B).

Also by assumption, φ−1(K) is compact (resp. φ−1(O) is open) whenever K
is compact (resp. O is open), so 0 < mod(φ) < ∞. �

The results on Haar measure from this section now allow Proposition 8.3
to be proved.
Proof of Proposition 8.3. It is clear that (2) implies (1) whenever the
action of G preserves the measure μ, so we need to show that (1) implies (2).

For a countable group G the proof is similar to the case of a single
transformation: Suppose that B is as in (1) and define the measurable
set B′ =

⋂

g∈G g.B. Then B′ is invariant in the sense of (2), and equiva-
lent to B in the sense that
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μ(B�B′) = μ(B�B′) = μ

⎛

⎝
⋃

g∈G

B�g.B
⎞

⎠ = 0

by the assumption on B and countability of G.
So now let G be a σ-compact metric group, and let G′ be a dense countable

subgroup of G (such a subgroup exists since G is separable as a topological
space, and a countable dense subset generates a countable dense subgroup).
Let B ∈ B be a G-invariant set as in (1); by the first case we may assume
without loss of generality that it is a strictly G′-invariant set as in (2).

As usual write mG for a left Haar measure on G; we will use mG to find
an equivalent strictly G-invariant set B′. For this, we first need to analyze
the subsets

Bx = {g ∈ G | g.x ∈ B} ⊆ G

for each x ∈ X. By continuity of the map g �→ g.x, we know that Bx ⊆ G is
measurable for each x ∈ X.

Notice that by strict G′-invariance of B we have hBx = Bx for all h ∈ G′,
and we claim that this implies mG(Bx) = 0 or mG(G�Bx) = 0. To prove
this claim, suppose instead that mG(Bx) > 0 and mG(G�Bx) > 0. Then by
Proposition 8.6 the set

O = {g ∈ G | mG(gBx�Bx) > 0}

is non-empty and open. Hence there exists some h ∈ G′∩O which contradicts
the fact that hBx = Bx.

Now define

B′ = {x ∈ X | mG(Bx) > 0} = {x ∈ X | mG(G�Bx) = 0},

let x ∈ B′ and h ∈ G. Then

Bhx = {g ∈ G | gh.x ∈ B} = Bxh−1.

Since mG(Bx) > 0 this implies that mG(Bhx) > 0 by Proposition 8.6 and
so hx ∈ B′; that is, B′ is strictly G-invariant as in (2).

All that remains is to show that B′ is measurable and that μ(B�B′) = 0,
and to do this we reformulate the definition of B′ as follows. Let U ⊆ G be
a measurable set of finite positive measure, and define

f(x) =
1

mG(U)

∫

U

χB(g.x) dmG(g).

By the fact that Bx is either a null set or a co-null set with respect to m,
we see that f = χB′ , which shows that B′ is measurable by Fubini’s theo-
rem (Theorem A.13) applied to U × X. Notice that χB(g.x) = χg−1.B(x).
Combining this with Fubini’s theorem again and our assumption, we have
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μ(B�B′) =
∫

(χB + χB′ − 2χBχB′) dμ

=
1

mG(U)

∫

U

∫
(

χB + χg−1B − 2χBχg−1B

)

dμdmG(g)

=
1

mG(U)

∫

U

μ
(

B�g−1B
)

dμ = 0,

which proves the proposition. �

8.4 Amenable Groups

One of the fundamental ways in which measure-preserving transformations
arise comes from the Kryloff–Bogoliouboff Theorem (Corollary 4.2), which in
the language of this chapter says that any continuous Z-action on a compact
metric space must have an invariant probability measure. This motivates the
definition of a class of groups all of whose continuous actions will turn out
to have invariant measures. We have seen in Example 8.2 that not all groups
have this property, so the definition of amenability below(82) is non-trivial.
Amenability may be defined in several different ways; for the purposes of
ergodic averaging (for example, as in the mean ergodic theorem), and in
order to work with familiar groups, the next definition is a convenient one.

8.4.1 Definition of Amenability and Existence of Invariant
Measures

Definition 8.9. A σ-locally compact group G is amenable if, for any compact
subset K ⊆ G and ε > 0, there is a measurable set F ⊆ G with compact
closure such that KF is a measurable∗ set with

mG (F�KF ) < εmG(F ), (8.13)

where mG denotes a left Haar measure on G.

Such a set F is said to be (K, ε)-invariant, and a sequence (Fn)n�1 of
compact subsets of G is called a Følner sequence if for every compact set K
and ε > 0, we have that Fn is (K, ε)-invariant for all large enough n. Følner
sequences in a group G allow ergodic averages of G-actions to be formed.
Notice that if G is discrete, then the sets Fn and K are finite sets and the
natural Haar measure is cardinality.

∗ This is clearly the case if, for example, F is a countable union of compact sets, which

one may always assume by regularity of the measure mG.
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A different characterization of amenability may be given in terms of the
existence of invariant probability measures for continuous actions. This di-
rectly generalizes the Kryloff–Bogoliouboff Theorem [214] (Corollary 4.2). We
shall only need one direction of this result, not the fact that it characterizes
amenability.

Theorem 8.10. If a locally compact group G is amenable, then every contin-
uous G-action G → Homeo(X, d) on a compact metric space has an invariant
probability measure.

Proof. Recall that we write M (X) for the space of probability measures
on (X, d) with the weak*-topology (see p. 97); in this argument we will make
use of the theory of integration for functions taking values in the space of
measures (see Chap. 5 and Sect. A.3).

A continuous action G → Homeo(X), with the action of g written x �→ g.x,
induces an action of G on Homeo(M (X)) written ν �→ g∗ν. Let ν ∈ M (X)
be any measure, and let (Fn) be a Følner sequence in G. The sequence of
averaged measures defined by

μn =
1

mG(Fn)

∫

Fn

g∗ν dmG(g),

or more concretely by
∫

f dμn =
1

mG(Fn)

∫

Fn

∫

f(g.x) dν dmG(g)

for any f ∈ C(X), for n � 1, has a weak*-convergent subsequence μnj → μ
as j → ∞. Given any f ∈ C(X) and h ∈ G, we have

∫

f(h.x) dμn(x) =
1

mG(Fn)

∫

Fn

∫

f(hg.x) dν(x) dmG(g)

=
1

mG(Fn)

∫

hFn

∫

f(g.x) dν(x) dmG(g),

and so
∣
∣
∣
∣

∫

f(x) dμn(x) −
∫

f(h.x) dμn(x)
∣
∣
∣
∣
� 1

mG(Fn)

∫

Fn�hFn

|f(g.x)| dν(x)dmG(g)

� mG(Fn�hFn)
mG(Fn)

‖f‖∞ → 0

as n → ∞. This implies that the weak*-limit μ is invariant under the action
of g ∈ G. �

Abelian groups are amenable; since we do not need this fact itself we
instead show that abelian groups share the invariant measure property of
amenable groups.
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Theorem 8.11. If G is an abelian locally compact group, then every contin-
uous G-action G → Homeo(X, d) on a compact metric space has an invariant
probability measure.

Proof. The proof uses averaging and compactness very much like the proof of
Theorem 4.1. For each g ∈ G and n � 0 define a map An,g : M (X) → M (X)
by

An,g(μ) =
1
n

n−1∑

j=0

gj
∗μ;

this is well-defined since M (X) is convex. There is no reason for these maps
to be invertible, so let AG be the semigroup of maps M (X) → M (X) gen-
erated by the set {An,g | n � 0, g ∈ G}. Notice that the maps in AG all
commute, since G is abelian. Since any map A ∈ AG is continuous, the im-
age A (M (X)) ⊆ M (X) is compact.

Given finitely many maps A1, . . . , Ar ∈ AG, let A = A1 ◦ · · · ◦ Ar. Then,
since AG is commutative, for any i = 1, . . . , r,

A (M (X)) = Ai

(

A1 ◦ · · · ◦ Ar
︸ ︷︷ ︸

omitting Ai

(M (X))
)

⊆ Ai (M (X)) .

It follows that
r⋂

i=1

Ai (M (X)) ⊇ A (M (X)) 
= ∅

for any finite collection A1, . . . , Ar of maps in AG. By compactness, we deduce
that ⋂

A∈AG

A (M (X)) 
= ∅.

Now let μ∗ be a measure in
⋂

A∈AG
A (M (X)). For g ∈ G and any n � 0,

there must be some μ for which μ∗ = An,gμ, and therefore

μ∗ − g∗μ
∗ =

1
n

(μ − gn
∗ μ)

has operator norm ‖μ∗− g∗μ
∗‖ � 2

n for all n � 1, so μ∗ = g∗μ
∗ for all g ∈ G.

This shows that μ∗ is G-invariant. �
Compact groups are also amenable (they satisfy Definition 8.9); we may

prove directly that their actions have invariant measures (see also Exer-
cise 8.4.2).

Lemma 8.12. If G is compact, then any continuous action of G has an in-
variant probability measure.

Proof. Let G act continuously on a compact metric space (X, d), and let x
be a point in X. Define φ : G → X by φ(g) = g.x. Writing mG for the
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Haar measure on G, we see that φ∗(mG) is an invariant probability measure
on X. �

We also note that the statement in Exercise 8.4.2, is the reason why ergodic
theory usually concerns itself with actions of non-compact groups.

As Example 8.2 shows, it is easy to exhibit non-amenable groups, though
it has proved to be a difficult problem to characterize amenability group-
theoretically.

Exercises for Sect. 8.4

Exercise 8.4.1. Prove directly that a countable abelian group is amenable
in the sense of Definition 8.9.

Exercise 8.4.2. Classify all ergodic invariant Borel probability measures for
a compact group G acting continuously on a locally compact metric space X
by showing that they all arise as push-forwards of the Haar measure on G by
the map g �→ g.x for some x ∈ X (as in Lemma 8.12).

Exercise 8.4.3. Prove that the Heisenberg group

H =

⎧

⎨

⎩

⎛

⎝

1 x z
1 y

1

⎞

⎠ | x, y, z ∈ R

⎫

⎬

⎭

is amenable and unimodular.

Exercise 8.4.4. Prove that the group

B =
{(

a b
1

)

| a, b ∈ R, a > 0
}

,

which is also called the ‘ax + b’ group to reflect its natural action on
{(

x
1

)

| x ∈ R

}

,

is amenable but not unimodular.

8.5 Mean Ergodic Theorem for Amenable Groups

Følner sequences permit ergodic averages to be formed, and the mean and
pointwise ergodic theorems hold under suitable conditions for measure-
preserving actions of amenable groups.
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In the theorem below we deal with integration of functions on the group
taking values in the Hilbert space L2

μ (see Sect. A.3).
The reader may find it a helpful exercise to specialize the proof to the case

of countable discrete amenable groups, in which Haar measure is cardinality,
the elements of a Følner sequence are finite sets, and the integrals appearing
are simply finite sums.

We will also be using the induced unitary representation∗ of G defined by

Ug(f)(x) = f(g−1.x)

for all x ∈ X. As every element of G is assumed to preserve the measure μ in
its action on X, we know that Ug : L2

μ → L2
μ is unitary. Moreover, if g, h ∈ G,

then by definition

Uh(Ug(f))(x) = Ug(f)(h−1.x) = f(g−1h−1.x) = f((hg)−1.x) = Uhg(f)(x),

which shows that g �→ Ug for g ∈ G defines an action of G on L2
μ. (The

inverse in the definition of Ug is used to ensure that this is indeed an action.)

Theorem 8.13. Let G be a σ-locally compact amenable group with left Haar
measure mG acting continuously on X, and let μ be a G-invariant Borel
probability measure on X. Let PG be the orthogonal projection onto the closed
subspace

I =
{

f ∈ L2
μ(X) | Ugf = f for all g ∈ G

}

⊆ L2
μ(X).

Then, for any Følner sequence (Fn) and f ∈ L2
μ(X),

1
mG(Fn)

∫

Fn

Ug−1f dmG(g) −→
L2

μ

PGf.

Thus the action is ergodic if and only if

1
mG(Fn)

∫

Fn

Ug−1f dmG(g) −→
L2

μ

∫

X

f dμ

for all f ∈ L2
μ(X) (or for all f in a dense subset of L2

μ(X)).

As will become clear, it is important that we average the expression

Ug−1f(x) = f(g.x)

instead of the expression Ugf(x).

∗ For now we will just use the action of Ug for g ∈ G on L2
μ(X) defined here; a more formal

definition of the notion of unitary representation will be given in Sect. 11.3.
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Proof of Theorem 8.13. Let u be a function of the form

u(x) = v(h.x) − v(x)

for some v ∈ L2
μ(X) and h ∈ G, that is u = Uh−1v − v. Then

∫

Fn

Ug−1Uh−1v dmG(g) =
∫

Fn

U(hg)−1v dmG(g) =
∫

hFn

Ug−1v dmG(g),

and so
∥
∥
∥
∥

1
mG(Fn)

∫

Fn

Ug−1u dmG(g)
∥
∥
∥
∥

2

=
∥
∥
∥
∥

1
mG(Fn)

(∫

hFn

Ug−1v dmG(g)

−
∫

Fn

Ug−1v dmG(g)
)∥
∥
∥
∥

2

� 1
mG(Fn)

∫

Fn�hFn

‖Ug−1v‖ dmG(g)−→0

as n → ∞, by (8.13) and Sect. B.7. It follows that the same holds for any
function in the L2

μ-closure V of the space of finite linear combinations of such
functions. Just as in the proof of the mean ergodic theorem (Theorem 2.21),
if u ⊥ V then, for every v ∈ L2

μ,

〈Ugu, v〉 =
〈

u, Ug−1v − v
〉

+ 〈u, v〉 = 〈u, v〉 ,

so u ∈ I. Thus L2
μ = V ⊕ I, showing the first part of the theorem. As

discussed on page 233, the G-action is ergodic if and only if I = C, the
constant functions, or equivalently if and only if PGf =

∫

X
f dμ, completing

the proof. �
Just as the mean ergodic theorem (Theorem 2.21) readily implies a mean

ergodic theorem in L1 for single transformations (Corollary 2.22), Theo-
rem 8.13 implies an L1 theorem. See Sect. B.7 for an explanation of the
meaning of the integral arising.

Corollary 8.14. Let G be a locally compact amenable group with left Haar
measure mG acting continuously on X, and let μ be a G-invariant Borel prob-
ability measure on X. Then, for any Følner sequence (Fn) and f ∈ L1

μ(X),

1
mG(Fn)

∫

Fn

f ◦ g dmG(g)−→E
(

f
∣
∣E
)

in L1
μ, where E is the σ-algebra of G-invariant sets.
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Exercises for Sect. 8.5

Exercise 8.5.1. Emulate the proof of Corollary 2.22 to deduce Corollary 8.14
from Theorem 8.13.

8.6 Pointwise Ergodic Theorems and Polynomial
Growth

While the mean ergodic theorem (Theorem 2.21) extends easily to the setting
of amenable group actions both in its statement and in its proof, extending
the pointwise ergodic theorem (Theorem 2.30) is much more involved(83).
The general pointwise ergodic theorem for amenable groups is due to Linden-
strauss [233]; a condition is needed on the averaging Følner sequence used
(but every amenable group has Følner sequences satisfying the condition).
That some condition on the sequence is needed is already visible for single
transformations (Z-actions): del Junco and Rosenblatt [67] show that for any
non-trivial measure-preserving system the pointwise ergodic theorem does
not hold along the Følner sequence defined by Fn = [n2, n2 + n) ∩ Z.

8.6.1 Flows

We start by showing how Theorem 2.30 extends to the case of continuous
time. As this is convenient, we state and prove the theorem in the measurable
context. A flow is a family {Tt | t ∈ R} of measurable transformations
of the probability space (X, B, μ) satisfying the identity TsTt = Ts+t for
all s, t ∈ R, and with T0 = IX . The flow is measure-preserving if Tt preserves μ
for each t ∈ R, and is measurable (as a flow) if the map (x, t) �→ Tt(x) is a
measurable map from (X×R, B⊗BR) to (X, B). Similarly, a semi-flow is an
action of the semigroup R�0. The pointwise ergodic theorem for (semi-)flows
is a direct corollary of Theorem 2.30.

Corollary 8.15. Let T be a measurable and measure-preserving (semi-)flow
on the probability space (X, B, μ). Then, for any f ∈ L1

μ, there is a measur-
able set of full measure on which

1
s

∫ s

0

f(Tsx) ds → E
(

f
∣
∣E
)

(x)

converges everywhere and in L1
μ to the expectation with respect to the σ-

algebra E = {B ∈ B | μ(B�T−1
t B) = 0 for all t ∈ R}.
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Proof. The function (x, s) �→ f (Ts(x)) is integrable on X × [0, s] for
any non-negative s by Fubini’s theorem (Theorem A.13). Thus the in-
tegral

∫ s

0
f(Ttx) dt is well-defined for almost every x ∈ X. In particu-

lar, F (x) =
∫ 1

0
f(Ttx) dt is well-defined for almost every x, and therefore

defines a function in L1
μ. Now

∫ n

0

f(Ttx) dt =
n−1∑

j=0

F (T j
1 x),

so, by Theorem 2.30, the averages

1
N

∫ N

0

f(Ttx) dt

converge almost everywhere as N → ∞.
Moreover, Theorem 2.30 applied to Fabs =

∫ 1

0
|f(Tsx)| ds also implies (by

taking the difference between AN (Fabs) and N+1
N AN+1 (Fabs), which converge

to the same limit) that

1
N

∫ 1

0

|f(Tt+Nx)| dt → 0

as N → ∞ almost everywhere. For any s ∈ [N, N + 1) we have
∣
∣
∣
∣
∣

∫ s

0

f(Ttx) dt −
∫ N

0

f(Ttx) dt

∣
∣
∣
∣
∣
�
∫ 1

0

|f(Tt+Nx)| dt,

so the convergence almost everywhere follows.
To finish the proof we need to identify the limit f∗, and show convergence

in L1
μ. By Theorem 6.1, the integral averages (from 0 to N) of f ∈ L1

μ converge
almost everywhere and in L1

μ to the conditional expectation

f∗ = E
(

F
∣
∣E T1
)

with respect to the σ-algebra of sets invariant under T1. To obtain con-
vergence in L1

μ of the integral from 0 to s, we can use the trick above
for s ∈ [N, N + 1). Moreover, the same argument shows that f∗ is invariant
under the flow Tt (that is, f∗ is E -measurable). Finally, using convergence
in L1

μ, we see that for a measurable set B ∈ E we have

∫

χB(x)
1
N

∫ N

0

f(Ttx) dt dμ(x) =
1
N

∫ N

0

∫

χB(x)f(x) dμ(x) dt

→
∫

B

f dμ =
∫

B

f∗ dμ,

which proves that f∗ = E
(

f
∣
∣E
)

. �
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A quite different class of ergodic theorems for continuous time are the local
ergodic theorems; we mention one simple instance. Local ergodic theorems
were introduced by Wiener [382]; notice how closely they are related to the
fundamental theorem of calculus, which states that

lim
ε→0

1
ε

∫ s+ε

s

f(t) dt = f(s)

for almost every s ∈ R if f ∈ L1
mR

(see Royden [320, Ch. 5] or Theorem A.25).

Theorem 8.16 (Wiener). Let T be a measurable and measure-preserving
flow on (X, B, μ). Then, for any f ∈ L1

μ,

lim
ε→0

1
ε

∫ ε

0

f(Ttx) dt = f(x)

almost everywhere.

Here we will write m for Lebesgue measure mR restricted to [0,∞).
Proof of Theorem 8.16. Let

N = X × [0,∞)�
{

(x, t) ∈ X × [0,∞) | lim
ε→0

1
ε

∫ ε

0
f(Tt+s) ds = f(Ttx)

}

;

we wish to show that N is a null set with respect to μ × m. Define

N t = {x ∈ X | (x, t) ∈ N}

for t � 0. Finally, let

Nx = {t ∈ [0,∞) | (x, t) ∈ N}.

Now for almost every x,
∫ s

0
f(Ttx) dt is well-defined for all s, and t �→ f(Ttx)

is integrable on [0, T ] for any T � 0. Thus the fundamental theorem of
calculus (Theorem A.25) implies that m(Nx) = 0 for almost every x. It follows
that (μ×m)(N) = 0, and by Fubini’s theorem (Theorem A.13), almost every t
has the property that μ(N t) = 0. On the other hand N t = T−1

t N0, so μ(N t)
is independent of t, and therefore vanishes identically as required, since Tt is
measure-preserving. �

8.6.2 Pointwise Ergodic Theorems for a Class of Groups

In this section we describe a more general version of the argument in
Sect. 2.6.3 and the second proof in Sect. 2.6.5, using once again the finite
Vitali covering lemma (Lemma 2.27). The pointwise ergodic theorem ob-
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tained here applies to a large collection of groups but is far from the most
general pointwise theorems.

We assume here that G is a locally compact unimodular group equipped
with a right-invariant metric (that is, a metric d compatible with the topology
and with d(g1h, g2h) = d(g1, g2) for all g1, g2, h ∈ G) and with the following
growth properties.

(P) For any r > 0 the metric r-ball BG
r = BG

r (e) has compact closure (that
is, the metric is proper), and mg(BG

r
�BG

r ) = 0.
(D) The metric has a doubling property∗: there is a constant CG such that

mG

(

BG
3r

)

� CGmG

(

BG
r

)

.

(F) The metric balls form a Følner sequence: for any fixed s ∈ R,

mG

(

BG
r+s

)

mG (BG
r )

−→ 1

as r → ∞.

We will check that property (F) does indeed imply the amenability prop-
erty in Definition 8.9 just after the statement of Theorem 8.19. It is clear that
any metric induced by a norm on R

k ×Z
� satisfies these properties. However,

there are many other groups satisfying the properties above: for example, the
Heisenberg group (defined in Exercise 8.4.3, with further properties described
in Examples 9.13 and 9.15, and in Chap. 10) satisfies them.

We start as in Sect. 2.6 with a maximal inequality in L1(G), the analog of
Lemma 2.29.

Lemma 8.17. Let G be a locally compact unimodular group with a right-
invariant metric satisfying properties (P) and (D). Then for any φ ∈ L1(G)
and α > 0 define the maximal function

φ∗(a) = sup
r>0

1
mG (BG

r )

∫

BG
r

φ(ga) dmG(g)

and the set Eφ
α = {a ∈ G | φ∗(a) > α}. Then

αmG

(

Eφ
α

)

� CG‖φ‖1.

Proof. By the assumption (P), mG(BG
r ) depends continuously on r > 0,

so φ∗(a) can also be defined as the supremum over all rational r > 0. This
shows that the map a �→ φ∗(a) is measurable. For any a ∈ Eφ

α choose
some r(a) with

∗ Strictly speaking this would be more naturally called a tripling condition, but it is
equivalent to a condition on the measure of balls of doubled radius, and the term “doubling

condition” is a standard one. The simplest example of a group without this property is
given by the free group F2 on two generators: in the natural word metric, |BF2

3r | ≈ |BF2
r |3.
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1
mG(BG

r(a))

∫

BG
r(a)

φ(ga) dmG(g) > α. (8.14)

Since G is second countable (that is, has a countable basis for its topology),
we can write the open set

O =
⋃

a∈Eφ
α

BG
r(a)a

as a union of countably many sets,

O =
∞⋃

i=1

BG
r(ai)

ai

for some {a1, a2, . . . } ⊆ Eφ
α. For brevity, write ri = r(ai). Notice that by

the assumption of right-invariance for the metric, the right translate of a
ball is also a ball: BG

r a = BG
r (e)a = BG

r (a) for any r > 0 and a ∈ G. Fix
some K � 1 and apply the Vitali covering lemma (Lemma 2.27) to select
indices j(1), . . . , j(k) ∈ {1, . . . , K} such that the balls

BG
rj(1)

aj(1), . . . , B
G
rj(k)

aj(k) (8.15)

are disjoint, and

BG
r1

a1 ∪ · · · ∪ BG
rK

aK ⊆ BG
3rj(1)

aj(1) ∪ · · · ∪ BG
3rj(k)

aj(k). (8.16)

By disjointness of the sets in (8.15),

‖φ‖1 �
k∑

i=1

∫

BG
rj(i)

aj(i)

|φ| dmG

�
k∑

i=1

mG(BG
rj(i)

aj(i))
1

mG(BG
rj(i)

)

∫

BG
rj(i)

aj(i)

φ(gaj(i)) dmG(g)

� α

k∑

i=1

mG(BG
rj(i)

aj(i)) (by (8.14)).

On the other hand, by (8.16), right-invariance of mG, and property (D),

K∑

j=1

mG(BG
rj

aj) �
k∑

i=1

mG(BG
3rj(i)

aj(i)) � CG

k∑

i=1

mG(BG
rj(i)

aj(i)).

Together with the bound on the latter sum, this gives
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α
K∑

j=1

mG(BG
rj

) � CG‖φ‖1,

for any K � 1, which gives αmG(O) � CG‖φ‖1 and hence the lemma,
since Eφ

α ⊆ O. �
We note that a right-invariant metric in a group satisfies the symmetry

relation d(g, e) = d(g−1, e) for g ∈ G (which follows by right multiplica-
tion with g−1) and the group triangle inequality d(gh, e) � d(g, e) + d(h, e)
for g, h ∈ G. The latter follows by combining the right-invariance and the
triangle inequality

d(gh, e) = d(g, h−1) � d(g, e) + d(e, h−1) = d(g, e) + d(h, e).

In the notation BG
r = BG

r (e) for the balls of radius r > 0 around the iden-
tity e ∈ G these properties may also be written as

(BG
r )−1 = BG

r

and
BG

r BG
s ⊆ BG

r+s (8.17)

for any r, s > 0.

Theorem 8.18 (Maximal Ergodic Theorem). Let G be a unimodu-
lar locally compact group with a right-invariant metric satisfying proper-
ties (P), (D) and (F). Let G act continuously on a locally compact σ-compact
metric space X, preserving a Borel probability measure μ on X, and let
f ∈ L1(X, B, μ). We define the maximal function

f∗(x) = sup
r>0

1
mG(BG

r )

∫

BG
r

f(g.x) dmG(g),

and for α > 0 define

Ef
α = {x ∈ X | f∗(x) > α}.

Then αμ(Ef
α) � CG‖f‖1.

Proof. In the proof below we will frequently use Fubini’s theorem (Theo-
rem A.13) applied to the functions

(g, x) �−→ f(g.x)

and
(g, x) �−→ |f(g.x)|,
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for (g, x) ∈ BG
J × X for some fixed J > 1. Notice that

∫

|f(g.x)| dμ(x) = ‖f‖1

since μ is G-invariant, so
∫

BG
r

∫

X

|f(g.x)| dμ(x) dmG(g) = mG(BG
r )‖f‖1,

and therefore these functions lie in L1(BG
J × X,mG|BG

J
× μ). In particular,

for almost every x ∈ X,

φ(g) =

{

f(g.x) for g ∈ BG
J ;

0 for g /∈ BG
J

defines a function φ ∈ L1(G) (suppressing the dependence on x ∈ X and
on J).

Fix α > 0. By Lemma 8.17,

αmG(Eφ
α) � CG‖φ‖1. (8.18)

Fix some M > 0 (later we will let J → ∞ for M fixed). Define the restricted
maximal functions

φ∗
M (a) = sup

0<r<M

1
mG(BG

r )

∫

BG
r

φ(ga) dmG(g) (8.19)

and
f∗

M (x) = sup
0<r<M

1
mG(BG

r )

∫

BG
r

f(g.x) dmG(g), (8.20)

and sets
Eφ

α,M = {a ∈ G | φ∗
M (a) > α}

and
Ef

α,M = {x ∈ X | f∗
M (x) > α}.

Fix a ∈ BG
J−M and g ∈ BG

M . Then ga ∈ BG
J by (8.17), so

φ(ga) = f(ga.x)

by definition of φ. Substituting this into (8.19) and (8.20) gives

φ∗
M (a) = f∗

M (a.x)

for a ∈ BG
J−M . It follows that
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αmG

(

{a ∈ BG
J−M | a.x ∈ Ef

α,M}
)

= αmG

(

BG
J−M ∩ Eφ

α,M

)

� αmG

(

Eφ
α

)

� CG‖φ‖1, (8.21)

where the last inequality is (8.18) again. We now integrate both sides of the
inequality (8.21) over X and use Fubini’s theorem. More concretely, for the
left-hand side of (8.21) we have

mG(BG
J−M )μ(Ef

α,M ) =
∫

BG
J−M

∫

X

χEf
α,M

(a.x) dμ(x) dmG

=
∫

X

mG

(

{a ∈ BG
J−M | a.x ∈ Ef

α,M}
)

dμ(x)

(8.22)

by Fubini’s theorem and the invariance of μ under the action of G. Similarly,
for the right-hand side we may write

∫

X

‖φ‖1 dμ(x) =
∫

X

∫

BG
J

|f(g.x)| dmG(g) dμ(x)

=
∫

BG
J

∫

X

|f(g.x)| dμ(x) dmG(g) = mG(BG
J )‖f‖1.

(8.23)

The identities (8.21)–(8.23) together give

αmG(BG
J−M )μ(Ef

α,M ) � CGmG(BG
J )‖f‖1.

We divide by mG(BG
J ) and let J → ∞, which gives

αμ(Ef
α,M ) � CG‖f‖1

by property (F). Finally, letting M → ∞ gives the theorem. �
It will be useful to extend the notation for ergodic averages from Sect. 2.5

to averages over balls for a group action, so we define

Ar(f)(x) =
1

mG(BG
r )

∫

BG
r

f(g.x) dmG(g)

for a group action of G.

Theorem 8.19. Let G be a unimodular locally compact group with a right-
invariant metric satisfying properties (P), (D) and (F). Let G act contin-
uously on a locally compact σ-compact metric space X, preserving a Borel
probability measure μ on X, and let f ∈ L1(X, B, μ). Then
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Ar(f)(x) −→ E
(

f
∣
∣E
)

(x)

almost everywhere and in L1
μ, where as usual E denotes the σ-algebra of G-

invariant sets.

The proof of Theorem 8.19 will follow the pattern of the second proof in
Sect. 2.6.5, where the pointwise ergodic theorem is deduced from the mean
ergodic theorem using the maximal ergodic theorem. In order to use the mean
ergodic theorem, we first verify that property (F) gives (8.13).

If K ⊆ G is compact and non-empty, then K ⊆ BG
s for some s > 0, so

BG
r �KBG

r = BG
r

�KBG
r ∪ KBG

r
�BG

r ⊆ BG
r

�BG
r−s ∪ BG

r+s
�BG

r

for all r > s, since BG
r−s ⊆ KBG

r ⊆ BG
r+s by (8.17). It follows that

mG(BG
r �KBG

r ) � mG(BG
r

�BG
r−s) + mG(BG

r+s
�BG

r )
= mG(Br+s) − mG(Br−s),

so that mG(Br�KBG
r )

mG(BG
r )

→ 0 as r → ∞ by property (F).

Proof of Theorem 8.19. Assume first that f0 ∈ L ∞, so that

An(f0) → F0 = E
(

f0

∣
∣E
)

as n → ∞ in L1
μ by the mean ergodic theorem for L1 (Corollary 8.14).

Pick some M with ‖F0 − AM (f0)‖1 < ε2. By the maximal ergodic theorem
(Theorem 8.18) applied to F0 − AM (f0) we have

μ

(

{x ∈ X | sup
r>0

Ar (F0 − AM (f0)) > ε}
)

< ε. (8.24)

By invariance of F0 under the action, we have Ar(F0) = F0. Just as in
Sect. 2.6.5, we now estimate the difference between Ar(AM (f0)) and Ar(f0)
as r → ∞. We have

Ar (AM (f0)) (x) =
1

mG(BG
r )

∫

AM (f0)(g.x)χBG
r

(g) dmG(g)

=
1

mG(BG
r )mG(BG

M )

∫∫

χBG
r

(g)χBG
M

(h)f0(hg.x) dmG(g) dmG(h)

=
1

mG(BG
r )mG(BG

M )

∫ ∫

χBG
r

(h−1g′)χBG
M

(h) dmG(h)
︸ ︷︷ ︸

ψ(g′)

f0(g′.x) dmG(g′)

by Fubini’s theorem (Theorem A.13) and left-invariance of mG. Notice
that for g′ ∈ BG

r−M we have h−1g′ ∈ BG
r for all h ∈ BG

M by (8.17). It
follows that ψ(g′) = mG(BG

M ) if g′ ∈ BG
r−M . Similarly, if g′ ∈ BG

r+M then
h−1g′ /∈ BG

r for any h ∈ BG
M , so ψ(g′) = 0. Finally, for g′ ∈ BG

r+M
�BG

r−M ,
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we have

0 � ψ(g′) � mG(BG
M ).

Thus

|Ar(AM (f0))−Ar(f0)| � 1
mG(BG

r )

∫ ∣
∣
∣
∣

1
mG(BG

M )
ψ(g)−χBG

r
(g)
∣
∣
∣
∣
|f0(g.x)|dmG(g)

�
mG(BG

r+M
�BG

r−M )
mG(BG

r )
‖f0‖∞ → 0 (8.25)

as r → ∞, by property (F). Together (8.24) and (8.25) show that

μ({x ∈ X | lim sup
r→∞

|F0 − Ar(f0)| > ε})

= μ({x ∈ X | lim sup
r→∞

|Ar(F0 − AM (f0))| > ε}) < ε,

which means that Ar(f0) → F0 pointwise almost everywhere as r → ∞. The
remainder of the proof follows the final part of the proof on p. 47. �

Exercises for Sect. 8.6

Exercise 8.6.1. Fill in the details completing the proof of Theorem 8.19 as
suggested there.

Exercise 8.6.2. Prove that the doubling property (D) from page 260 (for
the left-invariant Haar measure and the right-invariant metric) implies that
the group is unimodular.

8.7 Ergodic Decomposition for Group Actions

Just as for single transformations, the ergodic decomposition for a continuous
measure-preserving action of a σ-compact metric group may be deduced from
Choquet’s theorem as in Theorem 4.8. The proof we will give in this section
is related to the proof of Theorem 6.2, but a little more involved since we
do not have a pointwise ergodic theorem for the action of G on X. We will
follow loosely work of Greschonig and Schmidt [129] where a similar but
much stronger result is found using quasi-invariance (where the action is
only assumed to take null sets to null sets).

Theorem 8.20. Let G be a σ-compact metric group acting continuously on
a σ-compact metric space (X, d). Let μ be a G-invariant probability measure
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on X, and let

E =
{

B ⊆ X | B is measurable and μ (g.B�B) = 0 for all g ∈ G
}

be the σ-algebra of G-invariant sets. Then

μ =
∫

μE
x dμ(x)

is the ergodic decomposition of μ. That is, for μ-almost every x the conditional
measure μE

x is a G-invariant and ergodic probability measure on X.

The next result will serve as a substitute for an ergodic theorem.

Lemma 8.21. Let P1, P2, . . . be orthogonal projections, all defined on a sep-
arable Hilbert space H . Define the operators

Q1 = P1, Q2 = Q1P2Q1, . . . , Qn+1 = QnPn+1Qn

for any n � 0. Then the sequence (Qnv) converges in the norm topology to the
orthogonal projection of v onto the subspace

⋂∞
m=1 ImPm, for any v ∈ H .

As we will see in the proof, the peculiar structure of the definition of Qn

will be used in two different ways. First, for any v ∈ H and any fixed m, the
vector Qnv for n � m is obtained from an element of Im Pm by a few (how
many depending on m but not on n) projections Pj with j < m. Second,
the symmetry of the definition will be used in the later part of the proof to
miraculously convert weak*-convergence into strong convergence.

To see how this can be helpful, notice the following peculiar geometrical
fact. For a vector v in a Hilbert space it is possible to find a finite number
of projections P1, . . . , Pn so that v′ = Pn · · ·P1v is orthogonal to v but has
almost the same length as v. A geometric picture of a composition of many
projections that together behave like a rotation is illustrated in Fig. 8.5.

Fig. 8.5 Many projections together acting like a rotation
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The closer we require ‖v′‖ to be to ‖v‖, the more projections need to be
taken. The bound on the number of projections that appear to the left of Pm

in the definition of Qn will in this way allow us to say that Qnv has not
moved very far from ImPm, if indeed the length has not decreased much.
Proof of Lemma 8.21. Fix some v ∈ H , and let w be a weak*-limit of a
subsequence (Qnk

v). That is, w ∈ H satisfies

〈Qnk
v, ξ〉 → 〈w, ξ〉

as k → ∞, for all ξ ∈ H . Such a subsequence exists by Alaoglu’s theorem
(Theorem B.6) because ‖Qn‖ � 1 for all n.

We wish to show that w ∈
⋂∞

m=1 Im Pm. We claim first that

P1Qn = Qn (8.26)

for all n � 1 by induction. For n = 1, P1Q1 = P 2
1 = P1 since P1 is a

projection, and if we assume that P1Qn = Qn for some n, then

P1Qn+1 = P1QnPn+1Qn = QnPn+1Qn = Qn+1.

Hence, if ξ is an element of (Im P1)⊥ = kerP1, then

〈Qnv, ξ〉 = 〈P1Qnv, ξ〉 = 〈Qnv, P1ξ〉 = 0

for all n, and so 〈w, ξ〉 = 0 for all ξ ∈ (ImP1)⊥ and w ∈ Im P1 as required.
To prove the same result for m > 1 we have to work a bit harder. To this

end, define
c = lim

n→∞
‖Qnv‖2 = inf

n→∞
‖Qnv‖2,

where the equality holds since

‖Qn+1v‖ = ‖QnPn+1Qnv‖ � ‖Qnv‖,

as QnPn+1 is a product of orthogonal projections.
We start by describing (in a very rough way) the case m = 2. Notice that

when ‖Qnv‖ is close to c, then the same must be true of ‖P2SPn+1Qnv‖,
where S is the product of projections P� with the property that Qn = P1P2S.
Therefore,

‖Qn+1v‖ = ‖P1P2SPn+1Qnv‖ � c

is close to ‖P2SPn+1Qnv‖, which implies that Qn+1v is close to

P2SPn+1Qnv ∈ ImP2,

since the orthogonal projection P1 either decreases the norm significantly,
or does not move the vector much. It follows that 〈Qn+1v, ξ〉 is close to
zero for any ξ ∈ (Im P2)⊥, which shows that w ∈ ImP2. This statement
replaces (8.26) for the case m = 2.
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We now give the formal argument for any m � 1. Fix ε > 0 and pick n > m
such that ‖Qn−1v‖ < c + ε. Then Qn = Qm−1PmSPnQn−1 for some prod-
uct S of projections P� for various  (this may be seen by a simple induction,
starting with n = m+1 and using the particular inductive definition of Qn).
Let

v′ = PmSPnQn−1v ∈ ImPm;

we wish to show that Qm−1v
′ = Qnv is close to Im Pm by applying the pro-

jections P� appearing in Qm−1 successively to v′. Let P be the first projection
appearing on the right in Qm−1. Then

c � ‖Pv′‖ � ‖v′‖ < c + ε

and so

‖v′ − Pv′‖ =
√

‖v′‖2 − ‖Pv′‖2 �
√

(c + ε)2 − c2 =
√

2cε + ε2.

Let i(m) be the number of projections appearing in the definition of Qm−1.
By repeating the argument above, and using the triangle inequality, we get

‖v′ − Qnv‖ = ‖v′ − Qm−1v
′‖ � i(m)

√

2cε + ε2, (8.27)

so Qnv is within i(m)
√

2cε + ε2 of ImPm. We will use this statement as a
replacement for (8.26). If ξ is an element of (Im Pm)⊥, then for large enough k
we have

| 〈Qnk
v, ξ〉 | = | 〈Qnk

v, ξ〉 − 〈v′, ξ〉 | � i(m)
√

2cε + ε2‖ξ‖

by (8.27) with n = nk and v′ ∈ ImPm depending on nk. Therefore, 〈w, ξ〉 = 0
for the weak*-limit w of Qnk

v for all ξ ∈ (Im Pm)⊥ and all m � 1. The claim
that w ∈

⋂∞
m=1 Im Pm follows.

In particular Qnk
w = w and so

〈Qnk
(v − w), v − w〉 = 〈Qnk

(v), v − w〉 − 〈w, v − w〉
→ 〈w, v − w〉 − 〈w, v − w〉 = 0

as k → ∞. Since Q∗
n = Qn and P ∗

n = Pn = P 2
n , we deduce that

〈Qnk
(v − w), v − w〉 = 〈Pnk

Qnk−1(v − w), Pnk
Qnk−1(v − w)〉

= ‖Pnk
Qnk−1(v − w)‖2

2 → 0

as k → ∞. Hence ‖Qn(v − w)‖2 = ‖Qnv − w‖2 → 0 as n → ∞. That is, we
have obtained norm convergence of the original sequence.

To see that w is the projection of v onto
⋂

m�1 Im Pm, notice that if v′ lies
in
⋂

m�1 Im Pm then
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〈w, v′〉 = lim
n→∞

〈Qnv, v′〉 = lim
n→∞

〈v, Qnv′
︸ ︷︷ ︸

=v′

〉 = 〈v, v′〉

as needed. �
We will use Lemma 8.21 together with the projections

P (f) = Eμ

(

f
∣
∣Bg
)

(8.28)

for f ∈ L2(X, B, μ), where Bg = {B ∈ B | μ(g.B�B) = 0} is the σ-algebra
of g-invariant sets for a given g ∈ G. By the pointwise ergodic theorem (The-
orem 6.1) for the single transformation g, the operator P (f) has a pointwise
interpretation in the sense that

P (f)(x) = lim
m→∞

1
m

m−1∑

i=0

f
(

gi.x) (8.29)

defines the projection Eμ

(

f
∣
∣Bg
)

, and the limit exists on the complement of
a null set N = N(f, g).

Assume first that G is countable, and write G = {g1, g2, . . . }. The pro-
jection Pn is then defined by (8.28) for g = gn, and equivalently by (8.29).
Moreover, in this case the operator of projection onto

⋂∞
n=1 ImPn is pre-

cisely the map f �→ Eμ

(

f
∣
∣E
)

, where E =
⋂∞

n=1 Bgn is as in the statement
of Theorem 8.20.

Lemma 8.22. Let G = {g1, g2, . . . } be a countable group acting continuously
on a σ-compact metric space (X, d), and let μ be a G-invariant probability
measure on X. Then μ is ergodic if and only if, for any f ∈ Cc(X) (or for f
in a countable dense subset of Cc(X)), we have

(Qnk
f) (x) →

∫

f dμ

as k → ∞ for almost every x, for some subsequence (nk) which may depend
on f .

We note once more that for any f ∈ L2
μ the function (Pf)(x) in (8.29) is

also in L2
μ, so that Qnf ∈ L2

μ for any n � 1 and f ∈ C(X). Moreover, Qnf

converges in L2
μ to Eμ(f

∣
∣E ) by Lemma 8.21, so there always exists a sub-

sequence (nk) such that Qnk
f converges almost everywhere to Eμ(f

∣
∣E ) by

Corollary A.12.
Proof of Lemma 8.22. Let f ∈ Cc(X) and assume that μ is an ergodic prob-
ability measure. Then Qnf converges in L2

μ to
∫

f dμ, so there exists a subse-
quence (nk) for which Qnk

f →
∫

f dμ almost everywhere by Corollary A.12.
On the other hand, if there exists a subsequence (nk) with Qnk

f →
∫

f dμ
almost everywhere, then the orthogonal projection of f onto the subspace
of G-invariant functions must give

∫

f dμ. Knowing this for all f ∈ Cc(X)
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(or for all f in a dense subset of Cc(X)) implies, by the density of Cc(X)
in L2

μ, that there are no almost everywhere G-invariant non-constant func-
tions, so μ is ergodic. �

Proof of Theorem 8.20. Suppose first that G = {g1, g2, . . . } is countable,
let D ⊆ Cc(X) be a dense countable subset, and let f ∈ D. We know that
the limit f (1) = P1(f) defined as in (8.29) (using g = g1) converges on the
complement of a null set. As G is countable, we may assume that the null
set is G-invariant. Similarly, f (2) = P2(f (1)), f (3) = P1(f (2)) = Q2(f), . . . (as
in (8.29) using g = g2, g = g1, . . .) converges pointwise on the complement
of a G-invariant null set. Here we use the group elements gn in the order in
which the corresponding projections Pn are used to define Q�. Therefore, we
obtain one G-invariant null set with the property that Qn(f)(x) is defined on
its complement for all n—and here the definition of Qn(f)(x) is such that we
do not use properties of the measure μ, but rather only use the values of f on
the orbit G.x. Taking once more a countable union of null sets we may assume
that the above holds for all f ∈ D and all x ∈ X ′, for some G-invariant conull
set X ′.

Fix again some f ∈ D. By Lemma 8.21, Qn(f) converges to Eμ(f
∣
∣E ) in

the L2
μ norm. It follows that there is a sequence (nk = nk(f)) for which

Qnk
f(x) → E

(

f
∣
∣E
)

=
∫

f dμE
x (8.30)

almost everywhere as k → ∞. We may assume that the convergence
in (8.30) also holds for x ∈ X ′, for all f ∈ D and the respective subse-
quence (nk = nk(f)).

Since E is the σ-algebra of invariant sets (and so E is a g-invariant σ-
algebra for each g ∈ G), we have

g∗μ
E
x = μE

x (8.31)

almost everywhere for any g ∈ G by Corollary 5.24. Once more shrinking X ′,
we may assume that (8.31) holds for x ∈ X ′, and finally that μE

x (X ′) = 1
for all x ∈ X ′, without losing the property that X ′ has full measure and
is G-invariant.

We claim that μE
x is a G-invariant and ergodic probability measure for

any x ∈ X ′. Invariance holds by (8.31) and the choice of X ′. For ergodicity
we will apply Lemma 8.22 with the measure μE

x . For this we need to show,
for any f ∈ D, that Qnk

(f)(x) converges μE
x -almost everywhere to

∫

f dμE
x .

For x ∈ X ′ we have that P1(f)(x) defined as in (8.29) converges. Therefore,
we obtain (using an ergodic theorem applied to f and μE

x ) that f (1) can
indeed be identified with the projection of f onto the subspace of g1-invariant
functions in L2

μE
x
. Similarly, we obtain that f (�)(x) as defined inductively

above for x ∈ X ′, can be identified, as an element of L2
μE

x
, with the outcome

of the successive projections of f onto the g1, g2, g1, . . .-invariant subspaces
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of L2
μE

x
. In particular, as Qnk

(f)(x) converges for x ∈ X ′ to
∫

fdμE
x , we obtain

that μE
x is G-ergodic by Lemma 8.22. Notice that for the transition from μ

to μE
x in this argument it is crucial that Qn(f)(x) is defined in a way which

depends only on x and not on the measure μ (resp. μE
x ). This is ensured

by (8.29) and the iterative definition of Qn.
Now let G be any σ-compact metric group. Then there exists a countable

dense subgroup G′ ⊆ G for which the statement has already been proven.
Notice that by continuity of the action and the density of G′ in G we have
that a measure μ ∈ M (X) is G-invariant if and only if it is G′-invariant (this
is proved by the argument used to prove that (3) =⇒ (1) in Theorem 4.14,
using functions in Cc(X) instead of C(X) to get around the problem that X is
only assumed to be σ-compact). Similarly, a measurable set B is G-invariant
modulo μ (resp. modulo μE

x ) if and only if it is G′-invariant modulo μ (resp.
modulo μE

x ) by the argument in the proof of Proposition 8.3 on pages 249–251.
This implies that the σ-algebra E can be defined either using G or using G′.
Applying the result proved for G′, we see that the μE

x are G′-invariant and
ergodic probability measures almost surely; that is, μ =

∫

μE
x dμ is the ergodic

decomposition for μ and the action of G′. However, by the remarks above,
if μE

x is G′-invariant and ergodic, it is also G-invariant and ergodic. The
theorem follows. �

Exercises for Sect. 8.7

Exercise 8.7.1. Give a different proof of the existence of the ergodic decom-
position for a continuous action of a σ-compact metric group on a σ-compact
metric space using Choquet’s theorem.

8.8 Stationary Measures

As we have discussed in Sect. 8.1, there are continuous group actions on
compact metric spaces that do not have any invariant probability measures.
One way to overcome this fundamental obstacle is to restrict attention to
actions of amenable groups. Another is to loosen the requirement of strict
invariance for the probability measures considered.

Rather than requiring invariance under every element of the acting group,
one can ask for invariance in some averaged sense, leading to the following
definition(84).

Definition 8.23. Let G be a σ-compact metrizable group equipped with a
probability measure ν. Suppose that G acts continuously on a σ-compact
metric space X. A probability measure μ ∈ M (X) is ν-stationary if
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μ =
∫

G

g∗μdν(g),

or equivalently if
∫

X

f(x) dμ(x) =
∫

G

∫

X

f(g.x) dμ(x) dν(g)

for all f ∈ Cc(X).

Informally, we may think of stationarity as invariance under the random
walk on X defined by the measure ν. This random walk is defined as fol-
lows: Given some x ∈ X, choose at random (with respect to the measure ν)
an element g ∈ G, and then move x to g.x. This connection can be made
more formal (see the proof of Proposition 8.24), and allows one to use the
arguments we used for a single transformation to study general group actions.

Proposition 8.24. Let G be a σ-compact metrizable group, and let ν be a
probability measure on G. Suppose that G acts continuously on a compact
metric space X. Then there exists a ν-stationary measure on X.

Proof. Let μ0 ∈ M (X) be any probability measure on X, and define a new
probability measure ν∗μ0 by

ν ∗ μ0 =
∫

G

g∗μ0 dν(g).

Also define the averages

μN =
1
N

N−1∑

n=0

ν ∗ (ν ∗ · · · (ν
︸ ︷︷ ︸

n times

∗μ0) · · · ),

which define a sequence of measures in the compact space M (X). It follows
that there is a subsequence (Nk) for which μNk

→ μ for some μ ∈ M (X).
Notice that

ν ∗ μNk
− μNk

=
1

Nk
(ν ∗ (ν ∗ · · · (ν ∗ μ0) · · · )) − μ0,

which shows that
∣
∣
∣
∣

∫

f dν ∗ μNk
−
∫

f dμNk

∣
∣
∣
∣
� 2‖f‖∞

Nk

for f ∈ C(X). Here
∫

f dν ∗ μNk
=
∫∫

f(g.x) dν(g) dμNk
(x) (8.32)
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converges as k → ∞ to
∫∫

f(g.x) dν(g) dμ(x) =
∫

f dν ∗ μ. (8.33)

It follows that μ is ν-stationary. �

Exercises for Sect. 8.8

Exercise 8.8.1. Check (8.32) and (8.33). Show that
∫

f(g.x) dν(g) is a con-
tinuous function of x ∈ X, which is needed to deduce (8.33) from (8.32).

Exercise 8.8.2. Show how to deduce Proposition 8.24 from Theorem 4.1.

Notes to Chap. 8

(72)(Page 231) There is a rich theory of the topological dynamics of continuous group
actions on compact topological spaces which is outside the topics covered here. The mono-

graph of Gottschalk and Hedlund [121] is an influential early source; more recent sources
include Auslander [9] (mainly dealing with structure theorems for topological dynamical

systems) and Akin [3].
(73)(Page 232) See also the survey of mixing properties of group actions, with particular

emphasis on the natural action of SLd(Z) on Td, by Bergelson and Gorodnik [27] and their
paper [28]; further results on higher-order mixing in special cases may be found in papers

of Bhattacharya [30], Kamiński [179] and Ward [375].
(74)(Page 235) This exercise is taken from a note by Morris and Ward [261].
(75)(Page 235) The relationship between mixing properties and rigidity for a measure-
preserving transformation is rather involved. Motivated by a problem from the theory

of transformations preserving an infinite measure, Furstenberg and Weiss [108] defined a
measure-preserving transformation to be mild-mixing if it has no rigid factors, and showed

that mild-mixing is strictly weaker than strong-mixing and strictly stronger than weak-
mixing. Just as in note (27) on p. 50, there is a natural sense in which the typical measure-

preserving transformation is both rigid and weak-mixing.
(76)(Page 235) The mixing behavior of measure-preserving Zd-actions for d > 1 in general
(that is, away from algebraic examples) is more involved, and in particular there are rigid

examples with the property that every element is mixing (see [81]).
(77)(Page 235) The higher-order mixing properties of Zd-actions by automorphisms of

compact abelian groups are intimately connected with subtle Diophantine problems, as
shown in Sect. 8.2.2; Schmidt [332, Chap. VIII] gives an overview. There is a sharp di-

chotomy between connected and zero-dimensional groups. For connected groups Schmidt
and Ward [333] showed that mixing implies mixing of all orders; for zero-dimensional

groups Masser [256] showed that the order of mixing is related to the algebraic property
of mixing shapes. Actions of non-abelian groups by automorphisms of a compact group

behave very differently; special cases are dealt with by Bergelson and Gorodnik [28] and
Bhattacharya [30]. In a different direction, there are certain groups with the property that

mixing implies mixing of all orders for any measure-preserving action (see Mozes [262] and
Sect. 11.4, where a special case of Mozes’ work is described).
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(78)(Page 239) This result, a form of “S-unit theorem”, is proved by van der Poorten and
Schlickewei [295] and, independently, by Evertse [88]. In the case of a number field, explicit

bounds on the number of solutions in terms of n, [K : Q] and the rank of Γ are found by
Schlickewei [330].
(79)(Page 242) Much more is true: an action of Zd by continuous automorphisms of a com-
pact, zero-dimensional abelian group is mixing of all orders if and only if it has completely

positive entropy (entropy theory extends to actions of amenable groups). This is shown
by Kitchens and Schmidt [196] as part of a wider investigation of mixing and directional

entropy invariants for such systems.
(80)(Page 242) In fact much more is true: there is a precise sense in which examples like

that of Sect. 8.2.1 are mixing of all orders if a small subset of times are avoided. This is
shown in certain cases by Arenas-Carmona, Berend and Bergelson [6].
(81)(Page 245) See, for example, Halmos [137, Sec. 56].
(82)(Page 251) Amenable groups were introduced and studied by von Neumann [266], who

used them to explain aspects of the Banach–Tarski paradox; the word ‘amenability’ was
introduced later by Day [65] (see Wagon [373] for an attractive account of the Banach–

Tarski paradox). Significant monographs on the notion of amenability include those of
Greenleaf [128], Pier [284] and Paterson [281]. In addition there are overviews of amenable

groups in a survey paper of Day [66] and chapters in the books on harmonic analysis by
Hewitt and Ross [151, Sect. 17] and by Reiter [307, Chap. 8]. The rich articulation between

amenability, property (T), rigidity, and lattices in Lie groups is addressed in the monograph
by Zimmer [394]. The ergodic theory of actions of amenable groups was given enormous

impetus by the comprehensive work of Ornstein and Weiss [275] in which the entropy
and isomorphism theory for such actions is developed. The pointwise ergodic theorem and

relationship between entropy and mixing have been developed by Lindenstrauss [233] and
Rudolph and Weiss [325] respectively. The theory of orbit equivalence and restricted orbit
equivalences, interpolating between orbit equivalence and isomorphism, for amenable group

actions has been developed by Kammeyer and Rudolph [180].
(83)(Page 257) Ergodic theorems for group actions have a long history, and we refer the

interested reader to the extensive surveys by Nevo [271] and Gorodnik and Nevo [120], and
the monograph of Tempel’man [358]. In particular, [271, Sect. 4] discusses the relationships

between growth conditions on metric balls, unimodularity and asymptotic invariance in
general, and [271, Sect. 5] describes pointwise ergodic theorems for ball averages. The use

of Vitali covering lemmas and growth conditions goes back to Wiener [382] and Riesz [314],
and was also used by Calderon [45]. These methods have been applied, for example, by

Bourgain [41] to develop pointwise ergodic theorems along subsequences of arithmetic
interest, and by Ornstein and Weiss [274, 275] in developing ergodic theory for amenable

group actions.
(84)(Page 272) This notion was introduced by Fustenberg [104], and there is a large body

of research related to it which we do not go into. In the setting of Proposition 8.24 the set
of ν-stationary measures is a compact convex subset of M (X). If in addition G is abelian

then for any measure ν with the property that ν(H) = 1 for a closed subgroup H � G
implies that H = G, any ν-stationary measure is invariant (in the terminology of [104],

this means that any action of an abelian group is a stiff action). A striking recent result
of Bourgain, Furman, Lindenstrauss, and Mozes [42] gives a dichotomy for ν-stationary

measures on T2 if the support of ν generates a sufficiently large subgroup of SL2(Z). A
more general (but less effective) stiffness result for homogeneous spaces has been found by

Benoist and Quint [24].





Chapter 9

Geodesic Flow on Quotients
of the Hyperbolic Plane

In this chapter we will start our analysis of actions on locally homogeneous
spaces by studying the geodesic flow on hyperbolic surfaces. Since, throughout
the book, we will not assume prior knowledge of Lie theory or differential
geometry, the material needed will be introduced here. As an application,
the geodesic flow will be used to give another proof of ergodicity for the
Gauss measure.

The connection between the geodesic flow and continued fractions goes
back to work of Artin [8](85).

9.1 The Hyperbolic Plane and the Isometric Action

Before we can discuss the geodesic flow we need to introduce the space on
which it acts. Indeed, even the space on which it acts will be approached via
a simpler space.

A convenient model for the hyperbolic plane is the upper half-plane

H = {x + iy ∈ C | y > 0}

with the hyperbolic metric. To define this metric, we need to introduce the
tangent bundle∗ TH = H × C comprising the disjoint union of the tangent
planes TzH = {z} × C for all z ∈ H. One should think of TzH as a plane
touching H tangentially at z and having no other intersection with H. This
suggests that TzH is the natural space for derivatives in the following sense.
If φ : [0, 1] → H is differentiable at t ∈ [0, 1] with φ(t) = z, then we define
the derivative of φ at t by

Dφ(t) = (φ(t), φ′(t)) ∈ TzH.

∗ The tangent bundle can be defined abstractly on any manifold, but for our purposes we

may think of it as the space in which derivatives live and use an ad hoc definition.
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Here φ′(t) is the derivative of φ as a map into C. We give TzH the structure
of a vector space inherited from the second component in TzH = {z} × C.

The hyperbolic Riemannian metric is defined as the collection of inner
products∗

〈v, w〉z =
1
y2

(v · w)

for z = x + iy ∈ H and v, w ∈ TzH. Here (v · w) denotes the usual inner
product in C under the identification of C with R

2 as real vector spaces.
The hyperbolic Riemannian metric induces the hyperbolic metric d(·, ·).

mentioned above as follows. If φ : [0, 1] → H is a continuous piecewise dif-
ferentiable curve (we will refer to these as paths), then its length is defined
by

L(φ) =
∫ 1

0

‖Dφ(t)‖φ(t) dt

where ‖Dφ(t)‖φ(t) denotes the length of the tangent vector

Dφ(t) = (φ(t), φ′(t)) ∈ Tφ(t)H

with respect to the norm derived from 〈·, ·〉φ(t). We will refer to ‖D φ(t)‖φ(t)

as the speed of the path φ at time t. The hyperbolic distance is now defined
as

d(z0, z1) = inf
φ

L(φ)

where the infimum is taken over all continuous piecewise differentiable
curves φ with φ(0) = z0 and φ(1) = z1. It may be checked that this does
indeed define a metric on H.

Moreover, the hyperbolic metric on H induces the same topology on H as
that induced by the Euclidean norm ‖ · ‖2 on C ⊇ H (see Exercise 9.1.1).

The real line R ⊆ C together with a single point ∞ (from the one-point
compactification of C) is called the boundary ∂H of the hyperbolic plane.
Notice that the hyperbolic distance from any point z ∈ H to any point α ∈ ∂H

is infinite, where the distance is defined as an infimum over paths

φ : [0, 1] → H ∪ ∂H

with φ(t) ∈ H for t ∈ [0, 1), φ(0) = z and φ(1) = α.
We are going to introduce a group action on H by isometries of the hyper-

bolic metric. This will serve two purposes. First, it will help us to understand
the hyperbolic metric; second, it will allow us to define important quotients
of the space H. Looking back at some of the natural examples of measure-
preserving systems from Chap. 2 shows that very few arise naturally on spaces
like R or R

2, but instead live on the spaces T = R/Z or T
2 = R

2/Z
2, which

∗ The scaling by y−2 may seem arbitrary, but it is this exact scaling that gives a metric

with respect to which the action of SL2(R) on H by Möbius transformations is isometric
(see Lemma 9.1).
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have finite volume with respect to a natural measure. In that setting, the
subgroup Z or Z

2 acts by translation, which is an isometry of the Euclidean
metric on R or R

2.
Recall that an action of a group G on a set X is said to be transitive if

for any x1, x2 ∈ X there is a g ∈ G with g.x1 = x2, and is simply transitive
if there is a unique g ∈ G with g.x1 = x2.

Let SL2(R) denote the special linear group consisting of 2 × 2 matrices
with real entries and determinant one. The group SL2(R) acts on H by the
Möbius transformations

g =
(

a b
c d

)

: z �→ az + b

cz + d
. (9.1)

Notice that cz + d �= 0 for z ∈ H since cz + d = 0 requires z = −d
c ∈ R

unless c = 0, in which case d = 0. If we identify z ∈ C with the point ( z
1 ) in

projective space P
1(C), then this is simply the natural linear action
(

a b
c d

)(
z
1

)

=
(

az + b
cz + d

)

∼
(

az+b
cz+d

1

)

viewed in affine coordinates. This implies that (9.1) defines an action once
we have verified that g(z) ∈ H for all z ∈ H and g ∈ SL2(R), and an easy
calculation shows that

� (g(z)) =
�(z)

|cz + d|2 , (9.2)

which proves that g (H) ⊆ H for all g ∈ SL2(R). Notice that the matrix

−I2 =
(
−1 0
0 −1

)

acts trivially on H, so (9.1) defines an action of the projective special linear
group

PSL2(R) = SL2(R)/{±I2}.

It will be convenient to continue to write
(

a b
c d

)

for the element ±
(

a b
c d

)

of PSL2(R).

Lemma 9.1. The action of PSL2(R) on H defined by (9.1) has the following
properties.

(1) The action is isometric, meaning that

d (g(z0), g(z1)) = d(z0, z1)

for any z0, z1 ∈ H and g ∈ PSL2(R). Moreover, the action of PSL2(R)
on TH defined by the derivative D g of the action of g ∈ PSL2(R) on H

preserves the Riemannian metric.
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(2) The action is transitive on H: given any two points z0, z1 ∈ H there is a
matrix g ∈ PSL2(R) with g(z0) = z1.

(3) The stabilizer

StabPSL2(R)(i) = {g ∈ PSL2(R) | g(i) = i}

of i ∈ H is the projective special orthogonal group

PSO(2) = SO(2)/{±I2}

where SO(2) =
{(

cos θ − sin θ
sin θ cos θ

)

| θ ∈ R

}

.

Notice that property (3) gives an identification

H ∼= PSL2(R)/ PSO(2),

and under the identification the coset g PSO(2) is sent to g(i).
The derivative action D g of g ∈ PSL2(R) used in (1) is defined as follows.

Notice that g when viewed as a map from H to H is complex differentiable,
moreover

g′(z) =
1

(cz + d)2
.

Now D g : TH → TH is defined by

D g(z, v) = (g(z), g′(z)v) =
(

az + b

cz + d
,

v

(cz + d)2

)

,

which for a fixed z ∈ H is a linear map

(D g)z : TzH → Tg(z)H.

The chain rule for differentiation shows that this really defines an action.
Proof of Lemma 9.1 (1): Since the metric is defined in terms of the
Riemannian metric, we need to start by proving the second claim. For v, w
in TzH we have (D g)zv, (D g)zw ∈ Tg(z)H and (9.2) shows that

〈

(D g)zv, (D g)zw
〉

g(z)
=
(

y

|cz + d|2

)−2( 1
(cz + d)2

v,
1

(cz + d)2
w

)

=
1
y2

(v, w) = 〈v, w〉z, (9.3)

where we have used the property that multiplication of v and w by a complex
number λ changes the Euclidean inner product by a factor of |λ|2. In partic-
ular, (9.3) shows that D g does not change the length of a vector when the
lengths are defined using the corresponding base points. This implies that for
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any continuous piecewise differentiable curve φ : [0, 1] → H the action of g
does not change its length: L(g ◦ φ) = L(φ) (see Exercise 9.1.2). Finally it
follows that

d (g(z0), g(z1)) = d(z0, z1)

for all z0, z1 ∈ H.

(2): It is enough to show that for any z = x + iy with y > 0 there is a
matrix g with g(i) = z. The matrix

(√
y x/

√
y

0 1/
√

y

)

sends i to x + iy.

(3): If g(i) = i, then we must have |c + id| = 1 by (9.2). Thus there is
a θ ∈ R with c = sin θ, d = cos θ. Now g(i) = i, equivalently

ai + b

sin θi + cos θ
= i,

is equivalent to a = cos θ and b = − sin θ. Thus the stabilizer of i is the
subgroup PSO(2) of PSL2(R). �

By Lemma 9.1(1), the action of D g preserves the length of tangent vectors.
Write

T1
H = {(z, v) ∈ TH | ‖v‖z = 1}

for the unit tangent bundle of H consisting of all unit vectors v attached to
all possible points z ∈ H. The restriction of D g defines an action of PSL2(R)
on T1

H (naturally extending the action on H itself).

Lemma 9.2. The action of PSL2(R) on T1
H is simply transitive.

Notice that this allows us to describe the unit tangent bundle to H as

T1
H ∼= PSL2(R). (9.4)

In order to do this, we have to choose an arbitrary reference vector (z0, v0)
in T1

H which corresponds to I2 ∈ PSL2(R); the identification is then
given by g �→ D g(z0, v0). We will make the convenient choice z0 = i and
v0 = i. That is, the reference vector is the upward unit vector based at
the imaginary unit i ∈ H. Under the resulting identification the action of
PSL2(R) on H is conjugated to the action of PSL2(R) by left multiplication
on PSL2(R).

Proof of Lemma 9.2. Since we already know that the action on H is tran-
sitive, it is enough to consider vectors v ∈ TiH with base point i, and here
we compute

(D g)i (v) =
1

(i sin θ + cos θ)2
v = (cos(2θ) − i sin(2θ)) v.
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So by varying θ, (D g)i (v) could be any vector of modulus one. To see that
the transitivity is simple, notice that (D g)i (v) = v implies that

2θ ≡ 0 (mod 2π),

so θ ∈ Zπ, and g = ±I2. �

Exercises for Sect. 9.1

Exercise 9.1.1. Prove that the hyperbolic metric on H is indeed a metric,
and that it induces the same topology as does the Euclidean norm ‖ · ‖2

on C ⊇ H.

Exercise 9.1.2. Using (9.3), verify that L(g ◦ φ) = L(φ) for any continuous
piecewise differentiable curve φ : [0, 1] → H and g ∈ PSL2(R).

9.2 The Geodesic Flow and the Horocycle Flow

In this section we describe some basic hyperbolic geometry, starting with dis-
tances, geodesics, and their parameterizations. We have defined the distance
between two points z0, z1 ∈ H by an infimum over paths from z0 to z1; it is
not clear a priori whether this infimum is attained by some minimizing path.
The first step is to show that this is indeed the case, starting with a simple
special case.

Lemma 9.3. Let z0 = y0i and z1 = y1i with 0 < y0 < y1. Then

d(z0, z1) = log y1 − log y0

and

φ(t) = y0

(
y1

y0

)t

i

for t ∈ [0, 1] defines a path in H from z0 to z1 with constant speed

log y1 − log y0,

so that
L(φ) = log y1 − log y0.

Moreover, the curve φ is uniquely determined: if ψ : [0, 1] → H is any path
from z0 to z1 with L(ψ) = d(z0, z1) then there is some increasing piecewise
differentiable map f : [0, 1] → [0, 1] with ψ = φ ◦ f .
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Lemma 9.3 says that any two points on the vertical line {yi | y > 0} have
a unique path of minimal length joining them, and that minimizing path also
lies in {yi | y > 0}. For that reason, the whole set {yi | y > 0} will be called
a geodesic curve for H or simply a geodesic, and the minimizing path φ will
be called a geodesic path.
Proof of Lemma 9.3. It is readily checked that the path φ defined in the
lemma has constant speed equal to log y1−log y0 = L(φ) as claimed. It follows
that

d(z0, z1) � log y1 − log y0.

Suppose now that η : [0, 1] → H is another path joining z0 to z1, and
write η(t) = ηx(t) + iηy(t) with ηx(t), ηy(t) ∈ R. Then

L(η) =
∫ 1

0

‖η′(t)‖2

ηy(t)
dt �

∫ 1

0

|η′
y(t)|

ηy(t)
dt �

∫ 1

0

η′
y(t)

ηy(t)
dt = log y1 − log y0.

Equality holds in the first inequality if and only if η′
x(t) = ηx(t) = 0 for

all t ∈ [0, 1], and in the second if and only if η′
y(t) � 0 for all t ∈ [0, 1]. This

implies the remaining statement of the lemma. �
From now on we will always parameterize geodesics so that they have

constant speed equal to 1 (and therefore have a domain whose length is equal
to the length of the path). Thus Lemma 9.3 may be thought of as saying that
for z0 = iy0, z1 = iy1 there is a unique path

φ : [0, d(z0, z1)] → H

with unit speed and with φ(0) = z0 and φ(d(z0, z1)) = z1, and that unique
path is defined by

φ(t) = y0eti.

It is clear that an isometry g ∈ PSL2(R) sends a geodesic path (or curve)
to another geodesic path (curve). The next result is a converse to this obser-
vation, and gives a description of all geodesics in H.

Proposition 9.4. For any two points z0, z1 ∈ H there is a unique path

φ : [0, d(z0, z1)] → H

of unit speed with φ(0) = z0 and φ(d(z0, z1)) = z1. Moreover, there is a
unique isometry g ∈ PSL2(R) such that φ(t) = g(eti).

Proof. We first claim that there exists a g ∈ PSL2(R) with g−1(z0) = i
and g−1(z1) = iy1 for some y1 > 1. By Lemma 9.1(2) we can certainly find
some g̃ ∈ PSL2(R) with g̃−1(z0) = i, and we want to modify g̃ to also satisfy
the second condition. By Lemma 9.1(3) any element of PSO(2) fixes the
point i. Hence we may suppose without loss of generality that �

(

g−1(z1)
)

is
maximal within �

(

PSO(2)g̃−1(z1)
)

. Let
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h =
(

cos θ − sin θ
sin θ cos θ

)

and g̃−1(z1) = x̃1 + iỹ1, so that

�
(

h(g̃−1(z1))
)

=
y1

| sin θz1 + cos θ|2 (by (9.2))

has a maximum at θ = 0. Choosing g−1 = hg̃−1 and taking the derivative
shows that this implies that �g−1(z1) = 0.

Moreover, we must have g−1(z1) = y1 > 1 since if y1 < 1 then the map

k =
(

0 −1
1 0

)

would increase the imaginary part, contradicting the maximality assumption.
By Lemma 9.3, there is a unique geodesic path φ0(t) = eti of unit speed
from i to iy1, so that φ(t) = g(eti) is the unique geodesic path of unit speed
connecting z0 and z1.

Finally, we claim that not only is the geodesic unique, but so is the el-
ement g ∈ PSL2(R). To see this, suppose that t �→ g1(eti) is any geodesic
path from z0 to z1. Then t �→ g−1g1(eti) is a geodesic path from i to y1i of
unit speed, and so must be equal to the path t �→ eti. Taking the derivative
at t = 0 we see that D

(

g−1g1

)

(i, i) = (i, i), which shows that g−1g1 = I2 by
Lemma 9.2. �

Finally, we claim that a Möbius transformation g maps the geodesic
curve {yi | y > 0} either to another vertical line (that is, a line normal
to the real axis, with constant x coordinate), or to the upper half of a circle

(x − f)2 + y2 = r2

with center in the real axis (equivalently, meeting the real axis at right angles).
Moreover, all of those curves do arise as images of {yi | y > 0}, so that this
list of curves is precisely the list of geodesic curves in H.

To see this, note first that a Möbius transformation of the form z �→ az+b
maps the vertical line {yi | y > 0} to the vertical line �(z) = b and maps
the upper half of the circle (x − f)2 + y2 = r2 to the upper half of the
circle (x − (af + b))2 + y2 = a2r2. Now the subgroup

U =
{(

1 b
0 1

)

| b ∈ R

}

< SL2(R)

together with w =
(

0 1
−1 0

)

generate SL2(R), since

wUw−1 =
{(

1 0
−b 1

)

| b ∈ R

}

.
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So it remains to check that the Möbius transformation z �→ − 1
z corresponding

to w maps a vertical line or a semicircle with center in R to another vertical
line or semicircle. In polar coordinates (r, φ) the transformation z �→ − 1

z is
the transformation (r, φ) �→ (1

r , π − φ). The claim follows since both vertical
lines and circles with real centers can be defined by equations of the form

αr2 + βr cos φ + γ = 0

with (α, β, γ) �= (0, 0, 0).
Historically, the hyperbolic plane H was important in solving a classical

problem in geometry: the points and geodesics in H satisfy all the classical
axioms of geometry apart from the parallel axiom, thus showing that the
parallel axiom is not a consequence of the other axioms. Indeed, we have for
instance that for any two different points in H there is a unique geodesic
through them, and any two different geodesics intersect in at most one point.
Angles and areas will be defined later, and they will behave well (if a little
unusually). However, for every point z ∈ H and geodesic � not containing z
there are uncountably many geodesics through z that do not intersect � and
which are therefore “parallel” to �.

Proposition 9.4 shows that any two points z0, z1 ∈ H determine a unique
geodesic � passing through z0 and z1. Alternatively, a geodesic � is also
uniquely determined by a base point z ∈ H and a unit vector v ∈ T1

zH

under the requirement that � passes through z in the direction of v. The
unique geodesic through i in the direction i is illustrated in Fig. 9.1, while
a geodesic through z in the direction v in general position is illustrated in
Fig. 9.2.

Fig. 9.1 The geodesic �0 through the pair (i, i)

In fact there is a unique g ∈ PSL2(R) with D g(i, i) = (z,v), and � is
the image of {iy | y > 0} under the Möbius transformation corresponding
to g. Moreover, the vector v gives � a direction and defines the unit speed
parametrization g(eti) of the geodesic � starting at z.
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Fig. 9.2 The unique geodesic � defined by a pair (z,v)

The geodesic flow gt : T1
H → T1

H is defined by following the uniquely
defined parametrization of the geodesic � determined by (z,v) for time t.
Here the direction of the image in T1

H is the direction of the geodesic � at
time t. In the case of the reference vector (i, i) this means that

gt ((i, i)) = (eti, eti)

where we write gt ((z,v)) for the action of the geodesic flow.
Notice that (eti, eti) is also the image of (i, i) under the derivative action

of the matrix
(

et/2 0
0 e−t/2

)

,

that is

gt ((i, i)) = D
(

et/2 0
0 e−t/2

)

(i, i).

A word about notation: we will use (z,v) �→ gt ((z,v)) for the geodesic flow
for time t on T1

H; the corresponding action on the group PSL2(R) under the
identification in (9.4) will be written h �→ Rath. We now explicitly describe
this flow in terms of matrices.

For an arbitrary point (z,v) = g(i, i) the isometric Möbius transformation
defined by g maps the unit speed parametrization of the geodesic defined by
the reference vector to the one defined by (z,v). It follows that

gt ((z,v)) = D g (gt ((i, i))) = D g

(

D
(

et/2 0
0 e−t/2

)

(i, i)
)

= D
(

ga−1
t

)

(i, i),

where we write

at =
(

e−t/2 0
0 et/2

)

.

This describes the geodesic flow on T1
H ∼= PSL2(R) as right multiplication

by the inverse∗ of the matrix at, which we write as

∗ The inverse in the multiplication on the right is the only way to define an action of the

full group PSL2(R), which we will consider later.
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Rat(g) = ga−1
t

for g ∈ PSL2(R). Recall that the derivative action of PSL2(R) on

T1
H ∼= PSL2(R)

corresponds to left multiplication.
The second flow on T1

H ∼= PSL2(R) that we will study is the horocycle
flow . As we will see, the horocycle flow is intimately linked to the geodesic
flow, and it is in this context that we introduce it.

Notice first that the geodesic for our reference vector (i, i) and for a second
vector (x + i, i) for any x ∈ R are both vertical lines. The respective geodesic
trajectories move along parallel to each other, with

gt ((i, i)) = (eti, eti);
gt ((x + i, i)) = (x + eti, eti)

for t ∈ R, and so the hyperbolic distance between their base points does not
exceed |x|

et (since this is the length of a horizontal path from eti to x + eti).
This suggests that points gt ((i, i)) and gt ((x + i, i)) on the orbits of the two
points under the geodesic flow approach each other as t → ∞. On the other
hand if (z,v) has the property that the distance between the base point
of gt ((i, i)) and that of gt ((z,v)) converges to zero, then �(z) = 1 and v = i
(see Exercise 9.2.1). Combining these two statements, we expect that the
set of upward-pointing vectors on the horizontal line through i will form the
stable manifold for the geodesic flow through the point (i, i). That is, these
are precisely the set of points (z,v) with the property that the distance
between gt ((i, i)) and gt ((z,v)) converges to zero as t → ∞. We will be able
to verify this once we have defined a metric on T1

H. The orbit of (i, i) under
the subgroup

U− =
{(

1 s
1

)

| s ∈ R

}

(9.5)

is precisely the set described (see Fig. 9.3).
More generally, for any (z,v) = D g(i, i) we similarly define the (stable)

horocycle flow on T1
H by

u−(s) ((z,v)) = D
(

g

(
1 −s

1

))

(i, i),

with the corresponding description on PSL2(R) by

Ru−(s)(h) = hu−(−s)

for h ∈ PSL2(R) and u−(s) = ( 1 s
0 1 ) ∈ U−. Similarly, one may check that the

subgroup
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Fig. 9.3 Two particular orbits of the stable horocycle U− on T1H

U+ =
{(

1
s 1

)

| s ∈ R

}

gives rise to the unstable manifolds, and the corresponding flow is the unstable
horocycle flow.

In order to make the discussion above meaningful, we need to define a
metric on T1

H ∼= PSL2(R) with respect to which we can determine whether
or not a pair of sequences with no limits in the space may nonetheless be
converging to each other. This metric will be constructed in a more general
setting in the next section.

Exercises for Sect. 9.2

Exercise 9.2.1. Show directly that if (z,v) has the property that the dis-
tance between the base points of gt ((i, i)) and that of gt ((z,v)) converges to
zero as t → ∞, then �(z) = 1 and v = i.

Exercise 9.2.2. Show that the action of PSL2(R) on H (and hence also
on T1

H) is proper. That is, for any compact set P ⊆ H there exists a
compact set L ⊆ PSL2(R) such that z, g(z) ∈ P for some g ∈ PSL2(R)
implies g ∈ L. Deduce that the bijection between T1

H and PSL2(R) is a
homeomorphism.

9.3 Closed Linear Groups and Left Invariant
Riemannian Metric

The general linear group GLd(R), comprising invertible d × d matrices over
the reals, has a natural topology when viewed as a subset of Matdd(R) ∼= R

d2
,

and in this topology it is an open subset. A closed linear group G is any group
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which can be embedded into GLd(R) for some d � 1 such that the image is a
closed set in GLd(R). What we are going to describe in this section also works
for the larger class of Lie groups, but we will not need this level of abstraction.
Since the map det : GLd(R) → R is continuous, a simple example of a closed
linear group is SLd(R), the group of real matrices with determinant 1.

The group PSL2(R), which plays such a big role in this chapter, is also a
closed linear group. To see this, define

(φ(g)) (m) = gmg−1

for g ∈ SL2(R), m ∈ Mat22(R), and notice that φ(−I) = φ(I) is the identity
map. This shows that φ descends to a homomorphism

φ̂ : PSL2(R) → GL(Mat22(R)) ∼= GL4(R),

where here and below we write GL(V ) for the group of invertible linear auto-
morphisms of a vector space V . We claim that φ̂ is injective. Moreover, φ̂ (or,
equivalently, φ) is a proper map: that is, φ−1(K) is compact for any compact
set K ⊆ GL(Mat22(R)). To see this, consider first the basis vector m = ( 0 1

0 0 )
of Mat22(R). If the image

(
a b
c d

)(
0 1
0 0

)(
d −b
−c a

)

=
(
−ac a2

−c2 ac

)

is m, then a = ±1 and c = 0. Moreover, if this image is bounded then both a
and c are bounded. A similar argument using m = ( 0 0

1 0 ) shows injectivity
and that if the image is bounded then b and d are bounded. It follows that φ̂
is proper with a closed injective image in GL(Mat22(R)).

9.3.1 The Exponential Map and the Lie Algebra of a Closed
Linear Group

Our goal is to define a left-invariant Riemannian metric on any closed linear
group G. For this we need to identify the tangent bundle TG, and we begin
this by analyzing the tangent space of G at the identity using the exponential
and logarithm maps. The exponential map exp : Matdd(C) → Matdd(C) is
defined by the absolutely convergent power series

exp(v) =
∞∑

n=0

1
n!

vn (9.6)

for v ∈ Matdd(C). We will mainly use this for real matrices, but the properties
are most easily seen if we allow complex entries. The following basic properties
of the exponential map are readily checked.
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• If v =

(
α1 v12 ... v1d

. . .
...

αd

)

∈ Matdd(C) is upper-triangular, then so is exp(v),

and the diagonal entries of exp(v) are eα1 , . . . , eαd .
• If v ∈ Matdd(C) and g ∈ GLd(C), then

exp(gvg−1) = g exp(v)g−1.

• It follows that
exp (Matdd(R)) ⊆ GLd(R)

and
det (exp(v)) = etr(v), (9.7)

where the trace tr(v) is the sum of the diagonal entries in v.

If v is an upper-triangular matrix then (9.7) follows from the first property
of the exponential map. More generally, for any matrix v there is some g ∈
GLd(C) for which gvg−1 is upper-triangular, and hence (using the complex
case of the first two properties)

det(exp(v)) = det(g) det(exp(v)) det(g−1)

= det(g exp(v)g−1)

= det(exp(gvg−1))

= etr(gvg−1) = etr(v),

in which the last equality follows from the easily checked property

tr(vw) = tr(wv)

for v, w ∈ Matdd(C).

• If v, w ∈ Matdd(C) commute, then

exp(v + w) = exp(v) exp(w) = exp(w) exp(v).

This can be shown directly using the power series. In particular,

exp(nv) = (exp(v))n

for any v ∈ Matdd(C) and n ∈ Z.
• For any v ∈ Matdd(R) the map t �→ exp(tv) from R to GLd(R) is a

homomorphism; the image is called a one-parameter subgroup.
• Taking the derivative of such a homomorphism t �→ exp(tv) with respect

to t gives
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d

dt
exp(tv) =

d

dt

∞∑

n=0

1
n!

(tv)n =
∞∑

n=0

n

n!
tn−1vn = v exp(tv) = exp(tv)v.

• The exponential map exp : Matdd(R) → GLd(R) is locally invertible at 0.
Its inverse is given by the logarithm map

log g =
∞∑

n=1

(−1)n+1

n
(g − I)n,

which is convergent when g is close enough to the identity (for then the
absolute value of the entries may be bounded by a convergent geometric
series).

• The derivative of exp(·) at 0 ∈ Matdd(R), and the derivative of log(·)
at exp(0) = I ∈ GLd(R), are the identity map I ∈ GL(Matdd(R)).

The next result is one of the main reasons why the exponential and loga-
rithm maps are useful in studying closed linear groups.

Proposition 9.5. For any closed linear group G ⊆ GLd(R) there is a neigh-
borhood B of I ∈ G with the property that log B ⊆ Matdd(R) is a neighborhood
of 0 inside a linear subspace g ⊆ Matdd(R). Here g is characterized by either
of the properties

• g is the subspace consisting of all derivatives φ′(t) of paths

φ : [a, b] → G ⊆ GLd(R)

at points t ∈ [a, b] with φ(t) = I; or
• g is the maximal linear subspace of Matdd(R) with exp(g) ⊆ G.

Thus the exponential and logarithm maps give a canonical linear coordi-
nate system to a neighborhood of the identity in G. The following lemma will
be useful for the proof of Proposition 9.5.

Lemma 9.6. There is a neighborhood B of 0 ∈ Matdd(R) such that for
any v ∈ B, and any sequence (vm) with vm → v as m → ∞, we have

(

I +
1
m

vm

)m

−→ exp(v)

as m → ∞.

Proof. If v is sufficiently small, then for large m we may use the geometric
series to get the estimate

m log
(

I +
1
m

vm

)

= m
( 1

m
vm − 1

2m2
v2

m + · · ·
)

= vm + O(1/m) .



292 9 Geodesic Flow on Quotients of the Hyperbolic Plane

This implies that m log
(

I + 1
mvm

)

is still small, and that it converges to v
as m → ∞. Thus

exp
(

m log
(

I +
1
m

vm

))

=
(

I +
1
m

vm

)m

−→ exp(v).

�
The argument below can be described roughly as follows. We study the

group multiplication of elements exp(v) and exp(w) for small v, w ∈ g up to
an error of smaller order, and then Lemma 9.6 will be used as a magnifying
device.
Proof of Proposition 9.5. Define

g = {v ∈ Matdd(R) | exp(tv) ∈ G for all t ∈ R}.

We claim that g is a linear subspace of Matdd(R). It is clear that Rg = g,
so it remains to show that g is closed under addition. Suppose that v, w ∈ g

are given, and choose t > 0 so that t(v + w) ∈ B (where B is chosen as in
Lemma 9.6). Define a sequence (gn) in G by

gn =
(

exp
(

t
nv
)

exp
(

t
nw

) )n

for all n � 1. The approximation

exp
(

t
nu
)

= I + t
nu + O

(

1/n2
)

shows that
gn =

(

I + 1
n

(

t(v + w) + O (1/n)
))n

.

By Lemma 9.6,
gn −→ exp (t(v + w)) ∈ G

since G is a closed subgroup of GLd(R). In other words, for every v, w ∈ g

and every sufficiently small t ∈ R we have exp (t(v + w)) ∈ G. This implies
that v + w ∈ g by the definition of g, as required.

Let V ⊆ Matdd(R) be a linear complement of the subspace g in Matdd(R)
and consider the map

ψ : g × V −→ GLd(R) ⊆ Matdd(R)

(u, v) �−→ (exp(u)) (exp(v)) .

The derivative of ψ is the embedding g × V → Matdd(R) obtained by
adding the components. By the choice of V as a linear complement to g,
this map is invertible. It follows that ψ is locally invertible, and thus ev-
ery g in some neighborhood B1 of I ∈ GLd(R) can be written in the
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form g = exp(u) exp(v) with u ∈ g and v ∈ V . Notice that since G is a
group, exp(v) ∈ G if g ∈ G.

The main statement of the proposition is that there is some neighbor-
hood B ⊆ B1 of I for which

log (B ∩ G) ⊆ g.

If this were not the case then by the argument above there would exist a
sequence (vm) in V�{0} with vm → 0 as m → ∞ with exp(vm) ∈ G. Now
by compactness of the unit ball in V and after passing to a subsequence, we
may assume that

vm

‖vm‖ −→ w ∈ V.

Moreover, exp (Zvm) � G. Thus the sequence of discrete subgroups Zvm � V
(whose generators become arbitrarily small) converge to the subspace Rw
in V . This implies that exp (Rw) ⊆ G, and hence w ∈ g which contradicts
the definition of V . More formally, for any t ∈ R there exists a sequence (mn)
in Z with mn‖vn‖ → t and

exp(tw) = lim
n→∞

exp
(

mn‖vn‖
vn

‖vn‖

)

= lim
n→∞

(exp(vn))mn ∈ G.

The equivalence of the two characterizations of g given in the proposition
now follow easily. �

Although we will not need this, an argument similar to the proof of Propo-
sition 9.5 shows that g is closed under another operation, namely the Lie
bracket (see Exercise 9.3.1). For v, w ∈ Matdd(R) we define the Lie bracket
of v and w by

[v, w] = vw − wv.

Then the Lie algebra g is the linear subspace of Proposition 9.5 together with
the restriction of the Lie bracket [·, ·] to g. It may readily be checked that the
Lie bracket satisfies the properties

• (v, w) �−→ [v, w] is bilinear;
• [v, w] + [w, v] = 0 for all v, w ∈ g; and
• [u, [v, w]] + [v, [w, u]] + [w, [u, v]] = 0 for all u, v, w ∈ g.

The third of these is the Jacobi identity. Part of the general theory of Lie
groups(86) develops the precise relationship between abstract Lie algebras
(vector spaces with a map [ ·, · ] satisfying these three properties) and abstract
Lie groups (which generalize closed linear groups).

Recall that in a topological space X the connected component of a
point x ∈ X is the largest connected subset of X containing x. Also note
that we use the ambient vector space Matdd(R) � G to determine whether a
function f : O → G defined on an open subset O ⊆ R

m is differentiable.
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Corollary 9.7. For any closed linear group G ⊆ GLd(R) the Lie algebra g

uniquely determines the connected component G0 of the identity in G. In-
deed, G0 is the group generated by exp(g). Moreover, G0 is an open, closed,
normal, subgroup of G, and is path-connected via smooth curves.

Proof. Define, for n � 1,

(exp(g))n = {exp(v1) exp(v2) · · · exp(vn) | v1, . . . , vn ∈ g}

and

H =
∞⋃

n=1

(exp(g))n
.

By definition, H is closed under multiplication, and under taking inverses
since exp(v)−1 = exp(−v) for v ∈ g. It follows that H � G is a subgroup.

By Proposition 9.5, exp(g) is a neighborhood of I inside G. Therefore,
for every g ∈ (exp(g))n the set g exp(g) ⊆ exp(g)n+1 is a neighborhood of g
inside G which shows that H is open in G. This implies that any coset Hg
is open for g ∈ G, so the complement G�H of H in G, which is a union of
cosets of H, is open and therefore H is closed. It follows that G0 ⊆ H.

To prove that H ⊆ G0 it is enough to show the last claim of the corollary,
namely that any two points g1, g2 ∈ H can be connected by a differentiable
curve. Since translation by a group element is a homeomorphism, it is suffi-
cient to consider the identity I and an arbitrary

g = exp(v1) · · · exp(vn) ∈ H.

In this case the path defined by

φ(t) = exp(tv1) · · · exp(tvn)

for t ∈ [0, 1] is smooth, and has φ(0) = I and φ(1) = g.
It remains to check that H � G is a normal subgroup. For g ∈ G the

conjugation map h �→ ghg−1 sends G to G, and for some neighborhood B′

of I we also have
gB′g−1 ⊆ B

where B is chosen as in Proposition 9.5. This implies that

g (log(B′)) g−1 = log
(

gB′g−1
)

⊆ g

and so ggg−1 ⊆ g by linearity. Taking the exponential shows that

g exp(g)g−1 ⊆ exp(g)

and therefore gHg−1 ⊆ H. �
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We will see more examples of the relationship between closed linear groups
and their Lie algebras later; for now we return to the important example
of SLd(R).

Example 9.8. By definition

SLd(R) = {g ∈ Matdd(R) | det(g) = 1}

is the closed set of solutions to the polynomial equation det(g) = 1; by the
basic properties of the determinant it is a closed subgroup of GLd(R). By (9.7)
we have for v ∈ Matdd(R) that

exp(v) ∈ SLd(R) ⇔ v ∈ sld(R) = {v ∈ Matdd(R) | tr(v) = 0}

which shows that sld(R) is the Lie algebra of SLd(R). We claim that SLd(R)
is connected, so that SLd(R) is uniquely determined by sld(R) in the sense
of Corollary 9.7. Let Eij denote the matrix with a single non-zero entry 1 in
the ith row and jth column. In order to prove the claim, it will be enough to
show that SLd(R) is generated as a group by the subgroups

Uij = {I + tEij | t ∈ R}

with i �= j. Equivalently, it is enough to note that any g ∈ SLd(R) can be
reduced to I by a finite sequence of row operations consisting of adding a
multiple of the jth row to the ith for any i �= j.

9.3.2 The Left-Invariant Riemannian Metric

As indicated earlier, our main goal in this section is to define a left-invariant
Riemannian metric and to derive a left-invariant metric from it. For this
we need to identify the tangent bundle TG. We have already described the
tangent space at the identity in Sect. 9.3.1, and using the group structure
again allows us to define TG as G × g. There are two ways to make this
precise, depending on a choice of left or right multiplication; we will use left
translation as follows.

Definition 9.9. The tangent bundle TG to the closed linear group G is de-
fined to be G×g with the understanding that for a path φ : [0, 1] → G which
is differentiable at t0 ∈ [0, 1] the corresponding tangent vector is

Dφ(t0) =
(

φ(t0), φ(t0)−1φ′(t0)
)

.

For g ∈ G we define the tangent space of G at g by TgG = {g} × g.

Note that the derivative φ′(t0) is meant in the usual sense:
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φ : [0, 1] → G ⊆ Matdd(R)

is viewed as a vector-valued function of dimension d2. In order to be sure this
definition makes sense, we need to check that

Dφ(t0) ∈ TG;

that is, that φ(t0)−1φ′(t0) ∈ g. We know that the curve defined by

η(t) = φ(t0)−1φ(t)

has values in G and has η(t0) = I. By Proposition 9.5,

η′(t0) = φ(t0)−1φ′(t0) ∈ g

as required.

Proposition 9.10. Let G be a closed linear group, let φ : [0, 1] → G be a
continuous curve which is differentiable at t0 ∈ [0, 1], and let g ∈ G. Then
the curves (gφ)(t) = gφ(t) and (φg−1)(t) = φ(t)g−1 are also differentiable
at t0, and if Dφ(t0) = (φ(t0), v) then

D(gφ)(t0) = (gφ(t0), v);
D(φg−1)(t0) = (φ(t0)g−1, gvg−1).

Proof. By definition,

D(gφ)(t0) =
(

gφ(t0), (gφ(t0))−1gφ′(t0)
)

=
(

gφ(t0), φ(t0)−1φ′(t0)
)

which shows the first claim since the g component is unchanged by g. Simi-
larly,

D(φg−1)(t0) =
(

φ(t0)g−1, (φ(t0)g−1)−1φ′(t0)g−1
)

=
(

φ(t0)g−1, g(φ(t0)−1φ′(t0))g−1
)

.

�
By reading the chain rule for differentiation backwards, Proposition 9.10

may be interpreted as follows. The derivative of left translation

Lg : G → G

h �−→ gh

at a point h is the map

(D Lg)h : ThG → TghG
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sending (h, v) to (gh, v). Thus the derivative of left translation moves the
base point but acts as the identity in the fiber. Similarly, the derivative of
right translation

Rg : G −→ G

h �−→ hg−1

at a point h is the map

(D Rg)h : ThG → Thg−1G

sending (h, v) to (hg−1, gvg−1).
As obtained in the proof of Corollary 9.7, for g ∈ G and v ∈ g we

have gvg−1 ∈ g. This action of G on g is called the adjoint representation,
and is denoted by

Adg(v) = gvg−1

for v ∈ g, g ∈ G. Notice that the linear map Adg describes conjugation by g
on G within the Lie algebra g in the sense that

exp (Adg v) = g exp(v)g−1.

In particular, Adg : g → g is the derivative of the conjugation map h �→ ghg−1

at the identity.
Now choose an inner product 〈·, ·〉 on g, and define a Riemannian metric

by letting
〈u, v〉g = 〈u, v〉 (9.8)

for u, v ∈ TgG; one might equally write 〈(g, u), (g, v)〉 for this, but as the
base point is the same it is moved to a subscript. Equation (9.8) means that
for any two vectors in the same tangent space, we define their inner product
using our initially chosen inner product 〈·, ·〉. This construction is similar to
the case of the hyperbolic plane on p. 278, where the hyperbolic metric was
constructed, and (9.8) above is analogous to (9.3) on p. 280∗.

∗ More correctly, in the definition of the hyperbolic metric we used 1
y2 as a correcting

factor for the inner product, and later showed that with this factor the Riemannian metric
is invariant under the action of SL2(R). In (9.8) we do not have a normalizing factor which
might be surprising. The explanation lies in the way we have chosen to realize the tangent

bundles as concrete objects: In the case of H we defined TH as H×C with the understanding
that when we take the derivative of a curve in H we consider it as a curve in C. In the case

of G we defined TG in Definition 9.9 as the product of G with the tangent plane g of G
at the identity, and then used left translation to define the derivatives of curves passing

through other points in G. This has the effect of making the derivative D Lg of the left
translation map Lg look very simple: it is the map that moves (h, v) ∈ TG to (gh, v).

Recall that the derivative of the action of SL2(R) was not that simple. We respond to this
by making a simpler definition in (9.8), which gives us the left-invariant metric that we

are after.
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Corollary 9.11. For any closed linear group G, the Riemannian metric de-
fined by equation (9.8) defines a left-invariant metric on G0. That is, if we
define the length of a piecewise smooth curve φ : [0, 1] → G by

L(φ) =
∫ 1

0

‖Dφ(t)‖φ(t) dt,

and use this to define a metric

dG(g0, g1) = inf
φ

L(φ),

where the infimum is taken over all such curves with φ(0) = g0 and φ(1) = g1,
then

dG(hg0, hg1) = dG(g0, g1)

for all h, g0, g1 ∈ G0.

The first statement in Corollary 9.11 is an immediate consequence of
Proposition 9.10 and the definitions, and the rest follows just as in our ear-
lier discussion of the hyperbolic plane H. The only difference lies in the fact
that we need to restrict to g0, g1 ∈ G0 in order that the definition of the
metric makes sense. More generally, it is enough to require only that g0, g1

lie in the same coset of G0. We may extend the metric by initially defin-
ing dG(g0, g1) = ∞ if g0G

0 �= g1G
0 and then defining a metric dG in the

usual sense by

dG(g0, g1) =

{
dG(g0,g1)

1+dG(g0,g1)
if g0G

0 = g1G
0,

1 otherwise.

Lemma 9.12. For any closed linear group G the topology induced by dG

(or dG) is the subspace topology inherited from G (or, equivalently, from
the space Matdd(R)). Moreover, for any g ∈ G there is a neighborhood on
which dG and the metric derived from any norm on Matdd(R) are Lipschitz
equivalent.

Proof. We may assume that the norm on Matdd(R) and the inner product
on g are both induced from an inner product on Matdd(R). In what follows
all topological statements are meant (unless stated otherwise) with respect
to the topology induced from Matdd(R). To prove the lemma it is sufficient
to find, for any g ∈ G, a neighborhood B which is also a neighborhood
with respect to dG such that dG and the norm on Matdd(R) are Lipschitz
equivalent if restricted to that neighborhood. Left multiplication by g and
by g−1 are both Lipschitz maps with respect to the norm on Matdd(R) and
are isometries with respect to dG, so it is enough to consider the case g = e.
Let B be a neighborhood of I ∈ G with the property that log B ⊆ g is
a neighborhood of 0 ∈ g as in Proposition 9.5. We may assume that B is



9.3 Closed Linear Groups and Left Invariant Riemannian Metric 299

compact and connected, indeed we may assume that log B is a closed metric
ball around 0 ∈ g.

Now fix a compact neighborhood B′ contained in the interior Bo of B (see
Fig. 9.4). Since for a piecewise smooth curve φ : [0, 1] → B left multiplication
by φ(t)−1 in the definition of Dφ cannot change the norm of φ′(t) too much,
there is some c > 0 with

c‖φ(0) − φ(1)‖ � L(φ).

Note that the restriction to curves that stay in B is necessary to make this
uniform statement.

This implies that curves which start in B′ and leave B must have a certain
positive length, that is there is some �0 > 0 such that any piecewise smooth
curve φ with φ(0) ∈ B′ and φ(t) /∈ B for some t ∈ (0, 1] has length at least �0.
Hence, for some constant c′,

c′‖g0 − g1‖ � dG(g0, g1)

for any g0, g1 ∈ B′ (the constant c needs to be modified to accommodate
paths that leave B; since there is a positive lower bound on the lengths of
such paths, c′ is still positive).

Fig. 9.4 The neighborhoods B and B′

For the reverse inequality, note that for g0, g1 ∈ B the path

φ(t) = exp (log g0 + t(log g1 − log g0))

stays in B and that both the exponential and logarithm maps are Lipschitz
on small neighborhoods. This gives

L(φ) � C‖g0 − g1‖

for some constant C, which implies that

dG(g0, g1) � C‖g0 − g1‖
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for all g0, g1 ∈ B. Thus dG and the metric induced from the norm on B′ are
Lipschitz equivalent (which implies that the respective topologies agree). �

Notice that by definition, if H � G is a closed subgroup of a closed linear
group then H is also a closed linear group. Naturally the Lie algebra h of H is
a subspace of the Lie algebra g of G. Given an inner product on g we get the
restriction to h, and thence Riemannian metrics on G and H. As discussed
above, this results in a left-invariant metric dG on G and a left-invariant
metric dH on H. However, it is not automatically the case that dH is the
restriction of dG to H: in the restriction of dG to H we use paths φ : [0, 1] → G
connecting points in H, and among those we may find shorter paths than any
path entirely in H connecting the same points. Clearly any path in H is also
a path in G, so all we can say in general is dG(h0, h1) � dH(h0, h1) for h0, h1

in H. Before we show in an example that an inequality between dG and dH

may really arise, notice that locally dG and dH are Lipschitz equivalent by
Lemma 9.12.

Example 9.13. The Heisenberg group

G =

⎧

⎨

⎩

⎛

⎝

1 x z
1 y

1

⎞

⎠ | x, y, z ∈ R

⎫

⎬

⎭

has the Lie algebra

g =

⎧

⎨

⎩

⎛

⎝

0 u w
0 0 v
0 0 0

⎞

⎠ | u, v, w ∈ R

⎫

⎬

⎭
.

The closed subgroup

H =

⎧

⎨

⎩

⎛

⎝

1 0 z
1 0

1

⎞

⎠ | z ∈ R

⎫

⎬

⎭

has Lie algebra

h =

⎧

⎨

⎩

⎛

⎝

0 0 w
0 0 0
0 0 0

⎞

⎠ | w ∈ R

⎫

⎬

⎭
.

Notice that we simply omit matrix entries if they are always zero, which
makes it easier to focus attention on the structure of the groups in question;
for the Lie algebras we retain the zeros because there are no non-zero diagonal
entries to orient positions in the matrices. Pick an inner product on g for
which the vectors corresponding to the variables u, v, w are orthornormal.
The restriction to h gives rise to dH , which is the usual metric on H ∼= R.
However, it is clear that
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dG

⎛

⎝

⎛

⎝

1 x 0
1 0

1

⎞

⎠ , I

⎞

⎠ � |x|, dG

⎛

⎝

⎛

⎝

1 0 0
1 y

1

⎞

⎠ , I

⎞

⎠ � |y|,

and so

dG

⎛

⎝

⎛

⎝

1 x 0
1 0

1

⎞

⎠

⎛

⎝

1 0 0
1 y

1

⎞

⎠

⎛

⎝

1 −x 0
1 0

1

⎞

⎠

⎛

⎝

1 0 0
1 −y

1

⎞

⎠ , I

⎞

⎠ � 2|x| + 2|y|

by left invariance and (8.17)∗. Thus if we choose

h =

⎛

⎝

1 0 z
1 0

1

⎞

⎠ =

⎛

⎝

1 x 0
1 0

1

⎞

⎠

⎛

⎝

1 0 0
1 y

1

⎞

⎠

⎛

⎝

1 −x 0
1 0

1

⎞

⎠

⎛

⎝

1 0 0
1 −y

1

⎞

⎠

with z > 0 and x = y =
√

z, then dG(h, I) � 4
√

z. For large enough z, this
shows that dH is not the restriction of dG to H.

Notice that Proposition 9.10 also shows that L(φg−1) � L(φ)‖Adg ‖
where ‖Adg ‖ is the operator norm of the adjoint representation with re-
spect to the inner product on g. In particular, the map Rg : G → G is
Lipschitz.

9.3.3 Discrete Subgroups of Closed Linear Groups

As we will see in the rest of this chapter, an important(87) role is played by
discrete subgroups in closed linear groups; the example to have in mind is
the discrete subgroup SL2(Z) of SL2(R).

Recall that a subset D of a metric space is discrete if every point x ∈ D
has a neighborhood intersecting D only in the point x. Moreover, if a sub-
group Γ ⊆ G of a closed linear group is discrete, then it is automatically
uniformly discrete in the following sense: there exists some η > 0 such
that dG(γ, γ′) > η for all γ, γ′ ∈ Γ with γ �= γ′. To see this, notice that
if there is a sequence of pairs of points γn, γ′

n ∈ Γ with dG(γ′
n, γn) → 0

as n → ∞, then we also have dG(γ−1
n γ′

n, e) → 0 which gives points in Γ
arbitrarily close to the identity.

We define a metric on the space X = Γ\G of right cosets Γg of Γ in G by

dX(Γg1, Γ g2) = inf
γ1,γ2∈Γ

dG(γ1g1, γ2g2) = inf
γ∈Γ

dG(g1, γg2). (9.9)

∗ The formula (8.17) was derived for a right-invariant metric, but the same argument
applies to a left-invariant metric.
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The equality between the two expressions in (9.9) for dX follows from the left
invariance of dG. The triangle inequality for dX follows by a simple argument
from the first expression. The second expression is useful for the following
reason. As we have seen, Rg2 is a Lipschitz map, so Γg2 (like Γ ) is uniformly
discrete, and hence

inf
γ∈Γ

dG(g1, γg2) > 0

unless g1 = γg2 for some γ ∈ Γ , showing that dX is a metric on Γ\G.
Notice that the right translation map Rg : X → X sending Γh to Γhg−1

is well-defined on X (in general, the left translation Lg is not well-defined
on X).

Proposition 9.14. Let G be a closed linear group and Γ � G a discrete
subgroup. Then for any x ∈ X = Γ\G there exists some r > 0 such that the
map from

BG
r = {g ∈ G | dG(g, e) < r}

to
BX

r (x) = {y ∈ X | dX(x, y) < r}

defined by g �→ xg is an isometry. For a compact subset K ⊆ X we can
choose r > 0 so that the above property holds for all x ∈ K.

The number r arising in Proposition 9.14 is called an injectivity radius
at x. The proposition shows that locally X still looks like G, but the radius
of the domain to which that isometric similarity extends potentially varies
with x.
Proof of Proposition 9.14. Let x = Γh and fix some r > 0. Then,
for g1, g2 ∈ BG

r ,

dX(Γhg1, Γhg2) = inf
γ∈Γ

dG(hg1, γhg2) = inf
γ∈Γ

dG(g1, h
−1γhg2).

We wish to show that (with a suitable choice of r > 0) the infimum is achieved
for γ = e. Suppose that γ ∈ Γ has

dG(g1, h
−1γhg2) � dG(g1, g2) < 2r

then
dG(h−1γhg2, e) < 3r

and
dG(h−1γh, e) < 4r.

Since h−1Γh is also a discrete subgroup, for small enough r > 0 this implies
that γ = e and therefore proves the first claim in the proposition.
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The last claim follows by compactness and since for x and r as above it is
easily checked that any y ∈ BX

r/2(x) satisfies the first claim of the proposition
with r replaced by r/2. �

Notice that by definition of the metric dX , the canonical projection map

π : G −→ X = Γ\G
g �−→ Γg

satisfies
dX (π(g1), π(g2)) � dG (g1, g2)

for g1, g2 ∈ G, and so is continuous.
Of course the simplest example of such a space is the torus T

d = Z
d\R

d,
which is itself both a compact metric space and a compact abelian group. We
end this section with an example in which the coset space X is not a group.

Example 9.15. Let

G =

⎧

⎨

⎩

⎛

⎝

1 x z
1 y

1

⎞

⎠ | x, y, z ∈ R

⎫

⎬

⎭

be the Heisenberg group of Example 9.13, and define the discrete subgroup

Γ = G ∩ Mat33(Z).

We claim that the quotient space X = Γ\G is compact but is not a group
with respect to the canonical multiplication of coset representative inherited
from the group structure on G. The statement that X is not a group is simply
the statement that Γ is not a normal subgroup, which is easily seen:

⎛

⎝

1 x 0
1 0

1

⎞

⎠

⎛

⎝

1 0 0
1 1

1

⎞

⎠

⎛

⎝

1 −x 0
1 0

1

⎞

⎠ =

⎛

⎝

1 0 x
1 1

1

⎞

⎠ /∈ Γ

if x /∈ Z.
To see that X is compact, it is enough to find a compact subset K ⊆ G

with the property that the canonical quotient map

π : G → X

g �→ Γg

restricted to K is onto. Let

K =

⎧

⎨

⎩

⎛

⎝

1 x z
1 y

1

⎞

⎠ | 0 � x, y, z � 1

⎫

⎬

⎭
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and

g =

⎛

⎝

1 x z
1 y

1

⎞

⎠ ∈ G.

Then (recall that we write {·} for the fractional part and �·� for the integer
part)

⎛

⎝

1 −�x� 0
1 −�y�

1

⎞

⎠ g =

⎛

⎝

1 {x} z′

1 {y}
1

⎞

⎠ = g′

already has two entries in [0, 1], and
⎛

⎝

1 0 −�z′�
1 0

1

⎞

⎠ g′ =

⎛

⎝

1 {x} {z′}
1 {y}

1

⎞

⎠ ∈ K.

This shows that π(K) = X. Notice that while X is obtained from K ≡ [0, 1]3

by gluing parallel faces, the resulting space is not T
3 since some of the sides

are twisted in the gluing process∗. We will study dynamics on this quotient
space in Chap. 10.

Exercises for Sect. 9.3

Exercise 9.3.1. Prove that the Lie algebra g of a closed linear group (as
in Proposition 9.5) is closed under the Lie bracket [v, w] = vw − wv in two
different ways, as follows.
(a) Do this by taking the limit of

(

exp( v
n ) exp(w

n ) exp(− v
n ) exp(−w

n )
)n2

as n → ∞.
(b) Do this by taking the derivative of

Adexp(tv)(w) = log (exp(tv) exp(w) exp(−tv)) ∈ g

with respect to t.

Exercise 9.3.2. Show that the series in (9.6) defining the exponential of a
matrix converges absolutely, and use this to check the claimed basic properties
of the exponential function.

∗ The group G is simply connected (topologically it is R3) and the map π : G → X is a
covering map, so the fundamental group of X is isomorphic to Γ , whereas the fundamental
group of T3 is Z3.
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Exercise 9.3.3. Describe the gluing of the faces in Example 9.15 to give an
explicit description of the space Γ\G.

Exercise 9.3.4. Let X = Γ\G be as in Example 9.15, and define

T : X → X

to be the map defined by multiplication on the right by the matrix
(

1 a c
1 b

1

)

.
(a) Show that T preserves the measure m induced on X by Haar measure
on G.
(b) Prove that if T is ergodic with respect to m, then 1, a and b are linearly
independent over Q.
(c) Can you prove that if 1, a, b are linearly independent over Q, then T is
uniquely ergodic? (The methods to prove this are slightly beyond the material
in this chapter, and will be discussed in Chap. 10.)

9.4 Dynamics on Quotients

Using the last section we will now introduce a metric on PSL2(R) ∼= T1
H.

For any inner product on the Lie algebra of PSL2(R), we can associate to it
a left-invariant metric on PSL2(R) using Corollary 9.11.

Using this metric we can verify the claim made on p. 287 that the orbit of
a point g0 ∈ PSL2(R) under the right action of U− gives the stable manifold
in the following sense (U− is defined in (9.5)). A point g1 ∈ PSL2(R) is in
the orbit g0U

− if and only if

d (Rat(g0), Rat(g1)) −→ 0 (9.10)

as t → ∞. To see this, note first that by using left invariance we have

d (Rat(g0), Rat(g1)) = d
(

g0a
−1
t , g1a

−1
t

)

= d
(

I2, atg
−1
0 g1a

−1
t

)

.

Now if
(

a b
c d

)

= g−1
0 g1, then

at

(
a b
c d

)

a−1
t =

(
a be−t

cet d

)

and it follows that the convergence (9.10) holds if and only if g−1
0 g1 = ( 1 b

0 1 )
for some b ∈ R, or equivalently g1 ∈ g0U

−.
In fact, this argument shows that gi belongs to g0U

− if and only if there
exists C > 0 such that

d (Rat(g0), Rat(g1)) � Ce−t.
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Even though the discussion above gives a satisfactory picture of the local
dynamics of the geodesic flow in terms of stable and unstable directions,
the global dynamics of the geodesic flow on T1

H is not very interesting:
Given any g ∈ PSL2(R) the orbit eventually leaves any compact set, so
the dynamics exhibits no recurrence. As indicated in Sect. 9.3, in order to
obtain interesting dynamics we need(88) to look at quotients of PSL2(R) by
a discrete subgroup Γ . In a sense we will be most interested in the case of
discrete subgroups where the quotient Γ\PSL2(R) is small. It turns out to
be too restrictive to ask for a compact quotient; the most useful requirement
is that the quotient space has finite volume in the following sense.

9.4.1 Hyperbolic Area and Fuchsian Groups

Lemma 9.16. The hyperbolic area form dA = 1
y2 dxdy on H, and the hy-

perbolic volume form

dm =
1
y2

dxdy dθ

on T1
H, where θ gives the angle of the unit tangent vector at z = x + iy, are

both invariant under the respective actions of PSL2(R).

Proof. Recall that the complex derivative of z �→ g(z) = az+b
cz+d is 1

(cz+d)2 ,
so the Jacobian is 1

|cz+d|4 . Therefore, for any continuous function f : H → R

with compact support we may apply a substitution to obtain (using (9.2)
once more)

∫

H

f ◦ g dA =
∫

H

f (g(z))
1

y(z)2
dxdy

=
∫

H

f (g(z))
1

|cz+d|4
y(z)2

|cz+d|4
dxdy

=
∫

H

f(z′)
1

(y(z′))2
dx′ dy′ =

∫

H

f dA

where x = x + iy and z′ = g(z) = x(z′) + iy(z′). The proof for T1
H is

identical once we have calculated the Jacobian for the derivative action D g
of g ∈ PSL2(R) on T1

H in the (x, y, θ) coordinate system. We claim that in
these coordinates, the derivative D (D g) of D g takes the form

(
D g 0
∗ 1

)

. (9.11)

Here D g stands as before for the derivative of g acting on H and describes
the derivatives of the z-coordinate along the z-coordinate which we see since
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the action of D g on T1
H extends the action of g on H. The last column

of the matrix in (9.11) stands for the derivatives of the z-coordinate and
the θ-coordinate along the θ-coordinate. Again because the action of D g
on T1

H extends the action of g on H the former must be zero. Moreover, we
know that g is complex-differentiable and so D g only rotates for a given z
the angle θ—that is, the derivative of D g along θ (9.11). Thus the Jacobian
of D g (the determinant of the matrix in (9.11)) is equal to the Jacobian of g.
�

Definition 9.17. A Fuchsian group is a discrete subgroup Γ � PSL2(R). A
lattice in PSL2(R) is a discrete subgroup Γ � PSL2(R) such that a funda-
mental domain for the quotient space Γ\PSL2(R) has finite measure with
respect to m. A lattice is uniform if the quotient space is compact.

Here a fundamental domain F for Γ\PSL2(R) is a measurable subset
of PSL2(R) with the property that for every g ∈ PSL2(R) we have

|F ∩ Γg| = 1.

We will also use a slightly more relaxed definition of fundamental domain
(in which the intersection can be larger or the union smaller, but only by
null sets). Where the distinction becomes important, we will refer to a strict
fundamental domain.

A particularly important non-uniform lattice is the modular group

PSL2(Z) = SL2(Z)/{±I2}.

The next result is well-known and a proof may be found in any number theory
book dealing with the modular group; this argument is taken from the book
of Serre [338].

Proposition 9.18. The set E = {z ∈ H | |z| � 1, |�(z)| � 1
2} illustrated

in Fig. 9.5 is a fundamental domain for the action of PSL2(Z) on H in the
following sense:

A(γE ∩ E) = 0 (9.12)

for γ ∈ PSL2(Z)�{I2}, and

H =
⋃

γ∈PSL2(Z)

γE. (9.13)

In particular, PSL2(Z) is a lattice in PSL2(R).

Sets F and γF for γ ∈ PSL2(Z) with the property in (9.12) are called
almost disjoint. This property should be understood as a replacement for the
more restrictive requirement that

γE ∩ E = ∅
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Fig. 9.5 A fundamental region for PSL2(Z) acting on H

for all γ ∈ PSL2(Z)�{I2} mentioned above. Notice that it is easy to
obtain a measurable subset E′ of E which is a fundamental domain in
the strict sense by removing parts of the boundary of E. Moreover, the
set F = {g ∈ PSL2(R) | g(i) ∈ E′} is then a strict fundamental domain
for PSL2(Z)\PSL2(R).

In order to start to understand the action of PSL2(Z) on H, consider
the action of the elements τ = ( 1 1

0 1 ) and σ =
(

0 −1
1 0

)

on the set E. Notice
that σz = − 1

z , τz = z + 1, and

σ2 = (στ)3 = I2, (9.14)

the identity in PSL2(R).
The images of E under a few elements of PSL2(Z) are shown in Fig. 9.6. To

see how this picture is explained, notice that the boundary of E is made out
of three pieces of geodesics, and that a Möbius transformation γ ∈ PSL2(Z)
will map a geodesic to a geodesic. To determine the image geodesic it is
enough to consider the images of the two limit points of the original geodesic
on ∂H.

Proof of Proposition 9.18. Let z ∈ H. We first show that there is some
element γ ∈ PSL2(Z) with γz ∈ E, proving (9.13). Recall that for γ =

(
a b
c d

)

,

�(γz) =
�(z)

|cz + d|2 . (9.15)

Since c and d are integers, there must be a matrix γ ∈ PSL2(Z) with

�(γz) = max{�(ηz) | η ∈ PSL2(Z)}. (9.16)
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Fig. 9.6 The action of σ and τ on E

Choose k ∈ Z so that |�
(

τkγz
)

| � 1
2 . We claim that w = τkγz ∈ E: if |w| < 1

then �(− 1
w ) > �(z), contradicting (9.16). So |w| � 1 and w ∈ E as required.

Now let z, w ∈ E have the property that γz = w for some γ ∈ PSL2(Z).
We claim that either |�(z)| = 1

2 (and z = w± 1), or |z| = 1 (and w = −1/z).
This shows (9.12). Let γ be given by the matrix

(
a b
c d

)

. If �(γz) < �(z)
replace the pair (z, γ) by (γ(z), γ−1) so that we may assume without loss of
generality that �(γz) � �(z). This gives |cz + d| � 1 by (9.15). Since z ∈ E
and d ∈ Z, this requires that |c| < 2, so c = 0,±1.

If c = 0, then d = ±1 and the map γ is translation by ±b. By assump-
tion, |�(z)| � 1

2 and |�(γz)| � 1
2 so this implies that b = 0 and γ = I2 or

that b = ±1 and {�(z),�(γz)} = {1
2 ,−1

2}.
Now write κ = −1

2 + i
√

3
2 . If c = 1, the condition z ∈ E and |z + d| � 1

implies that d = 0 unless z = κ or z = −κ. Taking d = 0 forces |z| � 1 and
so |z| = 1. If c = −1 then replace

(
a b
c d

)

by
(−a −b
−c −d

)

, which defines the same
element of PSL2(Z), and apply the argument above.

This shows that E is a fundamental domain in the sense given.
Finally, to estimate the volume of the fundamental domain E, notice that

any z ∈ E has �(z) �
√

3/2, so

volume(E) =
∫

z∈E

dA �
∫ ∞

√
3/2

∫ 1/2

−1/2

dxdy

y2

=
∫ ∞

√
3/2

1
y2

dy =
2√
3

< ∞.

�
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As mentioned above, with a little more work all the overlaps between E
and γE for γ ∈ PSL2(R) can be described, and moreover it may be shown
that the elements σ and τ generate PSL2(Z). Indeed there are no relations
other than those in (9.14). That is,

PSL2(Z) = 〈σ, τ | σ2 = (στ)3 = I2〉

is a presentation of PSL2(Z) as a free product of a cyclic group of order 2 gen-
erated by σ and a cyclic group of order 3 generated by στ (see Exercise 9.4.4
or Kurosh [216] for a complete proof).

The fact that the fundamental domain E of PSL2(Z) is a rather concrete
geometrical object is not a coincidence. In fact, for every Fuchsian group
one can define a hyperbolic polygon which gives a fundamental domain (see
Sect. 11.1).

9.4.2 Dynamics on Γ\ PSL2(R)

Let Γ � PSL2(R) be a lattice, for example Γ = PSL2(Z) as in Proposi-
tion 9.18. Let X = Γ\PSL2(R) be the quotient viewed as a metric space.
The geodesic flow on X is still defined via right multiplication

Rat(x) = xa−1
t

for any x = Γg ∈ X and t ∈ R. The name geodesic is still appropriate since Γ
can also be used to define a hyperbolic surface Γ\H whose unit tangent bundle
(up to some minor technicalities(89)) can be identified with X, and the flow
can be understood as following the arrow for the given amount of time. In
the specific case Γ = PSL2(Z) we can also use the fundamental domain E
and its induced set F ⊆ PSL2(R) from Proposition 9.18 to view this action,
as in Fig. 9.7.

Suppose that x = Γg ∈ X = PSL2(Z)\PSL2(R) satisfies g ∈ F and
represent x by the corresponding arrow based at the point g(i) ∈ E. Then
the geodesic flow Rat(g) follows the geodesic determined by the arrow until
it hits the boundary of E (if it ever does) with the arrow pointing outwards
from E, and at that point we apply τ±1 or σ±1 so that the image is again in
the boundary of E with the arrow pointing inwards to E. Then the geodesic
flow follows the geodesic determined by the new arrow until the next time
the boundary of E is hit (see Fig. 9.7).

Note that every g ∈ PSL2(R) still acts on X by the right translation

Rg(x) = xg−1

which defines an action of PSL2(R) on X. In particular, the action of the sub-
groups U−, U+ � PSL2(R) discussed earlier is still defined and we will still
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Fig. 9.7 Geodesic trajectories viewed on X = PSL2(Z)\PSL2(R) via pieces of hyperbolic
geodesics in E

refer to them as the stable and unstable horocycle flows (see Exercise 9.4.1).
Thus whenever Γ is a discrete subgroup we have many one-parameter sub-
groups acting on X. The reader probably already expects that in the case
of a lattice, we should have a finite (and after normalization, a probability)
measure mX on X which is invariant under the right action of PSL2(R). This
will be the start of ergodic theory on X.

Proposition 9.19. If Γ � PSL2(R) is a lattice, the hyperbolic measure de-
fined by the volume form dm = 1

y2 dxdy dθ in Lemma 9.16 induces a fi-
nite PSL2(R)-invariant measure mX on X = Γ\PSL2(R). In fact if

π : PSL2(R) → X

is the canonical quotient map π(g) = Γg for g ∈ PSL2(R) and F is a finite
volume fundamental domain, then

mX(B) = m
(

F ∩ π−1B
)

for B ⊆ X measurable defines the PSL2(R)-invariant measure on X.

9.4.3 Lattices in Closed Linear Groups

Rather than prove Proposition 9.19 in isolation, we give some general com-
ments which will lead to a natural generalization (Proposition 9.20). Notice
that the measure m on PSL2(R) is invariant under the left action of PSL2(R)
on PSL2(R) by Lemma 9.16, that is m is a Haar measure on PSL2(R).

Recall from p. 248 that the left Haar measure mG of a locally compact
metric group G is unique up to scalar multiples (see Sect. C.2), and note that
right multiplication by elements of G sends mG to another Haar measure,
since
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(Rg)∗ mG(hB) = mG(hBg) = mG(Bg) = (Rg)∗ mG(B)

for all measurable sets B ⊆ G. Since Haar measures are unique up to scalars,
this defines a continuous modular homomorphism mod : G → R>0 into the
multiplicative group of positive reals (such a homomorphism is also called a
character) by

(Rg)∗ (mG) = mod(g)mG.

A group G is unimodular if mod(G) = {1}, that is if mG is both a left and
a right Haar measure on G. Part of the proof of the following more general
statement consists of showing that the group G appearing is unimodular.

Proposition 9.20. Let G be a closed linear group, and let Γ � G be a lattice
in the sense that Γ is discrete and that there is a fundamental domain F
for X = Γ\G with finite left Haar measure. Then any fundamental domain
has the same measure as F , G is unimodular, and the Haar measure mG

induces a finite measure mX on X via

mX(B) = mG

(

π−1(B) ∩ F
)

for all measurable B ⊆ X. Moreover, the right G-action Rg(x) = xg−1

for x ∈ X and g ∈ G leaves the measure mX invariant.

Despite the fact that in general X is not a group, we will nonetheless refer
to the measure mX on X as the Haar measure on X.
Proof of Proposition 9.20. We first show that any two fundamental do-
mains F, F ′ ⊆ G for Γ\G have the same volume. In fact we claim that
if B, B′ ⊆ G are measurable sets with the property that π|B and π|B′ are
injective, and π(B) = π(B′), then mG(B) = mG(B′).

By assumption, for every g ∈ B there is a unique γ ∈ Γ with g ∈ γB′, so

B =
⊔

γ∈Γ

B ∩ γB′

and similarly
B′ =

⊔

γ′∈Γ

B′ ∩ γ′B.

However, these two decompositions are equivalent in the sense that one can
be used to derive the other: given γ ∈ Γ and a chosen set B ∩ γB′ we get

γ−1(B ∩ γB′) = B′ ∩ γ−1B.

For the left Haar measure mG we therefore have

mG(B) =
∑

γ∈Γ

mG(B ∩ γB′) =
∑

γ∈Γ

mG(B′ ∩ γ−1B) = mG(B′).
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This proves the claim, and in particular mG(F ) = mG(F ′) for any two fun-
damental domains F and F ′.

Now notice that for any g ∈ G the set F ′ = Fg is another fundamental
domain whose measure satisfies

mG(F ) = mG(F ′) = mod(g)mG(F ).

Since our assumption is that mG(F ) < ∞, and mG(F ) > 0 since Γ is discrete,
we deduce that mod(G) = {1} and that G is unimodular.

Now let B ⊆ X be a measurable set. We define mX(B) = mG(π−1(B)∩F )
and note that this definition is independent of the choice of fundamental
domain F by the claim above. Now write C = π−1(B) ∩ F and note that

Cg = π−1(Bg) ∩ F ′ ⊆ F ′ = Fg.

Then by the above mG(C) = mG(Cg) and

mX(Bg) = mG(Cg) = mG(C) = mX(B)

so mX(B) = mX(R−1
g (B)) as claimed. �

Exercises for Sect. 9.4

Exercise 9.4.1. Let Γ ⊆ PSL2(R) be a uniform lattice and fix a point x
in X = Γ\PSL2(R). Show that xU− consists precisely of all points y ∈ X
for which

d (Rat(x), Rat(y)) −→ 0

as t → ∞.

Exercise 9.4.2. Show that the closed linear group

T =
{(

et/2 s
e−t/2

)

| s, t ∈ R

}

does not contain a lattice. That is, T does not contain a discrete subgroup
with a fundamental domain of finite left Haar measure.

Exercise 9.4.3. Show that [SLd(R), SLd(R)] = SLd(R) where

[g, h] = g−1h−1gh

for g, h ∈ G denotes the commutator of g and h in a group G, and [G, G]
denotes the commutator subgroup generated by all the commutators in G.
Deduce that SLd(R) is unimodular for all d � 2.



314 9 Geodesic Flow on Quotients of the Hyperbolic Plane

Exercise 9.4.4. Prove that PSL2(Z) is a free product of an element of order 2
and an element of order 3.

Exercise 9.4.5. Extend the arguments of Proposition 9.18 to show that the
subgroup PSL2(Z) is a non-uniform lattice in PSL2(R).

9.5 Hopf’s Argument for Ergodicity of the Geodesic
Flow

The fundamental result about the geodesic flow on a quotient by a lattice,
proved in greater generality than we need by Hopf [156] (see also his later
paper [157]), is that it is ergodic.

Theorem 9.21. Let Γ � PSL2(R) be a lattice. Then any non-trivial element
of the geodesic flow (that is, the map Rat for some t �= 0) is an ergodic
transformation on X = Γ\PSL2(R) with respect to mX .

In the proof we will use the following basic idea: If a uniformly continuous
function f : X → R is invariant under Rat , then it is also invariant under U−

and U+, and is therefore constant.
To see this, we will consider the points x, y = xu− ∈ X and will show

that Rn
at

(y) = Rn
at

(x)an
t u−a−n

t and Rn
at

(x) are very close together for large
enough n, and so by invariance and uniform continuity of f ,

f(x) = f
(

Rn
at

(x)
)

≈ f
(

Rn
at

(y)
)

= f(y) (9.17)

are close together for large n, which shows that f(x) = f(y) as claimed.
Essentially the same idea will be used in the proof for a measurable invariant
function, which is what is needed to prove ergodicity. In this outline, we could
use a large n, but when working with a measurable function (as we must to
establish ergodicity) we will need to be more careful in the choice of the
variable n.

For the proof we will make use of Proposition 8.6, which gives a kind of
“ergodicity” for the right action of a locally compact group on itself.
Proof of Theorem 9.21. Normalize the Haar measure mX to ensure
that mX(X) = 1 and let f : X → R be a measurable Rat-invariant func-
tion for some t �= 0. Fix ε > 0 and choose a compact set K ⊆ X of mea-
sure m(K) > 1− ε with the property that f |K is continuous (this is possible
by Lusin’s Theorem, Theorem A.20).

We claim that

B =
{

x | lim
n→∞

1
n

n−1∑

�=0

χK

(

R�
at

x
)

>
1
2

}

(9.18)
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has measure mX(B) � 1 − 2ε. (Roughly speaking, simultaneous times � � 0
with R�

at
x ∈ K and R�

at
y ∈ K will be used below much like the argument

outlined in (9.17), and knowing that more than 1
2 of the future belongs to K

will allow us to find similar times for x and y.) In fact

g∗(x) = lim
n→∞

1
n

n−1∑

�=0

χK

(

R�
at

x
)

∈ [0, 1]

exists almost everywhere, and
∫

g∗ dmX = mX(K) � 1 − ε by the ergodic
theorem (Theorem 2.30). So

1 − ε �
∫

B

g∗ dmX +
∫

X�B

g∗ dmX � mX(B) + 1
2mX(X�B)

= mX(B) + 1
2 (1 − mX(B))

= 1
2mX(B) + 1

2 ,

and thus mX(B) � 1 − 2ε as claimed. This argument should be compared
with the discussion in Sect. 37 motivating the maximal ergodic theorem (The-
orem 2.24).

Suppose now that x and y = Ru−(s)x for some s ∈ R both belong to the
set B. Then

f(x) = f(R�
at

(x)), f(y) = f(R�
at

(y)) (9.19)

for all � � 1, by Rat -invariance of f , and as discussed earlier,

dX

(

R�
at

(x), R�
at

(y)
)

= dX

(

xa−�
t , xu−(−s)a−�

t

)

� dPSL2(R)

(

I2, a
�
tu

−(−s)a−�
t

)

→ 0

as � → ∞.
Since asymptotically both x and y spend more than half of their future

in K, there is a common sequence �n → ∞ for n → ∞ of these close returns
with

R�n
at

(x), R�n
at

(y) ∈ K.

On the set K, f is uniformly continuous by compactness and so f
(

R�n
at

(x)
)

and f
(

R�n
at

(y)
)

are closer and closer along an unbounded sequence of n.
Together with (9.19), this implies that

f(x) = f(Ru−(s)(x))

whenever x and Ru−(s)(x) are in B.
If ε1 < ε then we can choose a compact subset K1 ⊆ X with

mX(K1) > 1 − ε1
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for which f |K1 is continuous. We may assume that K ⊆ K1 since continuity
of f |K and f |K1 implies continuity of f |K∪K1 . Hence the set B1 defined
from K1 just as in (9.18) satisfies B1 ⊇ B. Since ε was arbitrary we conclude
that there is a set X ′ with mX(X ′) = 1 with the property that for x, y =
Ru−(s)(x) ∈ X ′ we have f(x) = f(y).

The same argument applied to R−1
at

gives the same conclusion for points x
and y = Ru+(s)(x) in X ′′ on some other set of full measure X ′′. Taking the
intersection X1 = X ′ ∩ X ′′ we get both conclusions on X1. Therefore, if (for
example)

g = u+(s4)u−(s3)u+(s2)u−(s1) (9.20)

then the set

Xg = X1 ∩ R−1
u−(s1)

(X1) ∩ R−1
u+(s2)u−(s1)

(X1)

∩R−1
u−(s3)u+(s2)u−(s1)

(X1) ∩ R−1
g (X ′′)

has full measure, and we claim it satisfies

f(x) = f(Rg(x))

for all x ∈ Xg. This follows from the argument above:

x ∈ X1 ∩ R−1
u−(s1)

(X1) =⇒ f(x) = f(Ru−(s1)(x)),

y = Ru−(s1)(x) ∈ X1 ∩ R−1
u+(s2)

(X1) =⇒ f(x) = f(y) = f(Ru+(s2)(y)),

and continuing in this way implies the claim.
Row operations (only involving adding one row to another) show that

the subgroups U+ and U− generate SL2(R) (cf. Exercise 9.5.1). Indeed, ev-
ery element g ∈ SL2(R) can be written as a product of four elements as
in (9.20).

Assume now that f : X → R is not constant almost everywhere with
respect to mX . Then there exist disjoint intervals I1, I2 ⊆ R for which

Cj = {h ∈ PSL2(R) | f(Γh) ∈ Ij}

for j = 1, 2, are neither null nor conull sets with respect to mPSL2(R). By
Proposition 8.6, it follows that there is some g ∈ G with

mPSL2(R)(C1 ∩ C2g) > 0.

However, we then have that the set

Dg = {h ∈ PSL2(R) | Γh ∈ Xg}

is a conull set with respect to mPSL2(R), and so there is some element
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h ∈ C1 ∩ C2g ∩ Dg.

This gives a contradiction since

f(Γh) = f(Γhg−1)

by definition of Dg and Xg, f(Γh) ∈ I1 and f(Γhg−1) ∈ I2 by definition
of C1 and C2. �

A shorter and more abstract proof of Theorem 9.21 will be given in
Sect. 11.3.

Exercises for Sect. 9.5

Exercise 9.5.1. Prove that the subgroups U+ and U− generate SL2(R).

9.6 Ergodicity of the Gauss Map

In this section we use the ergodicity of the geodesic flow established above
to prove ergodicity of the Gauss map. Arguably the most direct proof is the
one given in Chap. 3, but the connection between the Gauss map and the
geodesic flow is important in itself.

We write X2 = PSL2(Z)\PSL2(R). Since −I2 is an element of SL2(Z), we
can also think of X2 as SL2(Z)\ SL2(R), which will be useful later. Recall
that there is a unique geodesic through any pair (z,v) in T 1

H, as illustrated
in Fig. 9.2. For any geodesic for which v �= ±i (that is, for a geodesic that
looks like a semi-circle in H) there are two uniquely associated real numbers;
the first is the limit point in ∂H for the past of the geodesic, the second is
the limit in ∂H for the future of the geodesic. As in Figs. 9.8 and 9.9 we
will write −ỹ and y (respectively ỹ and −y) for these points according to the
orientation of the geodesic. Most of the arguments in this section will take
place in H using some simple geometry. We will be studying the geodesic flow
in a similar way to the discussion in Sect. 9.4.2. When referring to a geodesic
line in H we will simply say “geodesic”, while for the orbit in X2 under the
geodesic flow we will use “geodesic flow”.

Define subsets of T 1
H by

C+ = {(ib,v) | �v > 0,�v < 0, y ∈ [0, 1), ỹ � 1 as in Fig. 9.8}

and
C− = {(ib,v) | �v < 0,�v < 0, y ∈ [0, 1), ỹ � 1}.
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Fig. 9.8 The reals y and ỹ associated to a geodesic; the point (ib,v) ∈ C+

Fig. 9.9 The reals y and ỹ associated to a geodesic; the point (ib,v) /∈ C−

In Fig. 9.9 we see a vector that does not belong to C− since its forward limit
point −y ∈ ∂H of the geodesic flow is to the left of −1. Write C = C+ ∪C−.
There are natural coordinates for C+ and C− given by (y, z) where

z =
1

y + ỹ
� 1

1 + y

is the reciprocal of the diameter of the geodesic.
The connection between the Gauss map and the geodesic flow is described

in the following lemma. Recall that π denotes the quotient map from PSL2(R)
to X = PSL2(Z)\PSL2(R). Using our usual identification between T1

H

and PSL2(R) we will also use the same letter for the induced map from T1
H

to X.

Lemma 9.22. Let x = (ib,v) be in C+ with natural coordinates (y, z). The
next visit, if there is one, of the geodesic flow to the set π(C) occurs in π(C−)
and has coordinates
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T (y, z) =
({

1
y

}

, y(1 − yz)
)

.

A similar property holds for points in C−.

Proof. The isometry z �→ − 1
z sends the usual fundamental domain E to

another fundamental domain illustrated in Fig. 9.10; this figure also shows a
geodesic that never returns to them.

Fig. 9.10 A geodesic that never returns to E ∪ σE

Write D = {(z,v) ∈ T1
H | �(z) = 0} for the collection of arrows attached

to the vertical geodesic through i ∈ H. The image of the geodesic in Fig. 9.10
under the isometry σ : z �→ − 1

z is shown in Fig. 9.11. Notice that the map σ
always reverses the orientation of the geodesic, so the new geodesic goes from
right to left. The next return of the geodesic flow to π(D), which is marked
as (1), is not in π(C) because the corresponding limit point for the future does
not satisfy the property required for C+ nor for C−. In this case, we continue
the geodesic flow to the next return to π(D) and repeat this until the return is
to π(C). Indeed, if we apply the isometry τn for that n uniquely determined
by the property that − 1

y + n ∈ (−1, 0], as illustrated in Fig. 9.12, then the
intersection of the image of the geodesic with {z | �(z) = 0} describes this
first return to π(C), which is to π(C−) since the orientation was reversed
once.

The new coordinates (

1
y
− n,

1
1
ỹ + 1

y

)

are as claimed, since

1
1
ỹ + 1

y

=
yỹ

y + ỹ
= y

(

1 − y

y + ỹ

)

= y(1 − yz)

as required. �
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Fig. 9.11 The first visit (1) to π(D) is not in π(C)

Fig. 9.12 The return to π(C)

For x ∈ π(C) the function

rC(x) = min{t | t > 0, Ratx ∈ π(C)} (9.21)

is called the return time function for the geodesic. Note that the function rC

gives the hyperbolic length of a geodesic between two intersections with verti-
cal geodesics at integer coordinates. From this it follows that rC is smooth on
the sets where this integer does not change; in the natural coordinate system
this is the case for (y, z) with 1

n+1 < y < 1
n for some n � 1. Also notice that

for large values of n the return time rC is large (that is, given n � 1, the set of
points on which rC takes the value n is non-empty), so that rC is unbounded.
Lemma 9.23 will show how the unboundedness of rC is connected to the very
complicated dynamics of the geodesic flow. We now show how the geodesic
flow can be reconstructed in a measurable way from the Gauss map and this
function rC .

Following Chap. 8, we say that a homomorphism φ : R → MPT(Y, μ)
into the group of invertible measure-preserving transformations of a measure
space (Y, μ) is a flow. We will also consider flows of the positive reals defined
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by a map φ : R
+ → MPT(Y, μ) with φs ◦ φt = φs+t for all s, t > 0. In either

case, the flow is ergodic if any measurable function f : Y → R with f = f ◦φt

almost everywhere for all (positive) t is equal to a constant almost everywhere
(see Sect. 8.1).

Lemma 9.23. Let T : (Y, μ) → (Y, μ) be an invertible measure-preserving
map on a probability space, and let r : Y → R

+ be a measurable function.
Then a flow may be defined on the space

Xr = {(y, s) | y ∈ Y, 0 � s < r(y)},

(with measure mr defined by the restriction of μ × mR to Xr) by

Tt(y, s) =

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

(y, s+t) if 0�s+t<r(y),
(Ty, s+t−r(y)) if 0�s+t−r(y)<r(Ty),
(T 2y, s+t−r(y)−r(Ty)) if 0�s+t−r(y)−r(Ty)<r(T 2y),
...

(see Fig. 9.13).

Proof. The proof is a measurable analog of the construction of the mea-
sure mX in the proof of Proposition 9.20. Define the map

T̃ (y, s) = (Ty, s − r(y))

on the space Y ×R, which we equip with the infinite measure μ×mR. Notice
that T̃ preserves μ × mR. The inverse of T̃ is

T̃−1(y, s) = (T−1y, s + r(T−1y))

so T̃ defines a Z-action on Y ×R (which plays the role of the isometries in Γ ).
The set Xr defines a fundamental domain for this action in the sense that

• T̃nXr ∩ Xr = ∅ for all n �= 0;
• for μ × mR a.e. x = (y, s) ∈ Y × R there exists a unique n ∈ Z with the

property that T̃nx ∈ Xr.

The first property is easily seen from the definition. To see the second prop-
erty let E ⊆ BY be the σ-algebra of T -invariant sets, so that

E
(

r
∣
∣E
)

(y) = lim
n→∞

1
n

n−1∑

k=0

r(T ky) =
∫

r dμE
y > 0

almost everywhere, by Theorem 6.1 and Theorem 5.14. Therefore, for almost
every y ∈ Y we have

∑n−1
k=0 r(T ky) ↗ ∞ (which is trivial if r is bounded

from below by a positive constant, which will be the case considered later).
So if (y, s) ∈ Y × R has s > 0 then there exists some n for which
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s −
n∑

k=0

r(T ky) < 0

but

s −
n−1∑

k=0

r(T ky) � 0.

Then

T̃n−1(y, s) =

(

Tn−1s, s −
n−1∑

k=0

r(T ky)

)

∈ Xr.

The case s < 0 is similar. Clearly T̃ commutes with the flow

Tt(y, s) = (y, s + t)

defined on Y ×R. Therefore, the image Tt(Xr) is another fundamental domain
which can be decomposed into pieces for which a power of T̃ brings them
back to Xr. The definition of Tt on Xr precisely describes this process. Since
both Tt and T̃ preserve the infinite measure μ × mR on Y × R, the action
on Xr preserves the restriction of the measure. �

Fig. 9.13 The flow built under the ceiling function r

The flow constructed in Lemma 9.23 is called the special flow for T built
under the ceiling function r.

Lemma 9.24. For the special flow in Lemma 9.23,

(1) the measure mr is finite if and only if r is integrable, and
(2) assuming mr is finite, the map T is ergodic if and only if the flow {Tt}

is ergodic.

In the space Xr = {(y, s) | y ∈ Y, 0 � s < r(y)}, we call a set of the form

Fy = {(y, s) | 0 � s < r(y)}
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a (vertical) fiber (see Fig. 9.13).
Proof of Lemma 9.24. The first statement is clear, since

mr(Xr) =
∫

Xr

dmr =
∫

Y

r(y) dμ(y).

Assume first that the map T is ergodic, and let f be a bounded function on Xr

with f ◦ Tt = f almost everywhere for all t ∈ R. We claim that f can be
modified on a null set to ensure that f ◦Tt = f everywhere for all t ∈ R (just
as in Proposition 8.3). Indeed, we may assume that f ◦ Tt = f everywhere
for all t ∈ Q simply by taking a union of countably many null sets (and
redefining f to be 0 on the resulting null set). It follows that for every x ∈ X
the function fx : R → R defined by fx(t) = f(Tt(x)) is translation invariant
under Q. In particular,

∫ 1

0

fx(s) ds =
∫ t+1

t

fx(s) ds

agrees with fx(t) for all t (first for t ∈ Q, and then by continuity of the
integral for t ∈ R), and so by Fubini’s theorem we also have

f(x) =
∫ 1

0

f(Ts(x)) ds

almost everywhere, which proves the claim. In particular, f(y) = f((y, 0))
defines a T -invariant function on Y which must be constant μ-almost ev-
erywhere by ergodicity of T . This implies that f is mr-almost everywhere
constant, and so the flow is ergodic also.

The reverse direction will be more important for us. Assume that the
flow Tt is ergodic with respect to mr, and let f = f ◦ T be a measurable
function on Y that is strictly T -invariant. We define f(y, s) = f(y) and
obtain a measurable function on Xr that is strictly invariant under the flow
(that is, f = f ◦ Tt everywhere and for all t ∈ R). By ergodicity, this implies
that f is constant almost everywhere, which implies that f is constant almost
everywhere and hence that T is ergodic. �

Proposition 9.25. The Gauss map T (y) = { 1
y} on [0, 1] = Y is ergodic with

respect to the Gauss measure dμ = 1
log 2

1
1+x dx. The return time function rC

is integrable.

Proof. We will prove ergodicity for the invertible extension of the Gauss
map discussed in Sect. 3.4. Recall that this system is the map T : Y → Y
given by

T (y, z) = (Ty, y(1 − yz))

on the set
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Y = {(y, z) ∈ [0, 1)2 | 0 � z � 1
1+y}

(the set Y is illustrated in Fig. 3.2). This implies the ergodicity of the Gauss
map easily: if f is an invariant function for T on Y = [0, 1], then f(y, z) = f(y)
is an invariant function for T on Y . To take care of the alternating sign in
the cross-section C we define

Ỹ = Y × {±1}

and the transformation T̃ : Ỹ → Ỹ by

T̃ (y, z, ε) = (T (y, z),−ε).

We will write rC(y, z) for the return time of a point in π(C) with natu-
ral coordinates (y, z, ε); because of the symmetry between C+ and C− the
function rC is independent of ε.

We claim that the special flow XrC
of T̃ under rC can be embedded into

X2 = PSL2(Z)\PSL2(R)

in the sense described below. Indeed, for (y, z, ε, s) ∈ Y × {±1} × R satisfy-
ing 0 � s < rC(y, z) we define

φ(y, z, ε, s) = Ras(x(y, z, ε)) (9.22)

where x(y, z, ε) ∈ π(C) is the point with natural coordinates (y, z, ε). Notice
that φ(y, z, ε, s) /∈ π(C) unless s = 0.

More generally, we claim that φ : XrC
→ X2 is injective. Suppose therefore

that
x = φ(y1, z1, ε1, s1) = φ(y2, z2, ε2, s2).

Then s1 = min{s | Ra−s(x) ∈ π(C)} = s2 as rC is defined to be the time of
the first return from π(C) to π(C). It follows that (y1, z1, ε1) = (y2, z2, ε2)
are the natural coordinates of the point Ra−s1

(x) ∈ π(C).
We next claim that φ(Tt(y, z, ε, s)) = Rat (φ(y, z, ε, s)). This means that

the special flow under rC corresponds under the map φ to the geodesic flow.
After the discussion below concerning the measures, we will know that the
geodesic flow is actually conjugate to the special flow. The claim follows by
considering the various cases used in Lemma 9.23 to define the special flow Tt.
If 0 � s + t < rC(y, z), then, by (9.22),

φ(Tt(y, z, ε, s)) = φ(y, z, ε, s + t) = Ras+t (x(y, z, ε)) = Rat (φ(y, z, ε, s)) .

If rC(y, z) � s + t < rC(T (y, z)), then

φ(Tt(y, z, ε, s))=φ(T (y, z),−ε, s+t−rc(y, z))=Ras+t−rC (y,z)

(

x(T (y, z),−ε)
)

.
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However, by the properties of the first return to π(C) discussed above and
the definition of rC as the time of first return, we also have

RarC (y,z) (x(y, z, ε)) = x
(

T (y, z),−ε
)

.

This gives

φ(Tt(y, z, ε, s)) = Ras+t (x(y, z, ε)) = Rat (φ(y, z, ε, s))

in this case. The other cases follow in the same way, or by applying the
argument above with a sufficiently small value of t, sufficiently often.

We will describe φ∗(mrC
) (see p. 97), where mrC

is the measure in
Lemma 9.23 constructed for the special flow for T̃ on Ỹ with respect to rC

and φ is as defined above. This gives a measure on X2, which at this stage
is not known to be finite. Our claim in regard to this image measure is
that φ∗(mrC

) = cmX2 for some finite c > 0.
Let us assume the claim for now. Then it follows that mrC

is a finite mea-
sure (and so rC is integrable), which may be normalized to be a probability
measure. Moreover, in this case φ is a conjugacy between the special flow of T̃
under rC and the geodesic flow (measurability of φ−1 is automatic since φ
is defined by a piecewise differentiable invertible map). As the geodesic flow
is ergodic with respect to mX2 by Theorem 9.21, so is the special flow of T̃

under rC . By Lemma 9.24 this gives ergodicity of T̃ , which in turn gives
ergodicity of the invertible extension T of the Gauss map, since an invariant
function for T immediately gives an invariant function for T̃ .

Therefore, the claim that φ∗(mrC
) = cmX2 for some finite c > 0 implies

all the statements of the proposition. The main idea of the proof is that
the smoothness of φ gives absolute continuity of φ∗mrC

with respect to the
(smooth) measure mX2 , and then the ergodicity of the geodesic flow shows
that the Radon–Nikodym derivative dφ∗(mrC

)

dmX2
= c is constant almost every-

where.
To see the absolute continuity of φ∗mrC

with respect to mX2 , we ap-
ply the substitution rule in the form of Lemma A.26. For this we have to
check that φ is injective (which we already know) and smooth with non-
vanishing Jacobian. Instead of computing the Jacobian, we will study the
map step-by-step, and will work in T1

H instead of X2. Without loss of
generality we only consider points (y, z, +1) ∈ Ỹ corresponding to points
in π(C+). Notice that we may assume that y > 0 and z > 0, which leads
to the endpoints y and −ỹ = − 1

z + y of the geodesic that defines the
point x(y, z, +1) = (ib, exp(iθ)) ∈ C+. One can check easily that the map

(
y
z

)

�−→
(

y
ỹ

)

�−→
(

b
0

)

∈ R
+ ×

(

−π
2 , 0

)
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is smooth with non-vanishing Jacobian for y > 0, z > 0. Now consider the
Jacobian of

φ :

⎛

⎝

y
z
s

⎞

⎠ �−→
(

a′ + ib′

θ′

)

∈ H ×
(

−π
2 , π

2

)

(9.23)

for some y > 0, z > 0 and s = 0. As the application of Ras is smooth,
this Jacobian exists. From the structure of the map, the derivative of (9.23)
at s = 0 is of the form ⎛

⎝

0 0 ∗
∗ ∗ ∗
∗ ∗ ∗

⎞

⎠ ,

where the rows correspond to a′, b′, θ′ and the columns to y, z, s. However,
as the partial derivative of a′ with respect to s is non-zero (since θ �= −π

2 ),
it follows that the Jacobian is non-zero for s = 0. Moreover, application
of Ras is smooth on T1

H with smooth inverse Ra−s , which shows that the
same holds for any (y, z, s). Therefore, by Lemma A.26, we have that φ∗mrC

is absolutely continuous with respect to da db dθ, and hence with respect
to dmX2 by Lemma 9.16. It follows that

d (φ∗mrC
) = F dmX2 (9.24)

where F � 0 is the Radon–Nikodym derivative. However, as mrC
is invariant

under the special flow by construction, and φ intertwines the special flow and
the geodesic flow (that is, Rat ◦ φ = φ ◦ Tt) we get

(Rat)∗φ∗mrC
= (Ratφ)∗mrC

= (φTt)∗mrC
= φ∗mrC

,

showing invariance of φ∗mrC
under the geodesic flow. Applying this to (9.24),

together with invariance of mX2 , gives
∫

f ◦ RatF dmX2 =
∫

fF dmX2 =
∫

fF ◦ Rat dmX2

for any measurable f � 0. This implies that F = F ◦Rat almost everywhere
for all t ∈ R, which by ergodicity shows that F = c almost everywhere for
some constant c. It remains to check that c > 0 is finite. This follows from
smoothness, which makes it easy to find an open set of finite measure in the
special flow (viewed as a subset of R

3) that is sent onto an open set in X2. �

Exercises for Sect. 9.6

Exercise 9.6.1. Show that real numbers x and y in [0, 1], with continued
fraction digits (an(x))n�1 and (an(y))n�1, have the property that the digits
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eventually agree (there is some N and k with an(x) = an+k(y) for all n � N)
if and only if x = ay+b

cy+d for some
(

a b
c d

)

∈ GL2(Z). Here GL2(Z) denotes
the 2 × 2 integer matrices with determinant ±1.

Exercise 9.6.2. Describe the forward and backward orbit closure of the
geodesic through the point

z = ρ + i

in the direction i, where ρ is the golden ratio 1+
√

5
2 .

Exercise 9.6.3. (90) Describe the orbits of the geodesic flow corresponding
to the real numbers constructed in Exercise 3.3.1.

Exercise 9.6.4. Give a different proof that

∞∑

k=0

r(T ky) =
∞∑

k=0

r(T−ky) = ∞

almost everywhere as follows. Let Yn = {y ∈ Y | r(y) � 1
n}. Show that

Y =
∞⋃

n=1

Yn,

and deduce the result by applying Poincaré recurrence to the set Yn.

9.7 Invariant Measures and the Structure of Orbits

In this section we show that there are many invariant measures for the
geodesic flow. The real thrust of the conclusion is that there are invariant
measures for the geodesic flow that cannot be described algebraically. Be-
cause this is a negative result (it is paucity of invariant measures rather than
abundance that has powerful consequences) the arguments will only be out-
lined.

9.7.1 Symbolic Coding

In Sect. 9.6, we constructed a return-time function rC : Y → R and in
the proof of Proposition 9.25 a map φ from the flow associated to T̃ and
the function rC into X2. Moreover, this proof shows that every invariant
probability measure for T̃ induces an invariant measure (possibly an infinite
one) for the special flow, and hence for the geodesic flow.
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Lemma. After removing a countable union of line segments and curves,
there is a bijection from Y to N

Z that intertwines the map T : Y → Y and
the shift σ : N

Z → N
Z.

The Gauss map T : [0, 1) → [0, 1) is conjugated, after removing [0, 1)∩Q,
to the one-sided shift

σ : N
N → N

N

via the continued fraction expansion itself (cf. p. 79). The lemma extends
this to the invertible extension of both maps.

Notice that the size of the digits in the continued fraction expansion can be
used to bound the circumference of the corresponding geodesic. This shows
that the height b of the point (ib,v) ∈ C in the construction is similarly
bounded (by a function of the digits). After applying σ we also get a lower
bound for b. Together this implies that rC is bounded by a function depending
on the first two digits in the continued fraction expansion.

Corollary. Any rapidly-decaying probability vector p ∈ [0, 1]N induces an
invariant measure on X2 via the probability measure pZ on N

Z.

The corollary follows from the above construction: the rapid decay as-
sumption ensures integrability of rC so that we obtain a finite measure.

There are many more measures than those described in the corollary. For
any stochastic matrix P = (pij) there is an associated measure μ on {1, 2}Z

defined by
μ ([a0, a1, . . . , an]) = va0pa0a1 · · · pan−1an

where v is a normalized left eigenvector for P . All these measures are sup-
ported on closed invariant subsets, of which there are also many.

All of these examples are still concrete and relatively well-behaved in
many aspects. However, there are many more invariant probability measures
on {1, 2}Z with unusual behavior.

9.7.2 Measures Coming from Orbits

There are other means of showing results of this kind. For example, one
can construct orbits of various behaviors using the shadowing lemma of
hyperbolic dynamics (see Exercise 9.7.2 and Katok and Hasselblatt [182,
Sect. 18.1]). These orbits can then be used to construct measures by the
method of Theorem 4.1. Similarly, weak*-limits of orbit measures give invari-
ant measures. For any point x,

μx,T =
1
T

∫ T

0

(Rat)∗ δx dt
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is a measure supported on the part of the geodesic starting at x and ending
at RaT

x. Any weak*-limit of μx,T along a sequence Tj → ∞ is an invariant
measure (though there is no guarantee this will be a probability measure).
To get some idea of what may arise in this fashion, note the following.

• Any ergodic invariant measure can arise, simply by taking x to be a generic
point for that measure.

• More generally, for any set E ∈ E Rat of ergodic measures there exists
an initial point x with the property that the set of weak*-limits obtained
from x contains E. Again this kind of result is easy to see for the shift
on N

Z. Here it is enough to consider a countable set E since the set of
limit points is closed and the space of probability measures is separable,
and a suitable point can be constructed by concatenating longer and longer
orbit pieces approximating each measure in turn, using either the symbolic
description from Sect. 9.7.1 or orbit shadowing (see Exercise 9.7.2).

• Non-ergodic measures may also arise as weak*-limits. For example, let μ2

denote the Bernoulli measure on N
Z corresponding to the probability vec-

tor (1
2 , 1

2 , 0, . . . ) and let μ3 denote the Bernoulli measure corresponding to
the probability vector (1

3 , 1
3 , 1

3 , 0, . . . ). Let (xn) be a sequence in N
Z that

is equidistributed with respect to μ2, and let (yn) be equidistributed with
respect to μ3. Then the point

z = (. . . , 1, 1, x1, y1, x1, x2, y1, y2, x1, x2, x3, y1, y2, y3, . . .)

in which the blocks chosen from (xn) and from (yn) keep growing linearly
in length, has the property that the weak*-limit exists (both on N

Z and
on X2) and coincides with the non-ergodic convex combination 1

2μ2 + 1
2μ3

• Mass can be lost: If x corresponds to the reference vector (i, i) whose
geodesic tends to infinity, then μx,T converges to the zero measure. This
again can be combined with other possible behaviors to produce a partial
loss of mass in the weak*-limit.

Exercises for Sect. 9.7

Exercise 9.7.1. Describe the measure on the shift σ : N
Z → N

Z correspond-
ing to the Gauss measure for the continued fraction map via the symbolic
coding (see Sect. 9.7.1).

Exercise 9.7.2. (a) Show the shadowing lemma for the geodesic flow on the
space X = Γ\PSL2(R). That is, show that for any two nearby points x and y
there exists another point z with the property that Rat(x) and Rat(z) are
close for all t � 0 while Rat(y) and Rat(z) are close for all t � 0.
(b) Given two nearby points x, y and times s, t � 1 such that Ras(x)
and Rat(y) are also close to x and y, find a point z with the property that
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the weak*-limit of the orbit measure for z exists, and is supported on some
neighborhood of the set

{Rar (x) | 0 � r � s} ∪ {Rar(y) | 0 � r � t}.

If these two pieces of the orbits of x and of y are significantly different, ensure
that the weak*-limit is not supported on periodic orbits.

Notes to Chap. 9

(85)(Page 277) Artin’s work [8] showed how the continued fraction relates to the geodesic
flow on the modular surface. Hedlund [144] proved ergodicity for the continued fraction

map and deduced ergodicity for the geodesic flow; we reverse the direction of this argument
and use the geometry of the geodesic flow to show ergodicity for the continued fraction map.

Hedlund earlier showed ergodicity for the flow defined by a specific Fuchsian group with
compact quotient [143], and Martin [254] showed ergodicity (meaning that an invariant

measurable set of positive measure has a complement of zero measure) for the action of
the modular group on the real axis, also using properties of continued fractions. The papers

of Manning [242] and Series [336, 337] are accessible sources for this material.
(86)(Page 293) We will not pursue the general theory of Lie groups and Lie algebras here;

an extensive treatment may be found in Knapp [204], with the theory of closed linear
groups in Chap. 0. Lie theory is developed in the context of ergodic theory in the book of

Feres [90].
(87)(Page 301) The monograph [248] by Margulis provides an extensive treatment of dis-

crete subgroups in Lie groups and their importance in ergodic theory.
(88)(Page 306) This is analogous to the action of a hyperbolic matrix in SLd(Z) on Rd: every

point apart from the fixed point moves to infinity, converging to the expanding subspace.
More interesting dynamics is found after projecting the action onto the quotient Rd/Zd.
(89)(Page 310) The technicalities mentioned arise in the following way. For the sur-

face PSL2(Z)\H the points corresponding to i and 1
2

+ i
√

3
2

are special, because their
open neighborhoods are not injective images of neighborhoods of i and κ in H respectively.
These special points can be very useful (see Serre [338]) but we will ignore them and work

in Γ\PSL2(R).
(90)(Page 327) See the paper of McMullen [259]; this gives bounded closed geodesics of

arbitrarily long length.



Chapter 10

Nilrotation

In earlier chapters we have seen how ergodic circle rotations and their associ-
ated properties (which include unique ergodicity in Example 4.11, absence of
mixing in Example 2.40, equidistribution in Example 4.18) provide an impor-
tant example of the Kronecker systems studied in Sect. 6.4. In this chapter
we introduce the wider class of rotations on quotients of nilpotent groups by
studying an important example: the continuous Heisenberg group.

10.1 Rotations on the Quotient of the Heisenberg Group

We begin by recalling from Example 9.13 the continuous Heisenberg group

G =

⎧

⎨

⎩

⎛

⎝

1 x z
1 y

1

⎞

⎠ | x, y, z ∈ R

⎫

⎬

⎭

and the lattice

Γ =

⎧

⎨

⎩

⎛

⎝

1 � n
1 m

1

⎞

⎠ | �,m, n ∈ Z

⎫

⎬

⎭

from Example 9.15. By the argument in Example 9.15, the quotient space Γ\G
is compact and the set

F =

⎧

⎨

⎩

⎛

⎝

1 a c
1 b

1

⎞

⎠ | 0 � a, b, c < 1

⎫

⎬

⎭

is a fundamental domain for Γ in G.
Even though G is non-abelian, it is nonetheless very close to being abelian

in the following sense. Recall from Exercise 9.4.3 that the commutator of the

M. Einsiedler, T. Ward, Ergodic Theory, Graduate Texts in Mathematics 259,
DOI 10.1007/978-0-85729-021-2 10, © Springer-Verlag London Limited 2011
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elements g, h ∈ G is the element

[g, h] = g−1h−1gh,

so that the commutator is a measure of the extent to which g and h fail to
commute (since [g, h] = I, the identity, if and only if g and h commute). For

g =

⎛

⎝

1 x z
1 y

1

⎞

⎠ , h =

⎛

⎝

1 a c
1 b

1

⎞

⎠

we find

[g, h] =

⎛

⎝

1 −x xy − z
1 −y

1

⎞

⎠

⎛

⎝

1 −a ab − c
1 −b

1

⎞

⎠

⎛

⎝

1 x z
1 y

1

⎞

⎠

⎛

⎝

1 a c
1 b

1

⎞

⎠

=

⎛

⎝

1 0 bx − ay
1 0

1

⎞

⎠ , (10.1)

so the commutator subgroup is

[G, G] =
〈

[g, h] | g, h ∈ G
〉

=

⎧

⎨

⎩

⎛

⎝

1 0 z
1 0

1

⎞

⎠ | z ∈ R

⎫

⎬

⎭
.

The calculation in (10.1) also shows that an element g ∈ G commutes with
all elements h ∈ G if and only if g ∈ [G, G], so the center of G is

CG =
{

g ∈ G | gh = hg for all h ∈ G
}

=

⎧

⎨

⎩

⎛

⎝

1 0 z
1 0

1

⎞

⎠ | z ∈ R

⎫

⎬

⎭
.

We write C = CG = [G, G] for the center of the Heisenberg group. The map

φG :

⎛

⎝

1 a c
1 b

1

⎞

⎠ �−→ (a, b)

is a homomorphism φG : G → R
2 with kernel C, so φG induces an isomor-

phism G/C ∼= R
2. Thus G is close to being abelian in this sense: the center

of G is an abelian normal subgroup C and the quotient G/C is abelian. A
group with this property is called a 2-step nilpotent group (see Sect. 10.6 for
the general definition).
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The normal subgroup C �G is also useful in the discussion of the quotient
space X = Γ\G. The homomorphism φG sends Γ to Z

2 ⊆ R
2, so that

ΓC/C\
G/C∼= T

2.

Equivalently, the group C/Γ ∩C ∼= T acts on X by right multiplication, since

Rγx = xγ−1 = Γgγ−1 = Γγ−1g = x

if x = Γg and γ ∈ Γ ∩ C. Finally, the map

Γ

⎛

⎝

1 a c
1 b

1

⎞

⎠ �−→ (a, b) (mod Z
2)

should be thought of as the quotient map

φX : X = Γ\G −→ΓC/C\
G/C∼= T

2 (10.2)

by the action of C/C ∩ Γ ∼= T. In more geometrical language, X is a bundle
over T

2 with fibers equal to T.

10.2 The Nilrotation

We fix some τ =
(

1 α δ
1 β

1

)

∈ G, and define S(x) = xτ . Notice that the factor

map φX in (10.2) is really a factor map between the continuous transforma-
tion S : X → X and the rotation map

T : T
2 −→ T

2

(a, b) �−→ (a, b) + (α, β) (mod Z
2).

We recall from Corollary 4.15 that the factor T is ergodic with respect to
Lebesgue measure mT2 if and only if T is uniquely ergodic if and only if 1, α, β
are linearly independent over Q.

It is easy to see that the 3-dimensional Lebesgue measure on R
3 is sent to

the (simultaneously left- and right-invariant) Haar measure mG on G under
the map

R
3 � (a, b, c) �−→

⎛

⎝

1 a c
1 b

1

⎞

⎠∈G.

It follows that the Haar measure mX on X (more precisely, the measure
induced on X by Haar measure on G, which we will also refer to as Haar
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measure) is just the 3-dimensional Lebesgue measure on F , which may be
thought of as [0, 1)3 using the same coordinates as above. It follows that the
measure-preserving system (T2, BT2 , mT2 , T ) is a factor of (X, BX , mX , S).
This observation gives the downward implications of the following theorem∗;
we only need to note that ergodicity of S with respect to mX implies ergod-
icity of T with respect to mT2 .

Theorem 10.1. For the transformation S(x) = xτ on X, the following are
equivalent:

• S is uniquely ergodic.
• S is ergodic with respect to mX .
• τ =

(
1 α δ

1 β
1

)

and 1, α, β are linearly independent over Q.

10.3 First Proof of Theorem 10.1

Assume that 1, α, β are linearly independent over Q (in the notation of The-
orem 10.1). Even though Theorem 4.21 does not apply directly, since X is
not topologically the direct product T

2 ×T, the argument used to prove that
theorem does generalize to give Lemma 10.2 (see Exercise 10.3.1; we will not
give a proof here). Instead of the product, we have a factor map φX : X → T

2

with the pre-image of each point being given by orbits of C/Γ ∩ C ∼= T.

Lemma 10.2. If S is ergodic (and hence T is uniquely ergodic) with respect
to mX , then S is uniquely ergodic.

Thus what is left in order to prove Theorem 10.1 is the implication that
linear independence of 1, α, β over Q implies that S is ergodic. In this first
proof we will use matrix coefficients; this argument is a simple instance of
a more general principle that will be discussed in Sect. 11.3. The method in
this case uses invariance of a function under τ to deduce invariance under all
of C, reducing the problem to the 2-torus.

First proof of Theorem 10.1. Assume that 1, α, β are linearly indepen-
dent over Q, and let f ∈ L2(X) be an S-invariant function. We associate to
the function f the matrix coefficients

m(g) = 〈Ugf, f〉 ;

the function m defined in this way is a continuous function on G by
Lemma 8.7. Moreover,

∗ Notice that δ does not play a role in the theorem.
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m(τngτ−n) =
∫

f(xτngτ−n)f(x) dmX

=
∫

f(ygτ−n)f(yτ−n) dmX (since mX is τ -invariant)

=
∫

f(yg)f(y) dmX (since f is S-invariant)

= m(g) (10.3)

for all n � 1. Now let

g =

⎛

⎝

1 ε 0
1 0

1

⎞

⎠

and compute

τngτ−n =

⎛

⎝

1 nα
(
n
2

)

αβ + nγ
1 nβ

1

⎞

⎠

⎛

⎝

1 ε 0
1 0

1

⎞

⎠

⎛

⎝

1 −nα
(
n+1

2

)

αβ − nγ
1 −nβ

1

⎞

⎠

=

⎛

⎝

1 ε −nεβ
1 0

1

⎞

⎠

for n � 1. For any fixed t ∈ R we may now choose nε = � t
εβ � so that nεεβ → t

as ε → 0. Taking the limit in (10.3) as ε → 0 shows that

m

⎛

⎝

⎛

⎝

1 0 −t
1 0

1

⎞

⎠

⎞

⎠ = m

⎛

⎝

⎛

⎝

1
1

1

⎞

⎠

⎞

⎠ = ‖f‖2
2.

Thus 〈Uhf, f〉 = 〈f, f〉 for any h ∈ C. This equality in the Cauchy–Schwartz
inequality can only occur if Uhf = f , so we deduce that f is invariant un-
der C. Hence, up to a set of measure zero, f = F ◦ φX for some function F
on T

2. Since f is S-invariant, F is T -invariant, and so must be constant mT2 -
almost everywhere since T is ergodic. This shows that f is constant almost
everywhere, so that S is ergodic with respect to mX . By Lemma 10.2, S is
also uniquely ergodic. �

Exercises for Sect. 10.3

Exercise 10.3.1. Give a more general formulation of Theorem 4.21 that in-
cludes both that theorem and Lemma 10.2, and check whether the method
of proof of Theorem 4.21 also applies to the generalization.
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Exercise 10.3.2. Find the eigenfunctions of the transformation S : X → X
(assuming ergodicity).

10.4 Second Proof of Theorem 10.1

In this section we give an independent proof∗ of the difficult direction in
Theorem 10.1. We assume again that 1, α, β are linearly independent over Q,
and that μ is some S-invariant ergodic probability measure on X. We will
conclude by showing that μ = mX

(91).

10.4.1 A Commutative Lemma; The Set K

Lemma 10.3. Let S : X → X be a continuous map on a compact metric
space equipped with an S-invariant and ergodic Borel probability measure μ,
and let R : X → X be another continuous map that commutes with S. If
there exists a point x ∈ X that is μ-generic with respect to S such that R(x)
is also μ-generic, then R preserves μ.

Proof. The proof proceeds quite directly from the definitions. Let f ∈ C(X);
it is enough to show that

∫

f dR∗μ =
∫

f ◦ R dμ =
∫

f dμ.

Notice that by continuity of R, we also have f ◦R ∈ C(X). Since x is generic
with respect to μ and S, we have

∫

f ◦ R dμ = lim
N→∞

1
N

N−1∑

n=0

f (RSnx) (since f ◦ R ∈ C(X))

= lim
N→∞

1
N

N−1∑

n=0

f (SnRx) (since RS = SR)

=
∫

f dμ (since Rx is generic),

which proves the lemma. �
∗ We will be using essentially the same calculation in G, but will argue quite differently,

in particular without applying Theorem 4.21. It may be argued that the two proofs are
the same at a deeper level, but both arguments are worth presenting as they generalize in

inequivalent ways.
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Clearly in the setting of Theorem 10.1 we may use Lemma 10.3 with
the map R(x) = xc for any c ∈ C, since C is the center of G. However,
as we don’t know anything about μ initially, we do not know whether the
assumption regarding the existence of generic points x, xc can be satisfied.
We will construct many such tuples below by a limiting argument; in order
to ensure that the limit points are indeed generic points we restrict ourselves
in part of the argument to a compact subset consisting entirely of generic
points. Recall that μ is ergodic for S, so by Corollary 4.20 the set X ′ of μ-
generic points for S has full μ-measure, and therefore there exists a compact
set K ⊆ X ′ with μ(K) > 0.99 say.

10.4.2 Studying Divergence; The Set X1

Let x, x′ ∈ X be two nearby points. Then there is some g ∈ G close to the
identity with x′ = xg; we refer to this g as the displacement between x and x′.
We now analyze how x and x′ move apart under iterates of S (if they do), in
terms of g =

(
1 a c

1 b
1

)

. This is quite straightforward: Replacing the pair x, x′

by Sx = xτ, Sx′ = x′τ replaces the displacement g by τ−1gτ since

(xτ)(τ−1gτ) = xgτ = x′τ.

This can be iterated so that

Snx′ = (Snx)(τ−ngτn),

but (as we will see) for large n the element τ−ngτn may become large, and
so may not represent the shortest displacement between Snx and Snx′. We
calculate

gn = τ−ngτn =

⎛

⎝

1 −nα
(
n+1

2

)

αβ − nδ
1 −nβ

1

⎞

⎠

⎛

⎝

1 a c
1 b

1

⎞

⎠

⎛

⎝

1 nα
(
n
2

)

+ nδ
1 nβ

1

⎞

⎠

=

⎛

⎝

1 a c + n(aβ − bα)
1 b

1

⎞

⎠ (10.4)

for n � 1, and see that there are two possibilities. Either (aβ − bα) = 0,
in which case the two points have parallel orbits (that is, the displacement
between the points gn = g is constant), or (aβ − bα) �= 0, and the two
points drift apart at linear speed and in the direction of C, as illustrated in
Fig. 10.1.
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Fig. 10.1 Linear growth in displacement in the Heisenberg group

Assume that we are in the latter situation, and that g is very close to the
identity. Then we can choose n so that gn is close to

⎛

⎝

1 0 t
1 0

1

⎞

⎠ ∈ C

for some fixed t ∈ R. If the original pair of points x, x′ are generic, then so
are Snx, Snx′ (this is easy to check), and these two points differ approxi-
mately by the fixed element in C. If we could take the limit of the tuple of
points Snx, Snx′ along a sequence which constantly improves the strength of
the statement that they differ approximately by

⎛

⎝

1 0 t
1 0

1

⎞

⎠

and ensures that the points remain generic points, then Lemma 10.3 could be
applied. However, we can only do this if Snx, Snx′ lie in K, since in general
the set of generic points is not closed∗. This in turn restricts the possible
values of n we may use. Happily the maximal ergodic theorem (Theorem 2.24;
also see Example 2.25) applied to the set B = X�K shows that the set

X1 =

{

x ∈ X | 1
N

N−1∑

n=0

χK(Snx) � 0.9 for all N

}

(10.5)

has μ(X1) > 0.9. Thus if we choose our initial points x, x′ both from X1,
then the restriction mentioned above is a mild one: Regardless of the value
of N , for most (at least 80%) of the integers n ∈ [0, N −1] both Snx and Snx′

lie in K.
∗ Of course once we have established unique ergodicity we know that the set of generic

points is closed.
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10.4.3 Combining Linear Divergence
and the Maximal Ergodic Theorem

After the motivational discussion above we are now ready to start the formal
argument.
Second proof of Theorem 10.1. From the discussion above, we will need
the following ingredients:

• the compact set K of generic points with μ(K) > 0.99.
• the calculation of the displacement gn between Snx and Snx′ from (10.4);

and
• the set X1 defined in (10.5).

Suppose for now that we can find, for any ε� = 1
� > 0 two points x�, x

′
� ∈ X1,

with displacement

g(�) =

⎛

⎝

1 a� c�

1 b�

1

⎞

⎠

satisfying |a�|, |b�|, |c�| < 1
� and a�β − b�α �= 0. Fix t > 0, and define

N� =
⌊

t

|a�β − b�α|

⌋

.

Then, as discussed above, for at least 80% of all n� ∈ [0, N� − 1] we have

Sn�x, Sn�x′ ∈ K.

Choose some n� ∈
[

N�−1
2 , N� − 1

]

with this property (notice that at least 30%
of all n ∈ [0, N�] satisfy all three conditions); it follows that

t

3
< |a�β − b�α|n� � t

for large enough �. Thus we may choose a sequence �i → ∞ for which

Sn�i x → z ∈ K,

Sn�i x′ → z′ ∈ K,

and

g(�i)
n�i

= τ−n�i g(�i)τn�i → c =

⎛

⎝

1 0 t′

1 0
1

⎞

⎠

as i → ∞, for some t′ with |t′| ∈ [13 t, t]. By Lemma 10.3, μ must be preserved
by c. Since t > 0 was arbitrary, it follows that μ is invariant under a dense
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subgroup of C, and so μ must be invariant∗ under all of C (or equivalently,
under C/Γ ∩ C ∼= T). As (φX)∗ μ is a T -invariant measure on T

2 and T is
uniquely ergodic by the hypothesis on 1, α, β, we must have (φX)∗ μ = mT2 .
It follows that, for any f ∈ C(X),

∫

f dμ =
∫

T

∫

f(xc) dμ(x) dmT(c)

=
∫∫

f(xc) dmT(c)
︸ ︷︷ ︸

φ−1
X B

T2 -measurable

dμ

=
∫∫

f(xc) dmT(c) dmX (since (φX)∗ μ = (φX)∗ mX)

=
∫

f dmX ,

so μ = mX as desired. In order to reach this conclusion, we relied on the
assumption that for any ε� we can find points x�, x

′
� ∈ X1 with special prop-

erties for this chosen small displacement. Below we will dispense with this
assumption, thereby completing the proof.

Lemma 10.4. Fix � � 1. If V is a sufficiently small neighborhood of e ∈ G
and z ∈ Supp μ|X1 , then for μ-almost every x ∈ zV ∩X1 there exists an m � 1
such that x′ = Smx ∈ zV ∩ X1, and the displacement

g =

⎛

⎝

1 a c
1 b

1

⎞

⎠

between x and x′ = xg satisfies |a|, |b|, |c| < 1
� and aβ − bα �= 0.

Proof. The first claim regarding the existence of such an m is just Poincaré
recurrence (Theorem 2.11) since μ(zV ∩ X1) > 0 by assumption. Also, the
displacement g lies in V −1V (since we may choose h, h′ ∈ V with x = zh
and x′ = zh′, and then x′ = xh−1h′). If V is sufficiently small this will
guarantee that |a|, |b|, |c| < 1

� . Now write x = Γh, x′ = Smx = Γhτm = Γhg,
which shows that hτm = γhg. Taking this modulo C (that is, taking the
image under φG) gives

(mα, mβ) = (a + i, b + j)

for some i, j ∈ Z. If aβ − bα = det
(

a b
α β

)

= 0 then there is some s ∈ R

with a = sα and b = sβ and hence

∗ This follows from the argument used in the proof on p. 108 that (3) =⇒ (1) in

Theorem 4.14.
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α

β
=

(m − s)α
(m − s)β

=
mα − a

mβ − b
=

i

j
∈ Q,

contradicting the assumption that 1, α, β are linearly independent over Q. �
This completes the second proof of Theorem 10.1. �

10.5 A Non-ergodic Nilrotation

In this section we describe a case where the equivalent conditions of Theo-
rem 10.1 fail. For simplicity, we only consider the case

τ =

⎛

⎝

1 0 0
1 β

1

⎞

⎠ ,

which gives the map S the form

S

⎛

⎝Γ

⎛

⎝

1 a c
1 b

1

⎞

⎠

⎞

⎠ = Γ

⎛

⎝

1 a c
1 b

1

⎞

⎠

⎛

⎝

1 0 0
1 β

1

⎞

⎠ = Γ

⎛

⎝

1 a c + aβ
1 b + β

1

⎞

⎠ .

More concretely, assume that
(

1 a c
1 b

1

)

∈ F , so 0 � a, b, c < 1. Then

⎛

⎝

1 0 −�c + aβ�
1 −�b + β�

1

⎞

⎠

⎛

⎝

1 a c + aβ
1 b + β

1

⎞

⎠ =

⎛

⎝

1 a {c + aβ}
1 {b + β}

1

⎞

⎠

is the coset representative in F of the image of
(

1 a c
1 b

1

)

under S. This de-
scription shows that for any a ∈ [0, 1) the set

Xa = Γ

⎧

⎨

⎩

⎛

⎝

1 a c
1 b

1

⎞

⎠ | b, c ∈ [0, 1)

⎫

⎬

⎭

is invariant under S, and that S restricted to Xa is the rotation map

(b, c) �−→ (b + β, c + aβ) (mod Z
2)

on the torus T
2. Depending on whether or not 1, β, aβ are linearly indepen-

dent over Q, this restriction to Xa may or may not be (uniquely) ergodic. To
give this observation more structure, notice that

Xa = Γ

⎛

⎝

1 a 0
1 0

1

⎞

⎠H
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is an orbit of the group

H =

⎧

⎨

⎩

⎛

⎝

1 0 c
1 b

1

⎞

⎠ | b, c ∈ R

⎫

⎬

⎭
.

These remarks make the following result straightforward to prove (see Exer-
cise 10.5.1).

Proposition 10.5. Let X = Γ\G, and let

S : x �−→ x

⎛

⎝

1 0 0
1 β

1

⎞

⎠

for x ∈ X be the rotation defined above, with β irrational. Then for any x the
forward orbit {Snx | n � 1} is xL for some closed subgroup L ⊆ H containing

⎛

⎝

1 0 0
1 β

1

⎞

⎠ ,

the map S restricted to xL is uniquely ergodic, and in particular the point x
is generic for the unique L-invariant probability measure on xL.

Exercises for Sect. 10.5

Exercise 10.5.1. Prove Proposition 10.5.

Exercise 10.5.2. State and prove an analog of Proposition 10.5 for the map

S : x �−→ x

⎛

⎝

1 1
2 0
1 β

1

⎞

⎠

with β irrational.

10.6 The General Nilrotation

In this section we discuss generalizations of the Heisenberg group and their
corresponding nilsystems. The simplest generalization of the Heisenberg
group to higher dimensions is the (2n + 1)-dimensional group
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Hn =

⎧

⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 x1 x2 · · · xn z
1 0 · · · 0 y1

. . . . . .
...

...
1 0 yn−1

1 yn

1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

x1, . . . , xn, y1, . . . , yn, z ∈ R

⎫

⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

.

The group Hn, which is also called a Heisenberg group, shares many proper-
ties with the group G = H1 considered in Sect. 10.1. For example,

C = [Hn, Hn] = CHn =

⎧

⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⎛

⎜
⎜
⎜
⎜
⎜
⎝

1 0 · · · 0 z
1 0 · · · 0

. . . . . .
...

1 0
1

⎞

⎟
⎟
⎟
⎟
⎟
⎠

z ∈ R

⎫

⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

is again the commutator subgroup and the center of Hn, and Hn is still
a 2-step nilpotent group.

A different generalization of the Heisenberg group is the (full) upper tri-
angular group

U =

⎧

⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⎛

⎜
⎜
⎜
⎜
⎜
⎝

1 a12 · · · · · · a1n

1 a23 · · · a2n

. . .
1 an−1,n

1

⎞

⎟
⎟
⎟
⎟
⎟
⎠

aij ∈ R for j − i � 1

⎫

⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

.

The group U is an (n − 1)-step nilpotent group in the following sense. The
lower central series or descending central series of any group G is the se-
quence of subgroups

G = G1  G2  · · ·  Gn  · · ·

in which Gn+1 = [Gn, G], the subgroup of G generated by all commuta-
tors [v, u] with v ∈ Gn and u ∈ G, and G is a k-step nilpotent group if the
lower central series of G terminates in the trivial group in k steps. For U , we
find that

U2 = [U,U ] = {e + (aij)ij | aij ∈ R and aij = 0 for j − i < 2} ,

U3 = [U2, U ] = {e + (aij)ij | aij ∈ R and aij = 0 for j − i < 3} ,

and so on, ending with U(n−1) = {e}, showing that U is an (n − 1)-step
nilpotent group.
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Let

Γ = {u = e + (aij)ij | aij ∈ Z but aij = 0 for j − i < 1} ;

then Γ is a lattice in U , and

F = {u = e + (aij)ij | aij ∈ [0, 1) but aij = 0 for j − i < 1}

is a fundamental domain for Γ in U .
Now let G be a k-step nilpotent closed linear group, with Γ a lattice in G,

and let τ ∈ G. We can define the transformation Sx = xτ for x ∈ X = Γ\G,
and the topological dynamical system (X,S) is called a nilsystem. It turns
out that the quotient map

φG : G → G/[G, G] = G(ab)

from G onto the abelianization G(ab) of G sends Γ into a lattice in the abelian
group G/[G, G], and G(ab) takes the form R

k1 × Z
k2 for some k1, k2 ∈ N0.

Hence it makes sense to ask whether the rotation map T induced by φG(τ)
on G(ab)/φG(Γ ) = X(ab) is ergodic, and this is characterized by Theo-
rem 4.14.

The next two theorems are not needed later and will not be proved here(92).

Theorem. In the notation above, the following are equivalent:

• T is uniquely ergodic;
• T is ergodic with respect to mX(ab) , the measure induced by Haar measure

on G(ab);
• S is uniquely ergodic; and
• S is ergodic with respect to mX , the measure induced by Haar measure

on G.

Just as in Sect. 10.5, the non-ergodic case is also highly structured.

Theorem. In the notation above, let x ∈ X = Γ\G. Then there is a closed
subgroup L � G such that the forward orbit closure

{Snx | n � 1} = xL

is the closed L-orbit of x, and x is generic with respect to the S-ergodic L-
invariant Haar measure mxL on the orbit xL.

Exercises for Sect. 10.6

Exercise 10.6.1. Generalize Theorem 10.1 to the group Hn.

Exercise 10.6.2. Prove Theorem 10.1 for nilsystems on Γ\U .



Notes to Chap. 10 345

Notes to Chap. 10

(91)(Page 336) The argument we present is a variation of the H-principle introduced by

Ratner in a different context, see [299, 300]; see also a paper of Witte Morris [386].
(92)(Page 344) The first of these may be found in the monograph of Auslander, Green and
Hahn [10] (which also contains several earlier results in this chapter). The second theorem

follows from more general work of Ratner [305]. More recent results in this direction have
been shown by Lesigne [226], Leibman [223, 224], and others.





Chapter 11

More Dynamics on Quotients
of the Hyperbolic Plane

In addition to the geodesic flow, whose study we started in Chap. 9, we intro-
duced the natural action of PSL2(R) on X = Γ\PSL2(R). In this chapter we
will study this natural action in more detail. We will show ergodicity(93) of
the horocycle flow, mixing of PSL2(R), and go on to deduce from the mixing
property of the geodesic flow an “almost unique ergodicity” property for the
horocycle flow, which we will refer to as an instance of rigidity of invariant
measures. Finally, we shall use this together with the ergodic decomposition
to establish equidistribution for individual orbits of the horocycle flow.

In many ways the horocycle flow is complementary to the geodesic flow
considered in Chap. 9. It has already featured in the proof of ergodicity for
the geodesic flow, and this link between the two flows will become stronger
in this chapter, where we will use them alternately to prove stronger and
stronger statements about both flows. We will see that despite this close
linkage, the two flows have fundamentally different dynamical behaviors—
indeed they are in many senses opposite extremes. For instance, as discussed
in Sect. 9.7, the geodesic flow has an abundance of invariant measures, while
(as already mentioned) we will see that the horocycle flow exhibits rigidity
of invariant measures.

In this chapter we will switch back and forth between a geometric and
an algebraic point of view. For the latter we will consider the slightly more
general setting of quotients of SL2(R) instead of quotients of PSL2(R).

11.1 Dirichlet Regions

In Chap. 9 we constructed a standard fundamental domain for the discrete
group PSL2(Z) in the group PSL2(R), and used its geometry to understand
the relationship between the geodesic flow and the Gauss map. Here we
present a generalization(94) of Proposition 9.18 which will give a description
of the geometry of fundamental domains for other Fuchsian groups. This de-

M. Einsiedler, T. Ward, Ergodic Theory, Graduate Texts in Mathematics 259,
DOI 10.1007/978-0-85729-021-2 11, © Springer-Verlag London Limited 2011
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scription will be needed later in the discussion of dynamics on more general
quotients.

Definition 11.1. Let Z be a locally compact metric space carrying an action
of a countable group Γ by homeomorphisms. The action is said to be properly
discontinuous if for any compact set P ⊆ Z the set {γ ∈ Γ | γP ∩ P �= ∅} is
finite. A measurable set F ⊆ Z is a fundamental domain if |Γz ∩ F | = 1 for
all z ∈ Z. An open set F ⊆ Z is called an open fundamental domain for the
action if

(1) if g1 �= g2 then g1F ∩ g2F = ∅, and
(2)
⋃

g∈G gF = Z.

Thus, for example, the interior of the set F in Proposition 9.18 is an open
fundamental domain∗ for the natural action of PSL2(Z) on H.

Recall from Definition 9.17 that a Fuchsian group is a discrete sub-
group Γ ⊆ PSL2(R). Write d for the hyperbolic metric as in Sect. 9.1.

Lemma 11.2. An infinite subgroup Γ ⊆ PSL2(R) is a Fuchsian group if and
only if its action on H is properly discontinuous.

Proof. If Γ is not discrete then we may choose a sequence of elements (gn)
with gn �= e for all n � 1 and gn → e as n → ∞. If P is a compact set
containing an open set, then gnP ∩ P �= ∅ for all large n, showing that the
action of Γ is not properly discontinuous.

Conversely, assume that Γ is discrete. Then {g ∈ Γ | gP ∩ P �= ∅} will
be finite for any compact P if the set B = {g ∈ SL2(R) | gP ∩ P �= ∅}
is compact. (This follows easily from Exercise 9.2.2, but we give a concrete
argument here which effectively solves it.) Since the set P is compact, B is
certainly closed, so it is enough to show that B is a bounded set in SL2(R)
when viewed as a subset of R

4.
By compactness, there are constants R, ε > 0 such that every w ∈ P

has |w| � R and �(w) � ε. It follows that if g =
(

a b
c d

)

∈ B (and so gz ∈ P

for some z ∈ P ), then
∣
∣az+b
cz+d

∣
∣ � R and �

(
az+b
cz+d

)

= �(z)
|cz+d|2 � ε by (9.15). Thus

|cz + d|2 � 1
ε
�(z) � R

ε

and

|az + b|2 � R2|cz + d|2 � R3

ε
.

Since z belongs to some fixed compact subset of H, this readily implies that
the coefficients in the matrices of B lie in a bounded subset of R

4. �

∗ Just as in the discussion after Proposition 9.18, we will be interested in cases where F
does not differ from a fundamental domain F ′ too much. In the case we will consider we will

only need to take the union of F with some subset of the lower-dimensional boundary ∂F
to obtain F ′.
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Definition 11.3. Let Γ be an infinite Fuchsian group, and let p ∈ H be a
point not fixed by any element of Γ other than the identity. Then the set

D = D(p) = {z ∈ H | d(z, p) < d(z, γp) for all γ ∈ Γ�{e}}

is called a Dirichlet region for Γ .

Notice that Dirichlet regions always exist; since a Fuchsian group is count-
able and any non-trivial element can only fix at most two points in C (indeed,
at most one in H), there must be points in H not fixed by any non-identity
element. Moreover, a Dirichlet region is the intersection of the hyperbolic half
planes

{z ∈ H | d(z, p) < d(z, γp)}

for each γ ∈ Γ�{e} (see Lemma 11.4 for a justification of the terminology).

Lemma 11.4. For any γ ∈ PSL2(R) the open set

Dγ = {z ∈ H | d(z, p) < d(z, γp)}

is the connected component of H�Lγ containing p, where Lγ is the geodesic
in H defined by the equation

d(z, p) = d(z, γp).

It follows that a Dirichlet region is connected and convex in the sense that the
hyperbolic geodesic path joining any two points in D lies entirely inside D.

Proof. To see that Lγ is a geodesic and the description of Dγ is valid,
notice that both depend only on the points p and γp. We may apply an
isometry g ∈ PSL2(R) to map those two points to −r+i and r+i respectively;
choosing r suitably we can ensure that d(−r + i, r + i) = d(p, γp), and then
the existence of g follows from Proposition 9.4. However, the set of points
in H equidistant from the points −r + i and r + i is precisely the upper
half of the y-axis. Clearly, Dγ is convex (which is again easily seen in the
case p = −r + i and γp = r + i) and the intersection of convex sets is again
convex. Therefore D is convex as claimed. �

Lemma 11.5. Any Dirichlet region for an infinite Fuchsian group Γ is an
open fundamental domain for the action of Γ on H. The boundary of a Dirich-
let region is made up of geodesic segments contained in geodesics defined by

Lγ = {z ∈ H | d(z, p) = d(z, γp)}

for γ ∈ Γ�{e}.

Proof. Let D = D(p) be a Dirichlet region. Since the action of Γ is properly
discontinuous by Lemma 11.2, we have that for any z ∈ H there are only
finitely many γ ∈ Γ with
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d(γz, p) � d(z, p) + 1,

say γ1, . . . , γn. Note that for z′ ∈ B1/2(z), this list of elements will include
those γ ∈ Γ for which d(γz′, p) � d(z′, p). In particular, there is some w ∈ Γz
with

d(w, p) � d(γz, p) = d(z, γ−1p)

for all γ ∈ Γ . Without loss of generality, assume that z = w. If z ∈ D then a
point z′ close to z belongs to Dγ1 ∩ · · · ∩Dγn by Lemma 11.4, so that z′ ∈ D
and hence D is open. If z /∈ D then z belongs to some of the boundaries of
the sets Dγ1 , . . . , Dγn—assume that

z ∈ Lγ1 ∩ · · · ∩ Lγm ∩ Dγm+1 ∩ · · · ∩ Dγn .

Then by Lemma 11.4 the geodesic path φ joining z to p will have φ(0) = z /∈ D
but φ(t) ∈ D for t ∈ (0, 1], so z ∈ D.

To see property (1) of Definition 11.1, assume that points z and w in D
have z = γw for some γ ∈ Γ�{e}. Then

d(w, p) < d(w, γ−1p) = d(z, p)

and
d(z, p) < d(z, γp) = d(w, p),

which is a contradiction. �
As before, we write

H = H ∪ ∂H

for the union of H with its boundary ∂H = R ∪ {∞}.
Let D be a subset of H. We will also sometimes write ∂HD and D

H

for
boundaries and closures taken in the set H. Given a finite set of points in H,
we can define a convex polygon by successively taking points on geodesic
paths connecting two vertices or points obtained earlier. The smallest set
of points that can be used to define a given polygon is the set of vertices.
Alternatively, given a unit-speed parametrization of a subset of ∂D, we will
refer to the points where the parametrization is not locally along a geodesic

as vertices of D. Moreover, any point of D
H ∩∂H will be called a vertex also.

Lemma 11.6. The boundary of a Dirichlet region ∂D is the union of at most
countably many connected components. Each connected component of ∂D is
the image of a piecewise geodesic path φ : R → H. Either D is a convex
polygon and this path periodically traverses ∂D, or any such path connects
two (not necessarily distinct) points of (vertices of D in) ∂H.

Proof. Fix some R > 1 and write BR for the hyperbolic ball of radius R
around p, the chosen point defining D. Then we may find finitely many
elements γ0 = I, γ1, . . . , γn ∈ Γ such that if z ∈ BR and γ(z) ∈ BR for
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some γ ∈ Γ then γ = γi for some i, 0 � i � n (since the action of Γ is
properly discontinuous). This implies that

D ∩ BR =
n⋂

i=1

Dγi ∩ BR

and

(∂D) ∩ BR =

(

∂

n⋂

i=1

Dγi

)

∩ BR.

It follows by induction on n that ∂
⋂n

i=1 Dγi can be described as in the lemma.
If for some R > 0 we have D ⊆ BR then D =

⋂n
i=1 Dγi is a convex polygon.

If not, then letting R → ∞ (increasing n as needed) we see that for
every R the boundary (∂D) ∩ BR is as claimed. Notice that as R increases,
the number of connected components of (∂D) ∩ BR can increase (when a
new Dγi is needed to describe D ∩ BR and its boundary does not connect
to the previous boundary pieces) or decrease (when the boundary pieces
contained in some Lγi and some Lγj connect).

Fix some z ∈ ∂D and let φR be a piecewise geodesic parametrization of the
boundary component of

⋂n
i=1 Dγi normalized to have φR(0) = z. As R → ∞

the paths φR converge to some path φ—indeed for fixed t, φR(t) = φ(t)
when R is sufficiently large. After applying some isometry we may assume
without loss of generality that z = i, part of the boundary of D is a segment in
the imaginary axis, and D ⊆ {z | 
(z) > 0} (see Fig. 11.1). Then it follows
that 
 (φ(t)) is eventually monotone, both for t → ∞ and for t → −∞.
Therefore, the limits limt→∞ φ(t) and limt→−∞ φ(t) taken in H exist and
belong to ∂H. �

Fig. 11.1 A possible (and representative) scenario in the proof of Lemma 11.6

As mentioned above, the sides of a Dirichlet region are segments of
geodesics. A much less obvious result is that a Dirichlet region for a lattice
in PSL2(R) is in fact a hyperbolic polygon.
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Theorem 11.7. A Dirichlet region for a lattice in PSL2(R) has finitely many
sides. That is, it is a convex hyperbolic polygon.

Before proving this result, we show how the hyperbolic area form from
Lemma 9.16 gives a simple classical formula for the hyperbolic area of a
polygon (a region bounded by finitely many geodesics).

Proposition 11.8. [Gauss–Bonnet formula] Let P be a hyperbolic n-
sided convex polygon in H with n � 3 vertices in H, with angles α1, . . . , αn

at the n vertices. Then the hyperbolic area of P is

(n − 2)π − (α1 + · · · + αn).

Here we measure angles between geodesics intersecting in H using the inner
product at the intersection point; equivalently this is the angle in C between
the circles (one of which might be a line) at the intersection point. For a
vertex in ∂H we set the angle to be zero since the circles are tangential there.
Proof of Proposition 11.8. Assume for the purposes of an induction that
the formula holds for all polygons with no more than (n− 1) sides, and let P
be a polygon with n sides as in the statement of the lemma. By cutting off
one triangle T (see Fig. 11.2) to leave an (n − 1)-gon Q we see that

Area(P ) = Area(Q) + Area(T )
= (n − 3)π − (α1 + · · · + αn−3 + (αn−2 − β2) + (αn−1 − β1))

+π − (β1 + β2 + αn)
= (n − 2)π − (α1 + · · · + αn),

showing that the result reduces to the case of a triangle.

Fig. 11.2 Decomposing a hyperbolic n-gon into a triangle and an (n − 1)-gon

It is therefore enough to show that the formula holds when n = 3, so
let T be a triangle with angles α1, α2, α3. If T has a vertex z1 at infinity
(this means the corresponding angle is zero), then we may apply a suitable
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transformation from PSL2(R) to place the other two vertices on the unit circle
(Lemma 9.16 shows that such a transformation preserves area) obtaining the
triangle shown in Fig. 11.3. Then

Area(T ) =
∫ cos(α3)

cos(π−α2)

(∫ ∞

√
1−x2

dy

y2

)

dx = π − (α2 + α3).

Fig. 11.3 A hyperbolic triangle with one vertex at infinity

Now assume that all three vertices lie in H and assume without loss of gen-
erality that z1 and z2 do not have the same real part. Continue the geodesic
through z1 and z2 to meet the real axis at w (a point at infinity), as shown
in Fig. 11.4. Then the triangle z1z3w has interior angles π−α1, β, 0 while the
triangle z2z3w has interior angles α2, α3 + β, 0.

Thus

Area(z1z2z3) = Area(z2z3w) − Area(z1z3w)

= π − (α2 + α3 + β) − (π − (π − α1 + β))

= π − (α1 + α2 + α3),

showing the formula holds for a triangle. �

Proof of Theorem 11.7. Recall that the Haar measure on PSL2(R) is
(under the isomorphism to T1

H) given by

dm =
1
y2

dxdy dθ,
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Fig. 11.4 A hyperbolic triangle with all vertices in H

where θ ∈ [0, 2π) corresponds to the angle of the unit vector, and

dA =
1
y2

dxdy

is the hyperbolic area form (see Lemma 9.16 and Proposition 9.19). This
shows that a Dirichlet region D = D(p) (which is a fundamental domain by
Lemma 11.5) for a lattice Γ must have finite hyperbolic area.

Recall that the interior angle of a vertex at infinity is zero. We claim
that the Gauss–Bonnet formula (Proposition 11.8) shows that the number of
vertices at infinity cannot exceed 1

π Area(D) + 2, and in particular is finite.
For if we had more points on the closure of D (taken in H) that lie on ∂H

we could take such points z1, . . . , zn with n > 1
π Area(D) + 2 and consider

the convex polygon P generated by them. By the Gauss–Bonnet formula we
have Area(P ) = (n−2)π > Area(D). To obtain a contradiction, approximate
each zi by some wi ∈ D, so that the resulting polygon Q generated by the wi

will satisfy Q ⊆ D by convexity of D and have Area(Q) > Area(D), which is
impossible. Below we will ignore the boundaries for arguments like this one,
and simply say that P is essentially contained in D.

We proceed by again using the Gauss–Bonnet formula to describe the
boundary ∂D of D that is contained in H. For example, it follows that the
boundary of D lying in H can only have finitely many connected components.
Let C be one of the finitely many connected components of ∂D. Pick an
arbitrary point in C and a direction. Let x1, x2, . . . be the vertices in C
along that chosen direction, and let ω1, ω2, . . . be the corresponding internal
angles. Of course we would like to show that there can be only finitely many
vertices. As a first step towards this, we claim that all but finitely many of
the angles must be close to π. That is, ∂D is almost straight at most of its
vertices.

Write Tk for the triangle with vertices xk, xk+1, p and write αk, βk, εk for
the respective internal angles as shown in Fig. 11.5. Thus ωk = βk−1 + αk
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Fig. 11.5 A connected component C of ∂(D)

for 1 � k. Since D is convex, for any n the triangles T1, . . . , Tn−1 all lie
essentially in D and are essentially disjoint, so

n−1∑

k=1

Area(Tk) =
n−1∑

k=1

π − (αk + βk + εk)

= π − α1 − βn−1 +
n−1∑

k=2

(π − ωk) −
n−1∑

k=1

εk

� Area(D) < ∞.

Now the angles εk are those for disjoint arcs at p, and so
∑n−1

k=1 εk � 2π.
Therefore

n−1∑

k=1

(π − ωk) � α1 + βn−1 + π + Area(D)

is uniformly bounded. This establishes our claim. In particular, it follows that
we can only have

(π − ωk) > π
4

for finitely many k, so
∣
∣{k | ωk � 3π

4 }
∣
∣ < ∞. (11.1)

Since we have already established that there are only finitely many connected
components of ∂D this holds across all vertices of ∂D. We will now use this
claim twice to establish that there are only finitely many vertices.

We show next that any vertex of D has only finitely many other vertices
of D in its Γ -orbit. Choose a vertex xk of D in H, let γ1xk = xk, γ2xk, . . .
(with γ1 = I, γi ∈ Γ , and γixk �= γjxk for i �= j) be the vertices of D that
lie on the orbit of xk under the action of Γ , and let the internal angles of D
at these vertices be δ1, δ2, . . . .

For any j � 1, xk is a vertex of γ−1
j D with internal angle δj . The sets

D = γ−1
1 D, γ−1

2 D, . . .
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are pairwise disjoint since the Dirichlet region D is an open fundamental
domain by Lemma 11.5. Hence

δ1 + δ2 + · · · � 2π. (11.2)

It follows from (11.1) that the number of vertices

xk = γ1xk, γ2xk, . . . , γnxk

on the Γ -orbit of xk must be finite.
We finish the proof by showing that every class of these finite subsets of

orbits described above has to contain at least one vertex whose internal angle
is smaller than 2π

3 < 3π
4 . Together with the bound (11.1) this then implies

that there are only finitely many vertices of D.
To do this, choose again a vertex xk, let γ1, . . . , γn be as above, and let

Γk = {γ ∈ Γ | γxk = xk}

be the stabilizer of xk in Γ . The group Γk is conjugate to a discrete subgroup
of the compact group PSO(2) and so must be finite. Using Γk we now re-
fine (11.2) as follows. The images of D under the action of Γ which have xk as
a vertex are precisely those of the form γγ−1

i D for all γ ∈ Γk and 1 � i � n.
Since D is a fundamental domain, these are all disjoint and together they
essentially cover a neighborhood of xk, so

|Γk|(δ1 + · · · + δn) = 2π.

Since 0 < δj < π for 1 � j � n, we must have n � 3, and hence δj � 2π
3 for

some j. As explained above, this implies the desired statement. �
The geometry of a Dirichlet region for a lattice detects whether or not the

lattice is uniform.

Lemma 11.9. A lattice Γ ⊆ PSL2(R) is uniform (that is, Γ\PSL2(R) is
compact) if and only if every vertex of any Dirichlet region for Γ lies in H

(that is, has compact closure).

Proof. Let D be a Dirichlet region for Γ . If the boundary of D lies in H,
then the closure of D is a compact subset of H. The compact subset

F = {g ∈ PSL2(R) | g(i) ∈ D}

then maps continuously onto Γ\PSL2(R), so Γ is uniform.
Conversely, assume that Γ is uniform. By Proposition 9.14 there is, for

every x ∈ X, a neighborhood BX
r (x) which is the isometric image of the

neighborhood BG
r (g), where x = Γg. By compactness of X = Γ\PSL2(R)

there is a finite subcover of the open cover defined by the set BX
r=r(x)(x), and
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so there exists some bounded subset

B ⊆ PSL2(R)

which maps onto X. Let p ∈ H be not fixed by any non-trivial element of Γ ,
and let D = D(p) be the Dirichlet region defined by p. Then for any z ∈ H

there is some g ∈ PSL2(R) with g(p) = z, some γ ∈ Γ with γg ∈ B, and
hence γ(z) ∈ B(p). By the argument in the proof of Lemma 11.2 (that is,
the properness of the PSL2(R)-action on H), the set B(p) ⊆ H has compact
closure. It follows that the vertices of D lie in H. �

Let D be a Dirichlet domain for a lattice Γ in PSL2(R). Points of the
closure of D taken in H that belong to ∂H (that is, those that are elements

of D
H∩∂H) are called cusps. Thus, for example, if Γ = PSL2(Z) then ∞ ∈ ∂H

is a cusp. More precisely, if there are several points in D
H ∩ ∂H then we

identify points on the same Γ -orbit (for the natural action of Γ ⊆ PSL2(R)
on ∂H = R)—cusps are then the equivalence classes. We will see an example
where this distinction is important in the next section.

Exercises for Sect. 11.1

Exercise 11.1.1. Show that a lattice in PSL2(R) is finitely generated. Hint:
Choose a Dirichlet region D for the lattice, use Theorem 11.7 to show that
there are only finitely many elements γ with D ∩ γD �= ∅, and finally show
that these elements must generate the lattice.

Exercise 11.1.2. Show that the fundamental domain constructed in Sect. 9.4
for PSL2(Z) in PSL2(R) is a Dirichlet domain.

11.2 Examples of Lattices

In order to avoid the impression that PSL2(Z) is the only interesting lattice
in PSL2(R), in this section we will discuss some other lattices.

Notice first that the canonical map SL2(R) → PSL2(R) = SL2(R)/{±I2}
is two-to-one and the push-forward of the Haar measure on SL2(R) under
this map gives the Haar measure on PSL2(R). As before, we may identify
the Haar measure on PSL2(R) with the measure m described in Sect. 9.4.1
(which we use to normalize the measure on SL2(R)). It follows that we can
determine whether a discrete subgroup of SL2(R) is a lattice by analyzing
a fundamental region for its action on H. In particular, it follows that any
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lattice in PSL2(R) gives a lattice in SL2(R) by taking the pre-image under
the map SL2(R) → PSL2(R).

11.2.1 Arithmetic and Congruence Lattices in SL2(R)

Notice that any discrete subgroup of SL2(R) which contains a lattice is itself
a lattice. Moreover, a finite-index subgroup Λ of a lattice Γ is also a lattice,
since in this case the union of finitely many copies of a fundamental domain
for Γ will form a fundamental domain for Λ. A principal congruence lattice
of SL2(R) is a discrete subgroup of SL2(R) of the form

Γ (N) =
{(

a b
c d

)

∈ SL2(Z) | a ≡ d ≡ 1, c ≡ b ≡ 0 (mod N)
}

for some N � 1. A congruence lattice is a lattice that contains a principal
congruence lattice. A discrete subgroup Λ with the property that Λ∩SL2(Z)
has finite index in both Λ and in SL2(Z) is called an arithmetic lattice
of SL2(R) (equivalently, a lattice is called arithmetic if it has the property
that Λ ∩ SL2(Z) is also a lattice).

We note that there are other arithmetic and congruence lattices that are
not constructed from SL2(Z) but from other types of integer lattices (see also
Exercise 11.6.3).

Example 11.10. The subgroup Γ (2) described above has index 6 in SL2(Z)
since SL2(Z)/Γ (2) ∼= SL2(F2) has order 6. The subgroup

Γ0(2) =
{(

a b
c d

)

∈ SL2(Z) | c ≡ 0 (mod 2)
}

is a congruence lattice of index 3 in SL2(Z). The index may be seen by
applying the orbit-stabilizer theorem to the natural linear action of SL2(Z)
on the vector space F

2
2; Γ0(2) is the stabilizer of

(
1
0

)

∈ F
2
2, which has an orbit

of size 3.

11.2.2 A Concrete Principal Congruence Lattice of SL2(R)

Let D be the convex 4-gon spanned by the points −1, 0, 1,∞ ∈ ∂H as in
Fig. 11.6.

Lemma 11.11. The image of the lattice Γ (2) (cf. Example 11.10) in PSL2(R)
is freely generated by

(
1 2
0 1

)

and
(

1 0
2 1

)

, and D (as in Fig. 11.6) is its Dirichlet
domain for the point p = i.
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Fig. 11.6 The convex polygon D

The proof that Γ (2)/{±I} is a free group is based on a simple version of the
so-called ping-pong lemma. Notice that the fact that Γ (2) is a lattice with D
as its fundamental region in H can also be deduced from Proposition 9.18 by
analyzing Γ (2)\ SL2(R). We will give an independent proof here.

Proof of Lemma 11.11. We begin by analyzing the action of A =
(

1 2
0 1

)

and B =
(

1 0
2 1

)

on H with respect to the partition of H into D and the four
connected components of H�D, labeled as in Fig. 11.7.

Fig. 11.7 Connected components of H�D

A calculation shows that

A (H�FA−1∗) ⊆ FA∗, A−1 (H�FA∗) ⊆ FA−1∗ (11.3)

since the action of A on H is given by A(z) = z + 2. Similarly,

B (H�FB−1∗) ⊆ FB∗, B−1 (H�FB∗) ⊆ FB−1∗. (11.4)

This can be checked either by calculating the images of the geodesics (which
may be done by finding the images of the end points of the geodesics in ∂H)
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under B and B−1, or by conjugating with
(

0 −1
1 0

)

, thereby reducing (11.4) to
the case of (11.3).

Now let w = Ai0Bj1Ai1Bj2 · · ·AimB� be any reduced word in the gen-
erators A and B of Γr,s. We claim that the image w(D) of D uniquely de-
termines the exponents i0, j1, i1, j2, . . . , im, � ∈ Z, which implies that the
group 〈A, B〉 is freely generated. To prove the claim it is sufficient to show
that w(D) ⊆ FA±1∗ if and only if the reduced word begins on the left
with a positive power of A±1 respectively, and similarly for B. For words
of length one (that is, for the generators A, B and their inverses), this follows
from (11.3) and (11.4). Using these equations again in an induction argument
then proves the claim.

By the Gauss–Bonnet formula (Proposition 11.8) the four-gon D has finite
volume. We claim that D is a Dirichlet domain in H for the action of 〈A, B〉.
Note that the vertical line x = −1 (or x = 1) coincides with the line Lγ in
Lemma 11.5 where γ = A−1 (or γ = A respectively) for the point p = i.
Similarly, one may check that the other two geodesic boundaries of D are
of the form Lγ for suitable γ. It follows that D is contained in the Dirichlet
domain for 〈A, B〉 and p = i. Moreover, the argument above shows that no
two interior points of D are images of one another under the action of 〈A, B〉,
so D is the Dirichlet region as required.

It remains to show that A, B and −I together generate Γ (2). This may
be seen by the following version of the Euclidean algorithm. Let

γ =
(

a b
c d

)

∈ Γ (2).

Notice that a is odd, c is even,

(
1 2
0 1

)(
a b
c d

)

=
(

a + 2c b + 2d
c d

)

, (11.5)

and
(

1 0
2 1

)(
a b
c d

)

=
(

a b
c + 2a d + 2b

)

. (11.6)

If |a| > |c| then (11.5) can be used repeatedly to find Anγ =
(

a′ b′

c d

)

with |a′| <

|c|. If |c| > |a| then (11.6) can be used repeatedly to find Bnγ =
(

a b
c′ d′

)

with |c′| < |a|. Iterating these two cases shows that there is an element C ∈
〈A, B〉 such that Cγ =

(
a b
0 d

)

with a = ±1 and b even. Clearly d = a, and
so Cγ = Ab/2(aI) as required. �
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11.2.3 Uniform Lattices

In this section we outline two constructions of uniform lattices in PSL2(R).

Lemma 11.12. There is a uniform lattice in PSL2(R).

In the proof a convex n-gon will be called regular if all of its interior angles
are equal and all its sides have the same length.

Sketch proof of Lemma 11.12. First notice that there is a regular four-
gon D for which all of the internal angles are equal to π

3 . To see this, draw
two geodesics intersecting at i in a normal angle, and consider the four points
on this pair of geodesics at distance t from i. For small values of t, the area of
the regular four-gon spanned by these points is small, and the internal angles
are close to π

2 (these are equivalent statements by the Gauss–Bonnet formula
(Proposition 11.8)). As t → ∞ these angles converge to zero, so for some t
they must be equal to π

3 (it is clear that the angles vary continuously in t).
In Fig. 11.8 this is visualized in the disc model (95) of H, which is obtained
from H by applying an inversion with respect to a circle outside H but tangent
to ∂H (for example, the map H � z �→ 1

z+i ∈ C).

Fig. 11.8 A regular polyhedron and a tiling in the ball model for H

Now notice that 6 copies of D that are isometric under the action
of PSL2(R) can be put together edge-to-edge to cover a neighborhood of
one of their vertices. By iterating this, we obtain a tiling of H by tiles iso-
metric to D. That is, we end up with countably many isometric images of D
with the property that any two of the images intersect either in one of the
sides, or in one corner, or not at all. Notice that the same tiling can be con-
structed from any of the copies of D in the tiling by placing new copies of D
edge-to-edge to already existing copies.

Now consider the group Γ of all matrices in PSL2(R) that map the tiling
onto itself. It is clear that Γ is discrete since the set of vertices of the copies
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of D in the tiling forms a discrete subset of H and must be mapped onto
itself by Γ . Finally, any copy of D in the tiling can be mapped to any other
by some element of Γ . It follows that D contains a fundamental region and
so Γ is a uniform lattice. �

Another construction of co-compact lattices Γ ⊆ SL2(R) comes from the
uniformization theorem(96) which states that any connected Riemannian sur-
face is a quotient of H or of C, or it has a bijective holomorphic map to the
Riemann sphere C. Moreover, if the surface has genus two or more, it must
be a quotient Γ\H. Thus it is enough to construct some Riemann surface of
genus two, and one way to do this is illustrated in Fig. 11.9.

Fig. 11.9 A Riemann surface of genus two

The Riemann surface is constructed by gluing the big circles labeled A
together via the holomorphic inversion on the circle followed by the correct
translation, and similarly for the smaller circles B and C. Strictly speaking,
the manifold is defined by two charts which are small neighborhoods of the
regions between the big and small circles and the chart maps. This produces a
surface that topologically can be viewed as the surface of a three-dimensional
body in the shape of a figure eight.

Another arithmetic construction of uniform lattices in SL2(R) will be dis-
cussed in Exercise 11.6.3.

Exercises for Sect. 11.2

Exercise 11.2.1. Show rigorously that the tiling used in the sketch proof of
Lemma 11.12 exists.

Exercise 11.2.2. Show that the Hecke triangle group Gn for n � 3, gener-
ated by

S =
(

0 −1
1 0

)
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and

Tn =
(

1 2 cos π
n

0 1

)

is a non-uniform lattice in SL2(R). Find the associated Dirichlet region for
the point p = 2i.

Exercise 11.2.3. This exercise shows how to construct uncountably many
non-conjugate lattices. Fix a parameter x ∈ (−1, 1), and let

Vx =
(

1 x
0 1

)(
1 0
tx 1

)(
1 −x
0 1

)

.

The matrix Vx acts on C via Möbius transformations as in (9.1); verify
that Vx(x) = x for any tx. Now add the requirement that Vx(−1) = 1,
and check that this uniquely determines tx in terms of x.
(a) Prove that Γx, the group generated by

(
1 2
0 1

)

and Vx, is a lattice in SL2(R),
freely generated by ( 1 2

0 1 ) and Vx, and show that the domain illustrated in
Fig. 11.10 is a fundamental domain for Γx.

Fig. 11.10 A fundamental domain for Γx

(b) Calculate the trace of the element

γ = Vx

(
1 2
0 1

)

∈ Γx,

and deduce that Γx\ SL2(R) contains a periodic orbit, say of Γxg, for the
geodesic flow associated to γ in the sense that γg = ga for some diagonal
element a. Express the length of the period as a function of x.
(c) Show that for any lattice Γ ⊆ SL2(R) there are only countably many
periodic orbits for the geodesic flow on Γ\ SL2(R).
(d) Show that if Γ g = gΓg−1 is the conjugate of a lattice Γ ⊆ SL2(R) by
some element g ∈ SL2(R), then the sets of lengths of the periodic orbits
on Γ\ SL2(R) and on Γ g\ SL2(R) agree.
(e) Deduce that SL2(R) has uncountably many non-conjugate lattices.
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11.3 Unitary Representations, Mautner Phenomenon,
and Ergodicity

The “Mautner phenomenon” has its origins in his study of geodesic flows [257].
The phenomenon refers to situations where invariance of an observable (a
function) along orbits of one flow implies invariance along the orbits of cer-
tain transverse flows(97). An instance of this has already been seen in the
proof of Theorem 9.21.

11.3.1 Three Types of Actions

For any discrete subgroup Γ � SL2(R), the geodesic flow is defined on the
space X = Γ\ SL2(R) by

Rat(x) = xa−1
t = x

(
et/2 0
0 e−t/2

)

for x ∈ X and t ∈ R. The stable (and analogously unstable) horocycle flow
is defined by

Ru−(s)(x) = xu−(−s) = x

(
1 −s
0 1

)

for x ∈ X and s ∈ R. This represents a unit-speed parametrization of the
stable manifold of the geodesic flow gt.

Fig. 11.11 The action of the horocycle flow

Taken together, the subgroups

A =
{(

e−t/2

et/2

)

| t ∈ R

}
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and

U− =
{(

1 s
1

)

| s ∈ R

}

contain representatives of all but one type of element of SL2(R) in the fol-
lowing sense. Recall that group elements g1, g2 ∈ G are said to be conjugate
if there is some h ∈ G with g1 = hg2h

−1, and recall also the group SO2(R)
defined in Lemma 9.1.

Lemma 11.13. Every g ∈ SL2(R) is conjugate to an element of ±A, ±U−,
or SO2(R).

Proof. If g ∈ SL2(R) is diagonalizable over R, then it is conjugate to an
element of A or −A; if it is diagonalizable over C but not over R then it is
conjugate to an element of SO2(R). In fact the two eigenvalues must be λ, λ−1

for some λ = eiθ, and so in the right basis the matrix is a rotation by θ. If g
is not diagonalizable, then it can only have one eigenvalue λ, which must
satisfy det(g) = λ2 = 1. It follows that the Jordan normal form of either g
or −g belongs to U−. �

Lemma 11.13 is useful because of the following result.

Lemma 11.14. Let Γ � G be a discrete subgroup of a closed linear group.
Suppose that g2 = hg1h

−1 for g1, g2, h ∈ G. Then the maps Rg1 and Rg2

on X = Γ\G are conjugate via Rh. In particular, if Γ is a lattice, then
the measure-preserving systems (X, BX , mX , Rg1) and (X, BX , mX , Rg2) are
conjugate (measurably isomorphic).

Proof. This is clear since Rg2 = RhRg1R
−1
h , and if Γ is a lattice then Rh

preserves the finite measure mX . �
Thus the study of the dynamics of elements of SL2(R) on X reduces to

three cases (ignoring the possibility of a negative sign), namely:

• diagonalizable elements (that is, those elements with a conjugate in A),
which are called hyperbolic;

• elements conjugate to an element of U−, called parabolic; and
• elements that are conjugate to an element of SO(2), called elliptic.

Since the latter group is compact it exhibits little∗ interesting dynamics. For
example, the ergodic measures for the SO(2)-action are precisely images of
the Haar measure mSO(2). More precisely, consider a point x ∈ X and the
map

∗ There are nonetheless interesting dynamical properties of compact orbits (for exam-

ple, one can ask about the behavior of compact orbits under translation by other group
elements), but they are not relevant to the discussion in this chapter.
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φx(g) = Rg(x) = xg−1

for g ∈ SO(2). Then (φx)∗ (mSO(2)) is an ergodic measure for the SO(2)-action
for which the resulting measure-preserving system is a factor of the action
of SO(2) on itself. These are all of the ergodic measures (see Exercise 11.3.1).
This shows that we have to exclude elements of SO(2) in the discussion of
ergodicity.

11.3.2 Ergodicity

Theorem 11.15. Let Γ � SL2(R) be a lattice, and write X = Γ\ SL2(R).
Let g ∈ SL2(R) be an element that is not conjugate to an element of SO(2).
Then Rg acts ergodically on (X, BX , mX).

As discussed above, we have to consider two cases, namely (after replac-
ing g by g2 if necessary) elements of A and elements of U−. Even though
we already dealt with the former, we will give here a different proof covering
both cases using the language of unitary representations.

Definition 11.16. Let G be a metrizable group and let H be a Hilbert
space. An action G × H → H of G on H is a unitary representation if
every g ∈ G acts unitarily on H and for every v ∈ H the map g �−→ g(v) is
continuous with respect to the metric on G and the norm on H .

Lemma 11.17. Let X be a locally compact metric space, and let μ be a prob-
ability measure on X. Assume that G is a metrizable group that acts contin-
uously on X (see p. 231) and preserves the measure μ. Then the action of G
on L2

μ(X) defined by g : f �→ f ◦ g−1 is a unitary representation.

In particular, this lemma may be applied to the right action on X = Γ\G
where Γ is a lattice in a closed linear group G and μ = mX is the Haar
measure.

The induced action on L2
μ(X) may also be written (g(f)) (x) = f(xg); we

avoid the usual notation for the unitary operator associated to a measure-
preserving system to avoid confusion with the distinguished subgroups U±.
Proof of Lemma 11.17. Since every g ∈ G preserves μ, we already know
that f �→ g(f) is unitary on L2

μ(X). All that remains is to check the continuity
requirement, and this follows from the more general result in Lemma 8.7. �

Since ergodicity of an action is characterized by the absence of invari-
ant functions in L2

0 (the space of square-integrable functions with integral
zero) (see Chap. 2 and Exercise 2.3.5 in particular), the following proposition
(Proposition 11.18) will become useful in our non-commutative setting. In a
metric group G with a left-invariant metric dG, write

BG
δ = BG

δ (I) = {g ∈ G | dG(g, I) < δ}
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for the metric open ball of radius δ > 0 around the identity, and

BG
δ (h) = hBG

δ

for the metric open ball of radius δ around h ∈ G. The following simple but
powerful argument is due to Margulis [249].

Proposition 11.18. Let H be a Hilbert space carrying a unitary represen-
tation of a metric group G. Suppose that v0 ∈ H is fixed by some sub-
group L ⊆ G. Then v0 is also fixed by any other element h ∈ G with the
property that

BG
δ (h) ∩ LBG

δ L �= ∅

for every δ > 0.

In particular, this proposition applies in general for an element g ∈ G
(with L = gZ) and elements h contained in its stable horospherical subgroup

U−
g = {h ∈ G | gnhg−n → I as n → ∞}

or its unstable horospherical subgroup

U+
g = {h ∈ G | gnhg−n → I as n → −∞}.

As mentioned just after Theorem 11.15, this gives a simple (and less geo-
metric) proof of Theorem 9.21. If f ∈ L2

mX
(X) is Rg-invariant, then by

Proposition 11.18 it is also RU−
g

and RU+
g

-invariant. In the case

g = at ∈ G = SL2(R),

the subgroups U−
g = U− and U+

g = U+ generate all of SL2(R), so the func-
tion f is SL2(R)-invariant and therefore equal to a constant almost every-
where. Note that here the invariance is always understood in L2(X), while
in the proof of Theorem 9.21 on p. 314 we worked with concrete points.

Summarizing the discussion above gives the following more general result.

Corollary 11.19. Let Γ � G be a lattice in a closed linear group and let X
be the homogeneous space Γ\G. If g ∈ G has the property that G is generated
by U−

g and U+
g then Rg is ergodic with respect to the Haar measure mX .

Proof of Proposition 11.18. Without loss of generality we may assume
that ‖v0‖ = 1. We define the auxiliary function (a so-called matrix coefficient)

p(h) = 〈h(v0), v0〉

for h ∈ G. Notice that by the continuity requirement in Definition 11.16, p(h)
depends continuously on h. Moreover, for g1, g2 ∈ L and h ∈ G,

p(g1hg2) = 〈g1h(g2(v0)), v0〉 =
〈

h(v0), g−1
1 (v0)

〉

= p(h) (11.7)
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(since v0 is fixed by g1, g2 ∈ L). Now h ∈ G acts unitarily, so ‖h(v0)‖ = 1. We
claim that p(h) = 1 implies h(v0) = v0. This may be seen as a consequence of
the fact that equality in the Cauchy–Schwartz inequality |〈v, w〉| � ‖v‖‖w‖
only occurs if v and w are linearly dependent.

Now let h ∈ G be as in the statement of the proposition, and choose
sequences gn → e (the identity in G), (�n) and (�′n) in L with

�ngn�′n → h

as n → ∞. Then, on the one hand, by (11.7) we have

p(�ngn�′n) = p(gn) → p(e) = ‖v0‖2 = 1

as n → ∞, while on the other

p(�ngn�′n) → p(h)

as n → ∞ by continuity. It follows that p(h) = 1, and so h(v0) = v0 by the
claim above.

�
The proof of Theorem 11.15 would be easier if we were only interested

in proving ergodicity of the horocycle flow, rather than of a single element.
This distinction becomes important in (11.8), where we would in the former
case be free to make the top right-hand entry in the final matrix vanish. In
fact the case of the full horocycle flow is the only case that we will need
later.
Proof of Theorem 11.15. By Lemmas 11.13 and 11.14 it is enough to
consider the cases g = at for some t �= 0 and g = u−

s for some s �= 0. The
case g = at is covered by Corollary 11.19. So let g = u−

s (notice that in
this case Corollary 11.19 tells us nothing since U−

u−
s

= U+

u−
s

= {I2}). Suppose
that f ∈ L2

mX
(X) is invariant under g. We are going to apply Proposi-

tion 11.18. For m, n ∈ Z,

hε = gnu+
ε gm =

(
1 ns
0 1

)(
1 0
ε 1

)(
1 ms
0 1

)

=
(

1 + nsε (1 + nsε)ms + ns
ε 1 + msε

)

. (11.8)

For small ε we may choose n so that 1 + nsε is close to 2, specifically so that

|(1 + nsε) − 2| < sε.

Now choose m with
∣
∣ms + ns

1+nsε

∣
∣ < 1, so that

|(1 + nsε)ms + ns| < 3.
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Let ε → 0 and choose a subsequence for which the matrix hε converges to

h =
(

2 r
0 1

2

)

(11.9)

for some r, |r| � 3. For any δ > 0 we can choose ε > 0 so that

hε ∈ BG
δ (h) ∩ gZBG

δ gZ,

so by Proposition 11.18 we see that f is invariant under Rh. Since h is con-
jugate to an element of A, the theorem follows from the previous case. �

11.3.3 Mautner Phenomenon for SL2(R)

Examining the abstract arguments above suggests a general principle. This
principle, first discovered and exploited in a geometric context by Maut-
ner [257], was generalized by Moore [260] to the unitary setting.

Proposition 11.20. Let H be a Hilbert space carrying a unitary represen-
tation of SL2(R). Let g ∈ SL2(R) be an element that is not conjugate to an
element of SO(2). Then any vector v0 ∈ H that is fixed by g is also fixed by
all of SL2(R).

In ergodic theory this theorem gives a surprising corollary regarding the
hereditary behavior of ergodicity. Notice that whenever a group G acts by
measure-preserving transformations on a probability space, the same holds
for any subgroup H ⊆ G. However, if the G-action is in addition ergodic, there
is no reason to expect the H-action to be ergodic, since we expect more func-
tions to be invariant under the action of the smaller group (see Exercise 8.1.2
for an abelian example of this). Nonetheless, by combining Proposition 11.20
with Lemma 11.17 we get the following corollary for SL2(R).

Corollary 11.21. Let X be a locally compact metric space with a Borel prob-
ability measure μ, and suppose that μ is ergodic for a measure-preserving
action of SL2(R). Then any element of SL2(R) that is not conjugate to an
element of SO(2) acts ergodically.

Proof of Proposition 11.20. The proof is virtually the same as the proof
of Theorem 11.15. An element g ∈ SL2(R) that is not conjugate to an element
of SO(2) is either conjugate to an element of A or to an element of U−. In
the former case we can apply Proposition 11.18 for g, any h ∈ U− and
any h ∈ U+ to conclude that v0 is fixed under 〈U−, U+〉 = SL2(R). In the
latter case we proceed as before, using the matrix calculation in (11.8) and
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Proposition 11.18 to see that v0 is fixed by some element h as in (11.9),
placing us back in the first case. �

Exercises for Sect. 11.3

Exercise 11.3.1. For any point x ∈ X = Γ\ SL2(R), define a map

φx : SO(2) → X

by φx(g) = Rg(x) = xg−1 for g ∈ SO(2). Show that (φx)∗ (mSO(2)) is an
ergodic measure for the SO(2)-action on X, for which the resulting measure-
preserving system is a factor of the action of SO(2) on itself. Show that any
ergodic measure for the action of SO(2) is of this form.

Exercise 11.3.2. State and prove a generalization of Proposition 11.20 to
unitary representations of SL3(R) (and, more generally, to SLd(R) for d � 2).

11.4 Mixing and the Howe–Moore Theorem

Using ergodicity of the horocycle flow we can now improve our understanding
of the dynamical properties of the action of SL2(R).

We say that a square matrix M ∈ GLk(R) is unipotent if (M − I)k = 0,
that is if M − I is nilpotent. In SL2(R) a unipotent matrix is one which is
conjugate to an element of U−.

Theorem 11.22. Let Γ � SL2(R) be a lattice. Then the action of SL2(R)
on X = Γ\ SL2(R) is mixing.

11.4.1 First Proof of Theorem 11.22

In this section we will prove a stronger and more general result in the language
of unitary representations, which will be related to Proposition 11.18 and
which has Theorem 11.22 as a consequence. For this, the following notation
will be useful. Let G be a locally compact group, and let α = (an) be a
sequence of elements of G. Define

S(α) =
{

g ∈ G | e ∈ {a−1
n gan | n ∈ N}

}
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where e is the identity element in G. The reader may think of the case atn ∈ A
for a sequence tn → ∞, in which case it is easy to describe the set S(α). In
fact, this is the only case that we will need later (in Sect. 11.5).

Proposition 11.23. Let G be a locally compact group and let H be a Hilbert
space carrying a unitary representation of G. Let α = (an) ∈ GN be a sequence
in G, and suppose for some v ∈ H the sequence an(v) converges in the weak*-
topology to v0 ∈ H . Then gv0 = v0 for all g in the closure of the subgroup
generated by the set S(α).

Proof. Clearly it is sufficient to show that v0 is fixed by each g ∈ S(α). So
suppose that g ∈ S(α) and let ank

be a subsequence such that

lim
k→∞

a−1
nk

gank
= e. (11.10)

Then for any w ∈ H we have (by definition of weak*-convergence)

〈gv0, w〉 =
〈

v0, g
−1w

〉

= lim
k→∞

〈

ank
v, g−1w

〉

= lim
k→∞

〈gank
v, w〉

and similarly
〈v0, w〉 = lim

k→∞
〈ank

v, w〉 .

By the unitary property and the continuity of the representation, it follows
that

|〈gv0, w〉 − 〈v0, w〉| = lim
k→∞

∣
∣
〈

(a−1
nk

gank
)v, a−1

nk
w
〉

−
〈

v, a−1
nk

w
〉∣
∣

� lim
k→∞

∥
∥(a−1

nk
gank

)v − v
∥
∥ ‖w‖ = 0.

Since this holds for all w ∈ H we get gv0 = v0 as claimed. �
To be able to apply this we need to be able to find non-trivial elements

of S(α). We do this now for G = SL2(R) in preparation for the proof of
Theorem 11.22.

Lemma 11.24. Let α = (gn) be a sequence in SL2(R) converging to ∞ (that
is, such that for any compact subset K ⊆ SL2(R) there are only finitely
many n with gn ∈ K). Then the set S(α) contains a non-trivial unipotent
element.

Proof. Recall from the discussion of SL2(R) as a closed linear group on
p. 289 that the homomorphism φ : SL2(R) → GL (Mat22(R)) defined
by (φ(g)) (v) = gvg−1 is a proper map. That is, the norm of φ(gn) goes
to infinity when (gn) is a sequence that leaves compact subsets. Notice
that Mat22(R) = RI2⊕sl2(R) splits into a sum of two invariant subspaces on
the first of which the action is trivial. Thus the norm of Adgn goes to infinity;
that is we can choose a sequence of vectors (vn) in sl2(R) for which ‖vn‖ → 0
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while ‖Adgn(vn)‖ = c > 0 (where c is some fixed small constant chosen
so that the exponential map is injective on the ball of radius 2c). By ex-
ponentiating this sequence, and choosing an appropriate subsequence we
get hn = exp(vn) → I2 and gnhng−1

n → u �= I2. Since for large n the ele-
ment hn is close to the identity, its eigenvalues are close to 1. The conjugated
element gnhng−1

n has the same eigenvalues, so the limit element has 1 as its
only eigenvalue—thus u is unipotent and non-trivial. �

Proof of Theorem 11.22. Let (an) be a sequence in SL2(R) converging
to ∞. Let f ∈ L2(X) (with X as in the statement of the theorem); we wish
to show that an(f) converges in the weak*-topology to

∫

f dmX . Since

‖an(f)‖2 = ‖f‖2,

we know that any subsequence of (an(f)) has a weak*-convergent subse-
quence (since the closed ball of radius ‖f‖2 is weak*-compact by the Alaoglu–
Tychonoff theorem (Theorem B.6)).

So let (ank
(f)) be a sequence converging weak* to f0. By Lemma 11.24, the

set S(α) contains a non-trivial unipotent element of SL2(R) where α = (ank
).

It follows that f0 is invariant under a unipotent element by Proposition 11.23
and is therefore constant by Theorem 11.15. This implies that f0 =

∫

f dmX

as claimed, proving the theorem. �

11.4.2 Vanishing of Matrix Coefficients for PSL2(R)

The proof in Sect. 11.4.1 also gives the following theorem due to Howe and
Moore [160].

Theorem 11.25. Let H be a Hilbert space carrying a unitary representation
of SL2(R) without any invariant vectors. Then for any v, w ∈ H the matrix
coefficients 〈gv, w〉 for g ∈ SL2(R) vanish at ∞:

〈gnv, w〉 −→ 0

as gn → ∞.

11.4.3 Second Proof of Theorem 11.22; Mixing of All Orders

In the section we present a different proof for mixing, which also leads to a
proof of mixing of all orders(98). The result and approach presented here is
due to Mozes [262] and it holds more generally than the case considered here.
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Theorem 11.26. Let X be a σ-compact metric space equipped with a contin-
uous SL2(R)-action. Let μ be an SL2(R)-invariant ergodic probability measure
on X. Then the SL2(R)-action is mixing of all orders with respect to μ. That
is, for any r � 1, functions f0, f1, . . . , fr−1 ∈ L∞(X) and g(1), . . . , g(r−1)

in SL2(R), we have
∫

f0(x)f1(g(1).x)f2(g(2).x) · · · fr−1(g(r−1).x) dμ(x) →
∫

f0 dμ · · ·
∫

fr−1 dμ

as g(i) → ∞ and g(i)(g(j))−1 → ∞ for i �= j, 1 � i, j � r.

We start with the special case r = 2, which is essentially the statement of
Theorem 11.22.

Second Proof of Theorem 11.22. Suppose that gn = g
(1)
n ∈ SL2(R)

eventually leaves any compact subset of SL2(R). We wish to show that
for f1, f2 ∈ Cc(X) we have

∫

f1(x)f2(gn.x) dμ −→
∫

f1 dμ

∫

f2 dμ. (11.11)

This then extends by approximation to functions f1, f2 ∈ L2
μ(X), showing

the mixing property (we will say more about this approximation argument
in the proof of Theorem 11.26).

Consider the diagonal measure Δ on X × X defined by the relation
∫

X×X

F (x1, x2) dΔ(x1, x2) =
∫

X

F (x, x) dmX(x)

for all F ∈ Cc(X × X), and the push-forward

μn = (I, gn)∗Δ,

where the action is simply the product action

(h1, h2).(x1, x2) = (h1.x1, h2.x2)

for h1, h2 ∈ SL2(R). Then
∫

X×X

f1(x1)f2(x2) dμn(x1, x2) =
∫

X×X

f1(x1)f2(gn.x2) dΔ(x1, x2)

=
∫

X

f1(x)f2(gn.x) dμ(x)

gives precisely the left-hand side of (11.11). Therefore we wish to show that μn

converges weakly to μ × μ.
Note that μn projects to μ in both coordinates: that is, (πj)∗(μn) = μ

for j = 1, 2, where πj is as usual the projection (x1, x2) �→ xj onto the jth
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coordinate. However, μn is not a joining of the two systems since it is only
invariant under the action of the subgroup

{(h, gnhg−1
n ) | h ∈ SL2(R)} (11.12)

obtained from conjugation of the diagonal subgroup by (I2, gn).
If μn does not converge to μ×μ, then we may choose a subsequence which

converges to a different limit ν say.
We claim first that ν is still a probability measure with (πj)∗ (ν) = μ

for j = 1, 2. If X is compact this is clear. If X is not compact, then for
any ε > 0 we may choose a compact set K ⊆ X of measure μ(K) > 1 − ε,
and a function fK in Cc(X) with 0 � fK � 1 and fK(x) = 1 for all x ∈ K.
Then for any non-negative function f ∈ Cc(X), the function

(x1, x2) �→ f(x1)fK(x2)

is in Cc(X × X), and satisfies

0 � f(x1) − f(x1)fK(x2) � ‖f‖∞ (1 − fK(x2))

and so for any n we have
∫

X×X

f(x1)fK(x2) dμn(x1, x2) �
∫

X×X

f(x1) dμn(x1, x2)

=
∫

X

f dμ �
∫

X×X

f(x1)fK(x2) dμn + ε‖f‖∞.

In the limit as n → ∞, the same property holds for ν. Decreasing ε and
increasing both K and fK monotonically gives

∫

X×X

f(x1) dν(x1, x2) =
∫

X

f dμ

for all f ∈ Cc(X). Therefore, (π1)∗ν = μ and similarly (π2)∗ν = μ.
Next we claim that ν has some invariance properties (inherited

from (11.12)). More precisely, let α = (gn) and let u ∈ S(α) be a non-
trivial unipotent element (which exists by Lemma 11.24). Then we claim
that ν is invariant under (I, u). So suppose without loss of generality that a
sequence (hn) in SL2(R) satisfies hn → I as n → ∞, and has gnhng−1

n → u.
Let f ∈ Cc(X × X). Then, for any n,

∫

f(x1, x2) dμn(x1, x2) =
∫

f(hn.x1, (gnhng−1
n ).x2) dμn(x1, x2)

by invariance under the subgroup in (11.12). For n → ∞ we have
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∫

f(x1, x2) dμn(x1, x2) →
∫

f(x1, x2) dν(x1, x2)

and
∫

f(hn.x1, (gnhng−1
n ).x2) dμn(x1, x2) →

∫

f(x1, u.x2) dν(x1, x2),

where the latter follows by uniform continuity of f as hn → e, gnhng−1
n → u,

and so hn.x1 → x1, gnhng−1
n
.x2 → u.x2 as n → ∞ uniformly for (x1, x2) in

a neighborhood of the support of f .
To summarize: (πj)∗ ν = μ for j = 1, 2 and ν is invariant under (I2, u) for

some non-trivial unipotent u ∈ SL2(R). We claim that this implies that

ν = μ × μ.

Clearly the σ-algebra
A = BX × {∅, X}

consists of (I2, u)-invariant sets, so that for almost every (x1, x2) the condi-
tional measures μA

(x1,x2)
are supported on [(x1, x2)]A = {x1} × X, and are

invariant under (I2, u) (cf. Corollary 5.24). Writing ν(x1,x2) = (π2)∗μA
(x1,x2)

,
we see that

μ = (π2)∗ν =
∫

ν(x1,x2) dμ(x1, x2)

represents μ as an integral over u-invariant measures on X. Since μ is ergodic
with respect to u by Corollary 11.21 we conclude that

μA
(x1,x2)

= δx1 × ν(x1,x2) = δx1 × μ

for ν-almost every (x1, x2). Together with the fact that (π1)∗ν = μ, this
implies that ν = μ × μ (since A = BX × {∅, X}). �

The proof of the general case of Theorem 11.26 proceeds along similar
lines, using induction on the parameter r.
Proof of Theorem 11.26. First notice that it is enough∗ to consider con-
tinuous functions of compact support in Cc(X). To see this, let Fj ∈ L∞(X)
and choose functions fj ∈ Cc(X) with ‖fj − Fj‖2 < ε and ‖fj‖∞ � ‖Fj‖∞
for j = 0, 1, . . . , r − 1. Then
∣
∣
∣
∣

∫

F0(x)F1(g(1).x) · · ·Fr−1(g(r−1).x) dμ(x)

−
∫

f0(x)F1(g(1).x) · · ·Fr−1(g(r−1).x) dμ(x)
∣
∣
∣
∣
� ε‖F1‖∞ · · · ‖Fr−1‖∞,

∗ These reductions are used frequently in Chap. 7, where higher-order expressions play an
important role.
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so replacing F0 by f0 comes at the cost of a fixed multiple of ε only. Repeating
as necessary shows that it is enough to prove Theorem 11.26 for functions
in Cc(X).

As a result of formulating the result using continuous functions, we can
again phrase the required conclusion in terms of weak*-convergence of a se-
quence of measures. Define the diagonal measure Δ = Δr on Xr by

∫

Xr

F (x0, . . . , xr−1) dΔ(x0, . . . , xr−1) =
∫

X

F (x, . . . , x) dμ(x)

for all F ∈ Cc(Xr). Then
∫

Xr

f0(x0)f1(x1) · · · fr−1(xr−1) d(I, g(1), . . . , g(r−1))∗Δ

=
∫

X

f0(x)f1(g(1).x) · · · fr−1(g(r−1).x) dμ(x)

for fj ∈ Cc(X) and (I, g(1), . . . , g(r−1)) ∈ (SL2(R))r acting on Xr.
Choose a sequence (g(1)

n , . . . , g
(r−1)
n ) of (r−1)-tuples of elements of SL2(R)

with g
(i)
n → ∞ and g

(i)
n (g(j)

n )−1 → ∞ as n → ∞ for i �= j. We wish to show
that

μn = (I, g(1)
n , . . . , g(r−1)

n )∗Δ

converges to μ × μ × · · · × μ in the weak*-topology as n → ∞. Choosing
a subsequence if necessary we can assume that μn converges in the weak*-
topology to some limit ν.

Just as in the proof for r = 2 above, we have that ν is a probability
measure with (πj)∗ν = μ for any of the coordinate projections

πj(x0, x1, . . . , xr−1) = xj .

By induction on r we may assume that the theorem holds for r−1 functions.
This in fact translates to the refined statement that (πJ )∗ν = μ|J| on X |J| for
any proper subset J ⊆ {0, 1, . . . , r − 1}. Here πJ =

∏

j∈J πj is the projection
onto the coordinates corresponding to the subset J . To see this, fix some
proper subset J ⊆ {0, 1, . . . , r−1} and functions fj ∈ Cc(X) for j ∈ J . Then
(by definition, and in the case that X is not compact by the approximation
argument used in the case r = 2)

∫

X

∏

j∈J

fj(xj) dν = lim
n→∞

∫
∏

j∈J

fj(g(j)
n
.xj) dμ

=
∏

j∈J

∫

fj dμ

by the assumption on the sequences
(

g
(j)
n

)

and the inductive assumption.
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It is also clear that μn is invariant under the group
{(

h, g(1)
n h(g(1)

n )−1, . . . , g(r−1)
n h(g(r−1)

n )−1
)

| h ∈ SL2(R)
}

,

from which we again want to derive a non-trivial invariance property of ν.
This requires the following generalization of Lemma 11.24. There exists a sub-
sequence of the g

(j)
n (passing to this subsequence is suppressed in the notation

for simplicity), a sequence (hn) in SL2(R), and a subset J ⊆ {1, . . . , r − 1}
such that hn → I and g

(j)
n hn(g(j)

n )−1 → I for j /∈ J , while g
(j)
n hn(g(j)

n )−1 → uj

for j ∈ J , where uj ∈ SL2(R) is non-trivial and unipotent for each j ∈ J (see
Exercise 11.4.1).

For notational simplicity we assume that J = {s, . . . , r − 1}, and we
write u = (uj | j ∈ J) for the |J |-tuple of unipotent elements constructed
as limits. By the same argument as that used in the case r = 2, this im-
plies that ν is invariant under the action of u on the last (r − s) coordinates
of Xr = Z, namely

u.(x0, x1, . . . , xr−1) = (x0, . . . , xs−1, us.xs, . . . , ur−1.xr−1)

for (x0, . . . , xr−1) ∈ Xr. We define the σ-algebra

A = BX ⊗ · · · ⊗ BX × {∅, X}r−s

which consists of u-invariant sets. Then the conditional measures νA
z are,

for ν-almost every z ∈ Xr, invariant under u by Corollary 5.24. This implies
that

μr−s = (πJ )∗ν =
∫

Z

(πJ )∗νA
z dν(z) (11.13)

expresses μr−s as an integral of u-invariant probability measures (πJ )∗νA
z .

However, as the action of uj for j = s, . . . , r − 1 is mixing (and so, in par-
ticular weak-mixing) with respect to μ by Theorem 11.22, it follows from
Theorem 2.36 that the action of u on Xr−s is ergodic with respect to μr−s.
Therefore, (11.13) implies that

νA
z = δ(z0,...,zs−1) × μr−s

for ν-almost every z ∈ Xr by Theorem 4.4. Furthermore, π{0,...,s−1}ν = μs

on Xs, so that we get ν = μr on Xr as desired. This concludes the proof of
the inductive step, and hence the theorem. �

Exercises for Sect. 11.4

Exercise 11.4.1. Prove the generalization of Lemma 11.24 used in the proof
of Theorem 11.26 by analyzing the sequence of linear maps Ad

g
(j)
n

on sl2(R).
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11.5 Rigidity of Invariant Measures
for the Horocycle Flow

In this section we will discuss the set of probability measures on the homo-
geneous space X = Γ\ SL2(R) that are invariant under the horocycle flow.
Recall that

U− =
{

u−(s) =
(

1 s
1

)

| s ∈ R

}

and that the horocycle flow is defined by

h(s).x = Ru−(s)(x) = x

(
1 −s

1

)

for any x ∈ Γ\ SL2(R). If Γ is a lattice, which we will assume here, then mX

is an invariant and ergodic probability measure for the horocycle flow by
Theorem 11.15. If Γ is cocompact (that is, if X is compact) then the horocycle
flow is uniquely ergodic(99) by a theorem of Furstenberg [101]. For the general
case we do not have unique ergodicity. For example, if Γ = SL2(Z) then our
reference vector x0 = (i, i) (the vector pointing upwards based at i ∈ H) has
a periodic orbit under the horocycle flow—and a periodic orbit supports an
invariant measure, showing that the flow is not uniquely ergodic. In algebraic
terms x0 corresponds to I ∈ SL2(R), and the identity

h(1).SL2(Z) = SL2(Z)
(

1 −1
0 1

)

= SL2(Z)

shows that the orbit consists of a periodic cycle. Figure 11.12 shows the
periodic cycle for the reference vector x0, which consists of all vectors pointing
upwards based at all points in the fundamental domain of the form i + t
with −1

2 � t � 1
2 since the horocycle flow moves vectors that point upwards

horizontally without changing their direction.
Even though in general the horocycle is not uniquely ergodic, it is possible

to describe all probability measures that are invariant and ergodic under the
horocycle flow, as shown by Dani [61]. The proof we present is different from
the original proofs of Furstenberg and Dani, and is due to Margulis.

Theorem 11.27. Let Γ ⊆ SL2(R) be a lattice and let X = Γ\ SL2(R). Let μ
be a probability measure that is invariant and ergodic under the horocycle
flow h(s) for s ∈ R. Then either μ = mX or μ is the unique invariant
measure supported on a periodic orbit∗ for U−. If X is compact the only

∗ As a measure-preserving dynamical system, in this case the system (X, μ, Ru− ) for u− ∈
U− is conjugate to the rotation flow (T = R/Z, mT, Rt) for t ∈ R.
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Fig. 11.12 The periodic cycle for the reference vector x0

possibility is μ = mX (that is, there is unique ergodicity) since there are no
periodic orbits for U−.

Our method of proof requires the assumption that Γ is a lattice, but this
is not necessary for the results.

11.5.1 Existence of Periodic Orbits; Geometric Characterization

We begin by explaining the relationship between compactness of X and the
existence of periodic orbits for U−.

Lemma 11.28. Let Γ ⊆ SL2(R) be a discrete subgroup. Assume that the
point x0 ∈ X = Γ\ SL2(R) is periodic for U−. Then Rat(x0) diverges to
infinity in X (that is, leaves any compact subset of X). In particular, if X is
compact then there are no periodic orbits for U−.

Proof. As discussed in Sect. 9.3.3, the space X is locally isomorphic to
SL2(R). That is, for any x ∈ X there is an injectivity radius rx > 0 such that
the map

BSL2(R)
rx

−→ X

g �−→ xg

is an isometry. Moreover, if K ⊆ X is compact then there exists some uni-
form r > 0 that serves as an injectivity radius across all points of K. This
puts an immediate constraint on the length �0 of a possible periodic orbit
of x0 ∈ K for the horocycle flow as follows. There exists some s > 0 (de-
pending only on r) such that for x ∈ K and � ∈ R�{0} with |�| < s we
have h(�).x �= x, so that |�0| � s.
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Suppose that x0 ∈ X is a periodic cycle of length �0, so

h(�0).x0 = x0u
−(−�0) = x0.

Then Rat(x0) satisfies

h(e−t�0).Rat(x0) = x0a
−1
t u−(−e−t�0) = x0u

−(−�0)a−1
t = Rat(x0),

so Rat(x0) is periodic with period length e−t�0 and so Rat(x0) /∈ K for large
enough t. This shows that Rat(x0) → ∞ for t → ∞, and hence that there
cannot be any periodic points if X is compact. �

The converse for lattices relies on the geometry of the Dirichlet region
discussed in Sect. 11.1.

Lemma 11.29. If X = Γ\ SL2(R) is not compact but is of finite volume,
then there are periodic orbits for the horocycle flow in X. In fact, to every
cusp of X there corresponds precisely a one-parameter family of periodic U−-
orbits in X parameterized by the action of the diagonal subgroup A. More
precisely, for one point x with periodic U−-orbit we get precisely one element,
namely Rat(x), of all other periodic U−-orbits that are associated to the same
cusp, by letting t ∈ R vary. Moreover, x ∈ X is periodic for U− if and only
if Rat(x) → ∞ for t → ∞.

As the proof of this lemma will show, the result is easily verified for the
case Γ = SL2(Z).
Proof of Lemma 11.29. Recall from Sect. 11.1 that the Dirichlet region D
defined by p ∈ H consists of all points y ∈ H with

d(p, y) = min
γ∈Γ

d(p, γ(y)),

that it is a hyperbolic convex n-gon for some n, that it represents a funda-
mental domain for the action of Γ , and that the n-gon D has at least one
point on the boundary R = ∂H since X is not compact by Lemma 11.9. We

will refer to the points of D
H ∩ ∂H as boundary vertices, while cusps are as

before equivalence classes of boundary vertices.
We claim that for every boundary vertex r there is a non-trivial unipo-

tent γ ∈ Γ fixing r. To do this, we first show that it is sufficient that there be
a non-central element γ ∈ Γ fixing r. By conjugating Γ with some element
of SL2(R) we may assume that r = ∞. Now any matrix γ ∈ Γ ⊆ SL2(R)
with γ(∞) = ∞ has the form γ =

(
a b
0 d

)

with ad = 1 and b ∈ R. For such
an element, γ(p) = a

dp + b
d has imaginary part �(γ(p)) = a

d�(p) with a
d > 0.

Replacing γ by γ−1 if necessary, we may assume that a
d � 1. If a

d > 1,
then �(γ(p)) > �(p). In this case, the geodesic line

Lγ = {z ∈ H | d(z, p) = d(z, γ(p))}



11.5 Rigidity of Invariant Measures for the Horocycle Flow 381

as in Lemma 11.5 is a half-circle in C rather than a vertical line. In particular,
in this case any z ∈ H with big enough imaginary part is closer to γ(p) than it
is to p, which contradicts the assumption that ∞ is a boundary vertex of the
Dirichlet region defined by p. We must therefore have a

d = 1, so a = d = ±1.
Thus if a non-central element γ ∈ Γ fixes the boundary vertex r, then γ2 is
a non-trivial unipotent element fixing r.

To prove the claim that for any boundary vertex r there is a non-trivial
element γ ∈ Γ fixing r, we start by considering an edge E which makes up
one of the pieces of the boundary of D near r. Then E ⊆ Lγ1 for some γ1 ∈ Γ ,
with Lγ1 as in Lemma 11.5. We claim that E = D∩Lγ1 may also be written

E = γ1(D) ∩ Lγ1 ;

that is, the two hyperbolic convex n-gons D and γ1(D) meet full edge to full
edge in E. To see this, consider a point y ∈ γ1(D) ∩ Lγ1 . Then

d(y, p) = d(y, γ1(p)) = min
γ∈Γ

d(y, γ(p)).

We claim that every point on the geodesic from y to p belongs to D. If not,
then there is some z in that geodesic segment with d(y, p) = d(y, z) + d(z, p)
(since z lies on the geodesic joining y to p) and with d(z, γ(p)) � d(z, p). This
would imply that

d(y, γ(p)) � d(y, z) + d(z, γ(p)) � d(y, z) + d(z, p) = d(y, p) � d(y, γ(p)),

and, moreover, that the path from y to z and on to γ(p) (via the pieces of
geodesics) is in fact a length minimizing path. By Proposition 9.4 this can
only happen if y, z and γ(p) all belong to the same geodesic, which implies
that γ(p) = p and therefore γ = ±I. This implies that y lies in D ∩ Lγ1 ,
and so D ∩ Lγ1 ⊆ γ1(D) ∩ Lγ1 . The same argument implies the reversed
inclusion.

If there are no other boundary vertices (as, for example, in the case r = ∞
and Γ = SL2(Z)) or if none of the other boundary vertices are equivalent
to r (as, for example, in the case r = ∞ in the example of Sect. 11.2.2),
then we claim that γ1 fixes r. From the previous paragraph, we know that D
meets γ1(D) full edge to full edge in E, so there is an edge E′ of D that is
mapped under γ1 to E. As E′ has the boundary vertex r1 = γ1

−1(r), we must
have r1 = r, and so γ1(r) = r as claimed.

In general, the boundary vertex r1 satisfying γ1(r1) = r might not co-
incide with r (as, for example, in the case r = 1 and r1 = −1 arising in
Sect. 11.2.2). In the following argument we will make use of pairs (E′, r′),
where E′ is an edge of D and r′ is both a boundary vertex of D and an
endpoint of E′. We may think of these pairs as directed edges. Starting
with the directed edge (E, r), there is an edge E′

1 of D that is mapped
under γ1 to E (that is, the directed edge (E′

1, r1) is mapped to (E, r)).
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Let (E1, r1) be that directed edge with the property that E1 is the other
edge of D meeting E′

1 at the vertex r1. If r1 �= r, then there is some γ2 ∈ Γ
with E1 ⊆ Lγ2 . In particular, D meets γ2(D) in the edge E1. Hence there is
a directed edge (E′

2, r2) that is mapped under γ2 to (E1, r2). Let (E2, r2) be
the other directed edge meeting E′

2 in r2, and so on. Geometrically speak-
ing we move from D to the next copy γ1(D) of D near r and then move
through γ1(D) to the next copy γ1γ2(D) and so on. Formally, we obtain a
sequence of directed edges (E, r), (E′

1, r1), (E1, r1), (E′
2, r2), (E2, r2), . . . , and

elements γ1, γ2, · · · ∈ Γ with the properties that

• The directed edge (E′
j+1, rj+1) is mapped under γj+1 to (Ej , rj); that

is, γj+1(rj+1) = rj and γj+1(E′
j+1) = Ej for j � 1. Similarly, γ1

maps (E′
1, r1) to (E, r).

• The directed edges (E′
j , rj) and (Ej , rj) are precisely the two directed

edges meeting in the boundary vertex rj for j � 1.

Note that E′
j+1 ⊆ Lγ−1

j+1
and that Ej is the edge of D that is mapped

under γ−1
j+1 to Ej+1. In particular, the directed edge (Ej+1, rj+1) deter-

mines (Ej , rj) in the same way that (Ej , rj) determines (Ej+1, rj+1). There-
fore, there exists some n � 1 for which En = E and rn = r. In symbols, we
have

r = γ1γ2 · · · γn(rn) = γ(rn) = γ(r)

where γ = γ1γ2 · · · γn. It remains to show that γ is non-trivial. Again assume
that r = ∞, so that E is a vertical line, and that γ1(D) is to the right
of E. Then E1 is the right edge of D rising vertically to ∞. By induction,
we deduce that γ1γ2 · · · γn(D) is to the right of D, so γ is non-central. This
completes the proof of the claim that every boundary vertex of D is fixed by
a non-trivial unipotent γ.

Given a non-trivial unipotent γ ∈ Γ there is an element g ∈ SL2(R)
with g−1γg = u−(s) ∈ U−. Therefore h(s).Γg = Γgu−(−s) = Γg is periodic
for the horocycle flow.

It remains to demonstrate the correspondence between one-parameter fam-
ilies of periodic orbits for the horocycle flow and cusps. For this, notice that if
we remove from D its intersection with a big compact ball we are left with as
many connected components as there are boundary vertices (indeed, what is
left will be a union of disjoint open neighborhoods of the boundary vertices).
However, as discussed, boundary vertices are identified under the action of Γ
and correspondingly some of the edges meeting those vertices are identified
under the natural map D → Γ\H. In other words, the cusps correspond to
connected components of Γ\H after removing from the latter a big compact
subset Ω. By Lemma 11.28, any point x which is periodic for U− diverges
under Rat as t → ∞, so Rat(x) must approach one and only one of the cusps
as t → ∞.
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Now consider the point z ∈ D and the vector v ∈ TzH corresponding
to Rat0

(x) for some large enough t0 for which Rat(x) stays in the given
neighborhood of the appropriate cusp for all t � t0. Without loss of gener-
ality z = x + iy belongs to the neighborhood of the boundary vertex r = ∞
and we may assume that y > 1. We claim that v points straight up, which
then shows that the corresponding element of SL2(R) has the form

(
a b
0 d

)

.
Since we are interested in parameterizing the periodic orbits, it then follows
that any two such periodic orbits are on the same orbit of the subgroup

A =
{(

a b
d

)

∈ SL2(R)
}

.

To prove the claim, suppose that v does not point straight up. Then the
associated geodesic line is a semi-circle, and some future point Rat(x) will
have imaginary part equal to 1. Define K to be the compact segment of the
line y = 1 in C starting at i and ending at γ(i) ∈ R + i, where γ ∈ Γ is
a unipotent element fixing ∞. Since K is compact, we may assume that Ω
contains the image of K in Γ\H. This is a contradiction since Rat(x) by
hypothesis does not return to Ω for t > t0.

The argument above also shows that if Rat(x) → ∞ for any x ∈ X then
this orbit must eventually get close to a single cusp, and this happens (as-
suming that ∞ ∈ ∂H represents this cusp) again only if v points upwards. In
this case, however, the horocycle flow moves horizontally and the unipotent
element γ fixing ∞ shows that x is a periodic point for U−. �

11.5.2 Proof of Measure Rigidity for the Horocycle Flow

Just as in the proof of Lemma 11.28 we will use the geodesic flow to study
stretches of U−-orbits in the proof of Theorem 11.27. For this our main tool
will be the mixing property of the geodesic flow Rat on X.

Proof of Theorem 11.27. Let μ be an invariant and ergodic probability
measure for the horocycle flow x �→ h(s).x = Ru−(s)(x) for s ∈ R and x ∈ X.
Recall that x0 ∈ X is generic for μ if for all f ∈ Cc(X) the time averages
converge in the sense that

1
S

∫ S

0

f (h(s).x0) ds −→
∫

f dμ (11.14)

as S → ∞, and that μ-almost every x0 ∈ X is generic for μ. Let x0 be
such a generic point. If x0 is periodic for the horocycle flow, then μ must be
the image of the one-dimensional Lebesgue measure on this periodic orbit.
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So assume now that x0 is not periodic. We will study the time averages
as in (11.14) and show for some subsequence of times S that the averages
converge to

∫

f dmX . Since for a point x0 that is generic for μ the time
averages converge to

∫

f dμ we deduce that
∫

f dμ =
∫

f dmX for all f
in Cc(X), and so μ = mX .

Since we may assume that x0 ∈ X is not periodic for U−, we know from
Lemma 11.29 that there exists a sequence of times tn → ∞ for the geodesic
flow and a fixed compact subset K ⊆ X such that Ratn

(x0) ∈ K for n � 1.
Proposition 11.30 therefore finishes the proof. �

Proposition 11.30. Let K ⊆ X be a compact set. Then there exists some
constant η > 0 with the following property for all x0 ∈ X. Suppose that (tn)
is a sequence in R with tn → ∞, and with Ratn

(x0) ∈ K for all n. Then

1
ηetn

∫ ηetn

0

f (h(s).x0) ds −→
∫

f dmX (11.15)

as n → ∞ for all f ∈ Cc(X).

The basic idea of the proof—ignoring for the moment the slightly mys-
terious constant η—is as follows. Since f is uniformly continuous, we may
replace the left-hand side of (11.15) by an integral over a slightly thickened
tubular neighborhood Bn of the piece

{

x0u
−(−s) | s ∈ [0, etn ]

}

= x0u
− (−[0, etn ]

)

(11.16)

of the U−-orbit of x0. We wish to do this in such a way that the image of Bn

under Ratn
is easy to describe. Note that the piece of the U−-orbit in (11.16)

is mapped under Ratn
to the set

Ratn
(x0)u− (−[0, 1]) .

Below we will define a set Qδ ⊆ PSL2(R) which contains u− (−[0, 1]) and
which may be described as a cube with one of the sides being u− (−[0, 1]).
Define

Bn = R−1
atn

(

Ratn
(x0)Qδ

)

= x0

(

a−1
tn

Qδatn

)

.

We will show that Bn is a slight thickening of the set defined in (11.16). Using
this we will be able to show

1
etn

∫

f (h(s).x0) ds ≈
ε

1
mX(Bn)

∫

Bn

f(x) dx =
1

mX(Bn)
〈f, χBn〉 .

Moreover, Bn was defined as a pre-image under Ratn
, and together with the

mixing property we expect
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〈f, χBn〉 −→
∫

f dmX · mX

(

Ratn
(x0)Qδ

)

=
∫

f dmX · mX(Bn). (11.17)

However, Bn is not defined as the pre-image of a fixed set in X, so the mixing
statement does not apply directly. Roughly speaking, the set Bn is defined as
the pre-image of a set whose “shape” Qδ is fixed but whose position Ratn

(x0)
is allowed to vary. Here the assumption that Ratn

(x0) ∈ K is crucial—it will
allow us to use mixing to prove (11.17).

To make the above outline formal, we need a basic decomposition lemma
for the Haar measure(100).

Lemma 11.31. Let G be a σ-compact unimodular group and let S, T ⊆ G
be closed subgroups with the property that S ∩ T = {e} and the product
set ST contains a neighborhood of e ∈ G. Let φ : S × T → G be the product
map φ(s, t) = st ∈ ST ⊆ G. Then the Haar measure mG restricted to ST
is proportional to the push-forward φ∗

(

m�
S × mr

T

)

where m�
S is the left Haar

measure on S and mr
T is the right Haar measure on T .

Clearly if G�ST has Haar measure zero, then the above lemma gives a
complete description of mG in the coordinate system defined by the sub-
groups S and T .

We will apply the lemma in the case where G = PSL2(R), S = U−, and

T = U+A =
{(

a
t a−1

) ∣
∣
∣ t ∈ R, a ∈ R

×
}

.

Notice that S = K and T = U+A is another choice, that was already dis-
cussed implicitly in Lemma 9.16.
Proof of Lemma 11.31. Since S ∩ T = {e}, an element g ∈ G has at
most one decomposition as g = st with s ∈ S and t ∈ T . Therefore for
compact subsets KS ⊆ S and KT ⊆ T the map φ restricted to KS ×KT is a
homeomorphism, so φ−1 : ST → S × T is measurable. The same applies to
the map ψ : S × T → ST defined by ψ(s, t) = φ(s, t−1) = st−1.

Let ν =
(

ψ−1
)

∗ mG. We consider S × T as a σ-compact group by using
coordinatewise multiplication. Then, for B ⊆ S×T and a point (s, t) ∈ S×T ,
we have

ν ((s, t)B) = mG (ψ ((s, t)B)) = mG

(

sψ(B)t−1
)

= mG (ψ(B)) = ν(B),

since G is unimodular. It follows that ν is a left Haar measure on S × T
and so must be proportional to m�

S × m�
T . Now φ and ψ differ only by the

inverse in the second component, and the inverse map sends m�
T to a measure

proportional to mr
T , so the lemma follows. �

As mentioned above, we are interested in the case G = PSL2(R), S = U−,
and T = U+A. Clearly, in this case S∩T = {e} and S, T are closed subgroups
of G. All that needs to be checked is that ST contains a neighborhood of e.
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This may be seen∗ from the inverse function theorem, since both S×T and G
are three-dimensional, and the derivative of the multiplication map has full
rank at the identity (e, e). We choose the Haar measure m�

U− to be the usual
Lebesgue measure on R under the identification of s ∈ R with u−(s) ∈ U−,
and we choose the right Haar measure mr

T on T so that mG restricted to U−T
coincides with the product measure of m�

U− and mr
T .

Proof of Proposition 11.30. Let η = η(K) > 0 be chosen so that

u− (−[0, η])BT
η � g �−→ yg

is injective for all y ∈ K.
Let f be a function in Cc(X). It is sufficient to prove (11.15) for non-

negative functions, so assume that f(x) � 0 for all x ∈ X. Fix ε > 0 and
choose by uniform continuity of f some δ ∈ (0, δ) such that

d(x, y) < δ =⇒ |f(x) − f(y)| < ε.

Recall that T = U+A and define

Qδ = u− (−[0, η])BT
δ .

Then by choice of η, for any y ∈ K the map g �→ yg is injective on Qδ. Let

Bn = R−1
atn

(

Ratn
(x0)Qδ

)

= x0

(

a−1
tn

Qδatn

)

⊆ x0

(

u− (−[0, ηetn ]
)

BT
δ

)

,

where the last inclusion may be seen by noting that conjugation by a−1
tn

contracts U+ and expands U−. Now for any s ∈ [0, ηetn ] and h ∈ BT
δ we

have
dX

(

x0u
−(−s), x0u

−(−s)h
)

� dG(e, h) < δ

and so
|f(x0u

−(−s)) − f(x0u
−(−s)h)| < ε.

By Lemma 11.31 and the discussion after it, we deduce that

1
m(Bn)

∫

Bn

f(x) dmX =
1

m(Bn)

∫

a−1
tn

Qδatn

f(x0g) dmG(g)

=
1

ηetn

∫ ηetn

0

1
mr

T (a−1
tn

BT
δ atn

)

∫

a−1
tn

BT
δ atn

f(x0u
−(−s)h) dmr

T (h) ds

∗ More formally, we can consider the Lie algebras u− of U− and t of T = U+A and the

map u− × t → g defined on a neighborhood of 0 by

(v, w) �→ log(exp(v) exp(w)).

It may be checked that the derivative of this map at 0 is the embedding u−× t → g defined

by (v, w) �→ v + w.
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is within ε of
1

ηetn

∫ ηetn

0

f(x0u
−(−s)) ds.

Next we are going to construct finitely many subsets of X to which the
mixing property can be applied. Note that

Qδ = u−(−[0, η])BT
δ

is compact, and the set Qo
δ = u−(−(0, η))BT

δ has

mG(Qδ) = mG(Qδ) = mG(Qo
δ).

It follows by regularity that there is a compact subset Pδ ⊆ Qo
δ and an open

set Rδ ⊇ Qδ with
mG (Rδ�Pδ) <

ε

mG(Qδ)
. (11.18)

This implies that BG
κ Pδ ⊆ Qδ and BG

κ Qδ ⊆ Rδ for a sufficiently small κ > 0.
By compactness we may choose finitely many points y1, . . . , y� ∈ K with

K ⊆ y1B
G
κ ∪ · · · ∪ y�B

G
κ .

Since the geodesic flow is mixing, we have

mG(Pδ)
mG(Qδ)

∫

f dmG − ε �
〈

f,
1

mG(Qδ)
χyiPδ

◦ Ratn

〉

(11.19)

and 〈

f,
1

mG(Qδ)
χyiRδ

◦ Ratn

〉

� mG(Rδ)
mG(Qδ)

∫

f dmG + ε (11.20)

for i = 1, . . . , � and all large enough n.
Therefore, if x = Ratn

(x0) ∈ yiB
G
η then yiPδ ⊆ xQδ ⊆ yiRδ, and since f

is non-negative this shows that
〈

f,
1

mG(Qδ)
χyiPδ

◦ Ratn

〉

�
〈

f,
1

mG(Qδ)
χBn

〉

�
〈

f,
1

mG(Qδ)
χyiRδ

◦ Ratn

〉

and so, by the inequalities (11.19)–(11.20) and (11.18),

(1 − ε)
∫

f dmX − ε �
〈

f,
1

mG(Qδ)
χBn

〉

� (1 + ε)
∫

f dmX + ε.

By combining this with the earlier statement that
〈

f,
1

mG(Qδ)
χBn

〉

and
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1
ηetn

∫ ηetn

0

f(x0u
−(−s)) ds

are ε-close, the proposition and Theorem 11.27 follow. �
While the proof of Proposition 11.30 shows that either x is periodic for the

horocycle flow or that certain long ergodic averages of a function f ∈ Cc(X)
are close to the integral for the Haar measure, it does not establish that in
the latter case x is in fact generic for mX (unless X is compact). This will
be proved in Sect. 11.7.

Exercises for Sect. 11.5

Exercise 11.5.1. Suppose that X = Γ\ SL2(R) is compact. Let u ∈ SL2(R)
be a nontrivial unipotent matrix. Prove that the map Ru : X → X is uniquely
ergodic. Generalize the statement and proof to non-compact quotients by
lattices. (Note that Theorem 11.27 deals with the case of the R-flow only.)

Exercise 11.5.2. Suppose that X = Γ\ SL2(R) is not compact. Show that

1
t(yn)

∫ t(yn)

0

f (h(t).yn) dt −→
∫

f dmX

as n → ∞ for any f ∈ Cc(X), if each yn ∈ X is periodic with least pe-
riod t(yn) for the horocycle flow, and t(yn) → ∞ as n → ∞.

Exercise 11.5.3. Let X = Γ\ SL2(R) be the quotient by a lattice Γ . Prove
(without invoking ergodic decomposition Theorem 6.2) that a probability
measure μ on X, invariant under the horocycle flow h(s) for all s ∈ R, that
gives zero measure to the set of all periodic orbits of the horocycle flow must
be the Haar measure of X.

11.6 Non-escape of Mass for Horocycle Orbits

We have seen that the geodesic flow Rat and the horocycle flow h(s) = Ru−(s)

have fundamentally different types of behavior. For example, we briefly dis-
cussed in Sect. 9.7.2 the fact that orbits for the geodesic flow can be quite
erratic; on the other hand we will show in the next section that an orbit
for the horocycle flow will either be periodic (and hence compact) or will be
equidistributed in the ambient space. Recall that the latter property means

1
T

∫ T

0

f (h(t).x) dt −→
∫

X

f dmX
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as T → ∞. In order to prove this, we first wish to show that any limit of a
sequence of measures of the form

1
Tn

∫ Tn

0

δxu−(−t) dt (11.21)

with Tn → ∞ as n → ∞, is indeed a probability measure. This property—
that limit points of sequences of uniform measures on long orbits are proba-
bility measures—is often called quantitative non-divergence or non-escape of
mass(101). Clearly this does not hold for the geodesic flow: for example, the
orbit of the point (i, i) in SL2(Z)\ SL2(R) is strictly divergent (see Fig. 9.1
and the discussion in Sect. 9.7.2) and so any limit measure along this orbit
of the geodesic flow must be zero.

On a positive note, this kind of strict divergence seen in the geodesic
orbit of (i, i) is clearly impossible for the horocycle flow. More precisely, for
any x ∈ SL2(Z)\ SL2(R) there exists a compact set L ⊆ SL2(Z)\ SL2(R) and
a sequence tn ↗ ∞ such that h(tn).x ∈ L for all n � 1. This property is
often called non-divergence (and is due to Margulis in much more general
situations). To see why this property holds for the horocycle flow, recall that
horocycle orbits can be drawn in the upper half-plane H as circles touching the
real axis, or as horizontal lines. This is easy to see since the latter is the orbit
of (i, i), and Möbius transformations map horizontal lines either to horizontal
lines or to circles tangent to the real axis (see Fig. 9.3 and Sect. 9.2). We
conclude that given any x ∈ SL2(Z)\ SL2(R), either x is periodic for the
horocycle flow, in which case the orbit is compact and the non-divergence
statement is trivial, or x is represented in the fundamental domain F from
Fig. 9.5 by a vector not pointing straight upwards. In the latter case we
choose L to be the closure of the set of all vectors with base point z ∈ F
satisfying �(z) = 1. As the circle comes back (in both directions) to �(z) = 1,
we can find some t1 > 0 with h(t1).x ∈ L. Applying the same argument
with h(t1 + 1).x in place of x leads to some t2 > t1 for which h(t2).x ∈ L,
and so on.

We next state the quantitative non-divergence theorem, which (in a more
general setting) is Dani’s refinement of Margulis’ non-divergence theorem.

Theorem 11.32. For every lattice Γ ⊆ SL2(R), every compact subset K
in X = Γ\ SL2(R), and every ε > 0, there is a compact subset L = L(K, ε)
of X such that

mR

(

{t | 0 � t � T, h(t).x /∈ L}
)

� εT (11.22)

for all T > 0 and all x ∈ K. Moreover, there is a compact set L = L(ε) ⊆ X
(independent of K and of x) such that for any x ∈ X either x is periodic or
there exists some Tx > 0 such that (11.22) holds for all T � Tx.

Notice that the first claim gives (in a more uniform way than needed here)
the earlier claim, that for any x ∈ X and any convergent sequence of measures
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of the form (11.21), the limit μ is a probability measure. Indeed, to show
that μ(X) > 1− ε one only needs to choose a continuous function f ∈ Cc(X)
with χL � f � 1 and apply the definition of weak*-convergence, where L is
chosen as in Theorem 11.32 for K = {x}.

Before starting the proof we record the following fundamental difference
between the behavior of polynomials (which model some aspects of the horo-
cycle flow) and the exponential function (which models some aspects of the
geodesic flow).

Let p ∈ R[t] be a polynomial with small coefficients and with p(T ) = 1.
Then a fixed positive proportion of t ∈ [0, T ] has p(t) > 1

2 . Moreover, the
Lebesgue measure of the set

{t ∈ [0, T ] | |p(t)| < ε}

is (for small ε) small compared to T . Here it is important to note that the
quality of these statements is independent of the size of T , which may be
seen by rescaling the polynomial p(t) on the interval [0, T ] to give the polyno-
mial q(t) = p(tT ) on [0, 1]. Neither of these properties hold for an exponential
function g(t) = ae±t.

11.6.1 The Space of Lattices and the Proof of Theorem 11.32
for X2 = SL2(Z)\ SL2(R)

In proving this theorem it will be helpful to think of X2 = SL2(Z)\ SL2(R)
and, more generally, Xd = SLd(Z)\ SLd(R), in a slightly different way. A
lattice Λ ⊆ R

d is called unimodular if the quotient R
d/Λ has a fundamental

domain of Lebesgue volume 1; equivalently if it has covolume 1. Any uni-
modular lattice has the form Λg = g−1

Z
d ⊆ R

d for some g ∈ SLd(R). When
we wish to emphasize the meaning of a point x ∈ Xd in the sense of a lattice
in R

d, then we will simply use the symbol Λ ∈ Xd.
Moreover, matrices g1, g2 ∈ SLd(R) define the same lattice if and only

if g2g
−1
2 ∈ SLd(Z). Thus Xd can be identified with the space of unimodular

lattices. This gives a geometrical interpretation of the space Xd; in particular
Mahler’s compactness criterion [241], which says that a sequence of elements
of Xd diverge to infinity if and only if the distance from the origin in R

d to
the set of non-trivial lattice elements converges to zero.

Theorem 11.33. [Mahler compactness criterion] A set K ⊆ Xd has
compact closure if and only if there is an s > 0 with the property that

Λ ∩ Bs(0) = {0}

for all Λ ∈ K.
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One way of formulating this result is as follows. Lattices Λ ⊆ R
d are

clearly discrete, and so compact subsets of lattices in R
d should be uniformly

discrete.

Proof of Theorem 11.33. We start by showing that a compact subset K
of Xd must have the uniform discreteness property. Suppose therefore that K
has compact closure but for every n � 1 there is some Λn ∈ K with

Λn ∩ B1/n(0) �= {0}.

By compactness there exists some Λ ∈ Xd with Λn → Λ. By definition, this
means that Λn = g−1

n Z
d, Λ = g−1

Z
d, and we can choose gn (which is only

unique up to left multiplication by SLd(Z)) such that d(gn, g) → 0 as n → ∞.
Equivalently, g−1

n → g−1 as n → ∞, which in terms of the lattices means that
one can choose a basis {b(n)

j = g−1
n ej | 1 � j � d} of Λn which converges

to a basis {bj = g−1ej | 1 � j � d} of Λ. However, as (gn) and (g−1
n ) both

converge, it follows that the lattices Λn = g−1
n Z

d cannot contain arbitrarily
small elements of R

d, which contradicts our choice and proves the easier half
of the theorem.

We now claim that for every lattice Λ with Λ∩Bs(0) = {0} one can find a
basis of vectors b1, . . . ,bn ∈ Λ that belong to a given ball of radius depending
on s. Choose b1 ∈ Λ with the property that

‖b1‖ = min{‖b‖ | b ∈ Λ�{0}}, (11.23)

so ‖b1‖ � s, and b1 generates Λ ∩ Rb1. Moreover, there is a constant Cd

depending only on the dimension d with ‖b1‖ � Cd, since if all the vectors
in Λ�{0} are very long, then it cannot be unimodular by Minkowski’s convex
body theorem (which simply relies on the argument that if B2r(0) does not
contain a lattice element of Λ, then Br(0) is mapped injectively onto R

d/Λ,
which makes the volume of the fundamental domain of Λ at least as large as
the volume of Br(0)). Define

W = (Rb1)
⊥

and

ΛW = πW (Λ)

where πW : R
d → W is the projection along the line Rb1. The (d − 1)-

dimensional lattice ΛW need not be unimodular, but the covolume is 1
‖b1‖ ,

which is uniformly bounded away from 0 and infinity. So after rescaling by a
bounded scalar, we may assume that the lattice ΛW is unimodular. We claim
that all the non-zero vectors in ΛW have length bounded away from 0 by a
uniform amount. For, if not, a very short vector πW (x) ∈ ΛW with x ∈ Λ



392 11 More Dynamics on Quotients of the Hyperbolic Plane

would have the property that x + nb1 is closer to 0 than b1 for some n ∈ Z,
contradicting (11.23) (see Fig. 11.13).

Fig. 11.13 Choosing the vector x + nb1

By induction, this shows that ΛW has a basis consisting of vectors whose
length is bounded uniformly away from 0 and infinity that can be lifted to
complete the basis b1,b2, . . . ,bn. The length of bj for j � 2 can be chosen to
be less than

√

‖πW (bj)‖2 + ‖b1‖2, which is bounded by a number depending
on d. It follows that for any sequence Λn ∈ K we can write Λn = g−1

n Z
d where

the columns of g−1
n are uniformly bounded (only depending on s). However,

as det(gn) = 1 we know that gn belongs to a fixed compact set of SLd(R),
so K ⊆ Xd is contained in the compact image of that set, giving the result.

�

We now have the background needed to proceed with the proof of quan-
titative non-divergence in the case X2 = SL2(Z)\ SL2(R). As the proof will
show, the theorem simply relies on the polynomial (in fact, linear) behavior
of orbits of the horocycle flow, together with the simple observation that a
unimodular lattice in R

2 cannot contain two linearly independent vectors of
norm less than one.
Proof of Theorem 11.32. By Theorem 11.33 we have

K ⊆ Ωδ = {Λ ∈ X2 | Λ ∩ Bδ(0) = {0}}

for some δ ∈ (0, 1). We need to choose some constant η ∈ (0, δ
4 ) such that the

set L = Ωη satisfies (11.22) for all Λ ∈ K and T > 0.
Note that an element h(t).x = xu−(−t) of the horocycle flow maps the

lattice Λ = g−1
Z

2 corresponding to x = Γg ∈ X2 to u−(t)Λ. In other words,
the horocycle flow corresponds to application of the matrix

(
1 t

1

)

, which
fixes the x-axis and shears the y-axis towards the direction of the x-axis.
Specifically, the image of a vector

(
α1
α2

)

under
(

1 t
1

)

is
(

α1+tα2
α2

)

for any t ∈ R,
so the horocycle flow moves this point at linear speed determined by α2

through the plane.
When applying the horocycle flow to Λ there could be different lattice

elements v ∈ Λ that at some time t give rise to a short vector u−(t)v
in u−(t)Λ, which prevents u−(t)Λ from belonging to L = Ωη. For this reason
we let {v1, v2, . . . } ⊆ Λ be a maximal set of mutually non-proportional prim-
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itive∗ elements of Λ. Notice that if a vector u−(t)v ∈ u−(t)Λ�{0} has norm
less than η, then v is a multiple of a primitive vector v = nvj , and so u−(t)vj

will have norm less than η. Thus it is enough to consider only the orbits of
the primitive vectors v1, v2, . . . .

Recall that Λ ∈ Ωδ by assumption, and so ‖vi‖ � δ for i = 1, 2, . . . . Fix
some T > 0. Then for each i � 1, we define

Bi = {t ∈ [0, T ] | u−(t)vi ∈ BR
2

η (0)}

(the set of bad times in [0, T ]) and

Pi = {t ∈ [0, T ] | u−(t)vi ∈ BR
2

δ (0)}

(the set of protecting times in [0, T ]). By assumption η < δ, so Bi ⊆ Pi.
If i �= j then Pi ∩ Pj = ∅, since if t ∈ Pi ∩ Pj then u−(t)vi and u−(t)vj both
lie in the unimodular lattice u−(t)Λ and have norm less than δ < 1, so they
are linearly dependent†, and hence i = j by construction.

Finally, we claim that

mR(Bi) � 8η

δ
mR(Pi). (11.24)

This implies the first claim in the theorem. Indeed, summing over i and using
disjointness of the sets Pi the inequality (11.24) gives

mR

⎛

⎝
⊔

i�1

Bi

⎞

⎠ � 8η

δ
mR

⎛

⎝
⊔

i�1

Pi

⎞

⎠ =
8η

δ

∑

i�1

mR(Pi) � 8η

δ
T.

However, as discussed above,

mR

(

{t | u−(t)Λ /∈ Ωη}
)

= mR

(

{t | ‖u−(t)vi‖ < η for some i}
)

= mR

⎛

⎝
⋃

i�1

Bi

⎞

⎠ .

Choosing η � εδ
8 gives the estimate needed.

∗ A vector v ∈ Λ is called primitive if the equation v = nw with n ∈ Z and w ∈ Λ implies

that n = ±1.
† The determinant of a 2 × 2 matrix (w1, w2) formed by the column vectors w1, w2 is

bounded by the product of their Euclidean norms, since it is equal to ‖w1‖‖w2‖ cos φ,
where φ is the angle between the vectors. Moreover, if w1, w2 lie in the lattice

Λ = b1Z + b2Z,

then covolume(Λ) = |det(b1,b2)| � |det(w1, w2)|.
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To prove the inequality (11.24), let vi =
(

α1
α2

)

so that

u−(t)vi =
(

α1 + tα2

α2

)

.

Then u−(t)vi moves at linear speed along a horizontal line, as in Fig. 11.14.

Fig. 11.14 The linear speed in the horocycle flow makes it easy to describe the lengths

of the vectors in the orbit

Clearly Bi and Pi are both intervals. To prove the inequality (11.24),
we have to relate the lengths of these intervals to the speed α2 of the vec-
tor u−(t)vi and to the radii η and δ. If Bi ⊆ [0, T ] is empty, then there is
nothing to prove. This holds, in particular, if α2 = 0 or if |α2| � δ

4 � η.
Otherwise, Pi = [T1, T2] must contain some T ′ with |α1 + T ′α2| < η � δ

4

while ‖u−(T1)v‖ = δ gives |α1 + T1α2| � δ
2 since |α2| � δ

2 . Thus

mR(Pi) = (T2 − T1) � (T ′ − T1) � |α2|−1 δ

4
.

On the other hand, t ∈ Bi = [T3, T4] implies |α1 + tα2| � η, so

mR(Bi) = T4 − T3 <
2η

|α2|
.

Together, this gives the inequality (11.24).
For the final claim let K = Ω1/2 and apply the first statement of the

theorem to ε/2 to define the set L. Now let x ∈ X2, and notice that x is
periodic for the horocycle flow if and only if the corresponding lattice Λ ⊆ R

2

intersects the x-axis. Now assume that x ∈ X2 is not periodic, so that Λ may
have a very short primitive vector v ∈ Λ that is not fixed. Therefore we
may choose T1 > 0 such that u−(T1)v has norm between 1

2 and 1. As in the
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argument above, this shows that ±u−(T1)v are the only non-trivial vectors
of norm less than 1 for u−(T1)Λ, so that xu−(−T1) ∈ K. We choose Tx so
that T1 = ε

2Tx, and it is easy to check that (11.22) holds for all T � Tx. �

11.6.2 Extension to the General Case

Notice first that Theorem 11.32, in the case of quotients Γ\PSL2(R) by lat-
tices Γ in PSL2(R), also implies the same statement for quotients Γ\ SL2(R)
by lattices in SL2(R). Indeed, if Γ ⊆ SL2(R) is a lattice, then

Γ = Γ · {±I} ⊆ SL2(R)/{±I} = PSL2(R)

is also a lattice. Moreover, the natural map

Γ\ SL2(R) −→ Γ\PSL2(R)

is proper (that is, every compact set L ⊆ Γ\PSL2(R) has a compact pre-
image L in Γ\ SL2(R). From this the earlier claim follows quickly.

With this reduction, we may use the geometry of H and Dirichlet domains.
Indeed, we now state a description of Γ\PSL2(R) which we essentially proved
together with Lemma 11.29.

Proposition 11.34. Let Γ ⊆ PSL2(R) be a lattice. Then either Γ is uniform
and Γ\PSL2(R) is compact, or there exists a compact subset

Ωcp ⊆ X = Γ\PSL2(R)

such that X�Ωcp has finitely many connected components, each of which can
be identified with a special finite volume subset of the infinite volume quotient

T =
{(

1 n
1

)}

\PSL2(R).

Indeed, for each component C of X�Ωcp we find some yC > 0 such that
the subset TC ⊆ T is the image of {(z, v) ∈ T1

H | �(z) > yC}, and the
identification ıC : C → TC has the property that for a sufficiently small
element g ∈ PSL2(R) and any x ∈ C with x.g ∈ C we have ıC(x.g) = ıC(x)g.

Roughly speaking, the components of X�Ωcp are the cusps of X.
Proof of Proposition 11.34. We will leave some of the details of the
proof as an exercise, but indicate how the proof of Lemma 11.29 applies to
Proposition 11.34. We defined a cusp of X = Γ\PSL2(R) to be an equiva-
lence class of boundary vertices of a Dirichlet domain D for Γ , and showed
in the proof of Lemma 11.29 that for every boundary vertex r there exists



396 11 More Dynamics on Quotients of the Hyperbolic Plane

a non-trivial unipotent element of Γ fixing the boundary vertex r. With-
out loss of generality, we may assume that r = ∞. While proving this
we used several other elements γi ∈ Γ , and the respective images γi(D)
of the Dirichlet domain. At the end of this argument we had obtained the
copies γ1(D), γ1γ2(D), . . . , γ1γ2 · · · γn(D) of D which were all located to the
right of D meeting each other full-edge to full-edge on vertical geodesics. Let

F = D ∪ γ1(D) ∪ γ1γ2(D) ∪ · · · ∪ γ1γ2 · · · γn(D)

be the union of these domains. By construction, the quotient map

T1
H → Γ\PSL2(R)

restricted to {(z, v) ∈ T1
H | z ∈ F,�(z) > y∞} is injective if y∞ > 0

is chosen sufficiently large. Denote this injective image by C∞ ⊆ X. By
applying the Möbius transformation ( a

a−1 ) for some a > 0 we can ensure
that the unipotent element γ = γ1 · · · γn has the form ( 1 1

1 ).
If necessary we may repeat this construction for the remaining cusps, and

can ensure disjointness by choosing the associated parameters y sufficiently
big. After completion of this argument for every cusp D, the pre-images of
the various sets give a set whose image in X has compact closure. �

Sketch Proof of Theorem 11.32 for General Γ . As mentioned before,
it is enough to treat the case of a lattice Γ ⊆ PSL2(R). Applying Proposi-
tion 11.34, we can find a compact subset Ωcp ⊆ X = Γ\PSL2(R) and finitely
many tube-like sets C1, . . . , C� which together give a partition

X = Ωcp � C1 � · · · � C�.

Enlarging Ωcp if necessary, we may assume that K ⊆ Ωcp and that each Ci

is naturally identified with a tube
{(

1 n
1

)

| n ∈ Z

}

\
{

(z, v) ∈ T1
H | �(z) > yi

}

= T (yi)

with yi > 1. We claim that for each Ci there is a subset Li ⊆ Ci with compact
closure such that

L = Ωcp � L1 � · · · � L�

satisfies the first statement of Theorem 11.32.
Let us now describe the form of non-divergence we will prove (more pre-

cisely, that we have already proved) for the tube-like sets T (y) with y > 1.
There exists a compact set L ⊆ T (y) such that for any x ∈ ∂T (y) and
any T > 0, either h(T ).x /∈ T (y) or

mR ({t ∈ [0, T ] | h(t).x /∈ L}) < εT. (11.25)
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Notice that x ∈ T (y) and h(T ).x ∈ T (y) implies that h(t).x ∈ T (y) for t
in [0, T ], because of the geometry of horocycle orbits in T1

H.
Applying the above claim for each of the sets Ci, we obtain the partition

L = Ωcp � L1 � · · · � L�.

If x ∈ K ⊆ Ωcp and T > 0, then the interval [0, T ] is naturally decomposed
into subintervals I = [T0, T1] of times where

h(t).x ∈ Ωcp for all t ∈ Io, or

h(t).x ∈ C1 for all t ∈ Io, or

...

h(t).x ∈ C� for all t ∈ Io.

For a subinterval of the first type there is nothing to show, while for an
interval of the other types we can apply the claim in (11.25) to the initial
point in Ti corresponding to xu−(−T0) ∈ ∂Ci and time T1−T0. Adding these
estimates together gives the result.

To see that we already know (11.25), notice that T (y) maps injectively
to X2 = SL2(Z)\ SL2(R) under the natural quotient map π. Apply Theo-
rem 11.32 to the image K of ∂T (y) in X2, to obtain a compact subset in X2.
Let L ⊆ T (y) be its pre-image under the quotient map, which has compact
closure in T .

Choose x ∈ ∂T (y) and T > 0 such that h(T ).x ∈ T (y), then h(t).x ∈ L
if and only if h(t).π(x) ∈ π(L) for any t ∈ [0, T ], which gives the claim.

The last statement in the theorem also follows from the special case
of X2 = SL2(Z)\ SL2(R) in the same way. �

Exercises for Sect. 11.6

Exercise 11.6.1. As discussed above, SL2(Z)\ SL2(R) can be identified both
with the unit tangent bundle of the modular surface (and so with vectors at-
tached to points in the fundamental domain F shown in Fig. 9.5 on p. 308),
and with the space of unimodular lattices in R

2. Make this correspondence
explicit, and in particular explain the meaning of the imaginary coordinate
in terms of properties of the associated lattice. Use this to deduce an inde-
pendent proof of Theorem 11.33 in the case d = 2.

Exercise 11.6.2. In this exercise we show how special algebraic groups de-
fined over Q give rise to closed orbits in SLn(Z)\ SLn(R). Let
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ρ : SLn(R) ↪→ SLN (R)

be a linear representation such that for 1 � i, j � N the (i, j)th matrix entry
of ρ(g) is a polynomial in the matrix entries of g with rational coefficients
(that is, ρ is an algebraic representation defined over Q). Let v ∈ Q

N be a
vector, and define∗

G = {g ∈ SLn | ρ(g)v = v}

to be the stabilizer of v. Prove that the orbit SLn(Z)G(R) in SLn(Z)\ SLn(R)
under the group G(R) is closed.

Exercise 11.6.3. In this exercise we show how special quaternion division
algebras over Q give rise to uniform (and, by definition, also) arithmetic
lattices in SL2(R). A quaternion division algebra over Q is an algebra D
over the field Q such that D has dimension four over Q, D has a unit 1D, Q

(identified with Q·1D) is the center of D, and every non-zero element of D has
a multiplicative inverse. The best-known example is the algebra of rational
Hamiltonian quaternions defined by Q+Qi+Qj+Qk with i2 = j2 = k2 = −1,
and ij = −ji = k . . . : We will not be able to use this particular algebra
to construct a lattice in SL2(R), so we begin by constructing a different
quaternion algebra, and then show how it gives rise to a lattice.
(a) Show that for a, b, c, d ∈ Z the sum a2 + b2 + c2 + d2 is not divisible by 8
unless a, b, c, d are all even.
(b) Use (a) to show that

D =
{(

a +
√

7b c +
√

7d

−(c −
√

7d) a −
√

7b

)

| a, b, c, d ∈ Q

}

is a quaternion division algebra over Q.
(c) Show that D ⊗R R = Mat22(R) (that is, show that D is R-split).
(d) Embed D into Mat44(Q) by using the basis

1D =
(

1
1

)

, iD =
(√

7
−
√

7

)

, jD =
(

1
−1

)

, kD =
(

−
√

7√
7

)

of D, and identifying d ∈ D with the linear map D � f �→ df ∈ D. The image
of D is a four-dimensional linear subspace W of Mat44(Q) defined by 12
linear equations. On W the original coordinates of a, b, c, d with respect to
the chosen basis can be represented by rational linear combinations of the
matrix entries of g ∈ W .
(e) Show that

G = {g ∈ SL4 | g ∈ W,a2 − 7b2 + c2 − 7d2 = 1}
∗ Here we intentionally omit the field or ring after G and SLn, but for any of the

choices Z, Q, R we obtain definitions of G(Z), G(Q), G(R) by requiring that the elements
belong to SLn(Z), SLn(Q), SLn(R) respectively.
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has G(R) ∼= SL2(R). Here G(R) is defined to consist of all g ∈ W (that is, g
satisfying the 12 linear equations) for which the pre-image in D satisfies

a2 − 7b2 + c2 − 7d2 = 1.

(f) Show that SL4(Z)G(R) is closed by using Exercise 11.6.2.
(g) Show that SL4(Z)G(R) ∼= Γ\ SL2(R) is compact by using the Mahler
compactness criterion (Theorem 11.33) on SL4(Z)\ SL4(R).

11.7 Equidistribution of Horocycle Orbits

We are now ready to prove the theorem promised earlier, due to Dani and
Smillie [63]. The argument used below is due to Ratner [305, Lem. 2.1].

Theorem 11.35. Let Γ ⊆ SL2(R) be a lattice, and let x ∈ X = Γ\ SL2(R).
Then either x is periodic for the horocycle flow (that is, h(t).x = x for
some t > 0), or the horocycle orbit of x is equidistributed with respect to the
Haar measure mX of X:

1
T

∫ T

0

f(h(t).x) dt −→
∫

f dmX

as T → ∞.

If X is compact, then there are no periodic orbits by Lemma 11.28, and
the statement of Theorem 11.35 is already known by Theorem 11.27.
Proof. Suppose that the point x0 ∈ X is not periodic for the horocycle
flow, let Tn ↗ ∞ be any sequence, and define a sequence (μn) of probability
measures by

∫

f dμn =
1
Tn

∫ Tn

0

f(h(t).x) dt

for f ∈ Cc(X). By passing to a subsequence, we may assume that μn → μ
in the weak*-topology, and by Theorem 11.32 the limit μ is a probability
measure. To show the theorem we need to show that μ = mX .

By the version of Theorem 4.1 for flows (which is contained in the proof
of Theorem 8.10), we know that μ is invariant under the horocycle flow. By
the ergodic decomposition theorem∗ (Theorem 6.2) extended to flows (which
is contained in the more general Theorem 8.20) we can write

μ =
∫

μy dν(y)

∗ By using Exercise 11.5.3, this dependence on material from Chap. 6 can be avoided.
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as a generalized convex combination of probability measures that are in-
variant and ergodic under the horocycle flow. By Theorem 11.27, each such
measure is either the Haar measure mX or is the Lebesgue measure on a peri-
odic orbit of a point y = h(ty).y with ty > 0. Therefore, to show that μ = mX

we only have to show

μ ({y ∈ X | h(ty).y = y for some ty > 0}) = 0. (11.26)

Let us point out a few complications at this point. The set of periodic points
as in (11.26) is dense (in fact long periodic orbits become equidistributed by
Exercise 11.5.2). Moreover, to show that μ(B) = 0 for a given measurable
set B it is not sufficient to show that μi(B) → 0 as i → ∞∗. However, if B
is compact then, in order to prove that μ(B) = 0, it is enough to find, for
every ε > 0, an open set O ⊇ B with

lim sup
i→∞

μi(O) � ε.

This criterion for vanishing of μ(B) follows easily from the definition of
the weak*-topology and the existence of a continuous function f ∈ Cc(X)
with χB � f � χO. In order to apply this criterion, we need to write the set
of periodic points as a countable union of compact sets, for which we have
already developed all the necessary tools. By Lemma 11.29 there are finitely
many one-parameter families of periodic orbits (one for each cusp). Fix a
periodic point x ∈ X, and restrict the parameter t ∈ R from Lemma 11.29
to a compact set I ⊆ R. Allowing s ∈ [0, tx] to vary, we obtain a compact
set B = {xu−(s)a(−t) | s ∈ [0, tx], t ∈ I} comprising periodic orbits. Vary-
ing x through a finite list and increasing I, we can write the set of periodic
points as in (11.26) as a countable union of such compact sets B. Thus it
is sufficient to show that μ(B) = 0 for one such set B. Now fix ε > 0 and
let L = L(ε) ⊆ X be a compact set constructed as in the final conclusion of
Theorem 11.32. Recall that the period of xa(−t) with respect to the horocycle
flow is e−2ttx if tx > 0 is the period of x, and so xa(−t) diverges to one of the
cusps as t → ∞ by Lemma 11.29. Since I is compact, there exists some tε ∈ R

with Ba(−tε) ⊆ X�L. We define an open set O = (X�L) a(tε) ⊇ B and claim
that μi(O) � ε for all large enough i. However,

μi(O) =
1
Ti

mR ({s ∈ [0, Ti] | h(s).x ∈ O = (X�L)a(tε)})

=
1
Ti

mR

({

s ∈ [0, Ti] | xa(−tε)u−(−e−2ts) /∈ L
})

=
1

e−2tεTi
mR

({

s ∈ [0, e−2tεTi] | xa(−tε)u−(s) /∈ L
})

∗ For example, if B = X�x0U− then μi(B) = 0 for all i � 1, but we cannot have μ(B) = 0
as x0U− ∼= U− cannot have a U−-invariant probability measure.
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is the expression discussed in (11.22) for the initial point xa(−tε). Since
e−tεTi → ∞ as i → ∞, and x (equivalently, xa(−tε)) is not periodic by
assumption, the final statement in Theorem 11.32 shows that μi(O) � ε for
large enough i. This shows that μ(B) = 0 and hence (11.26), which gives the
theorem. �

As discussed in Chap. 1, Raghunathan and Dani formulated far-reaching
conjectures. Firstly Raghunathan conjectured that orbit closures under unipo-
tent actions are always orbits of closed subgroups, generalizing the classifica-
tion of orbits for the horocycle flow (that is, the statement that a horocycle
orbit is either dense or periodic, which follows trivially from the stronger
equidistribution result in Theorem 11.35). Dani conjectured measure rigidity
of unipotent flows other than the horocycle flow (which is handled in Theo-
rem 11.27). Ratner proved these conjectures in full, and in addition proved
the generalization of equidistribution for horocycle orbits (Theorem 11.35) to
other unipotent flows, leading to numerous applications especially in number
theory.

Notes to Chap. 11

(93)(Page 347) Some of the striking ergodic and dynamical properties satisfied by the

horocycle flow are the following. It is a highly non-trivial example of a flow that is mixing
of all orders, as shown by Marcus [244]; Ratner has classified joinings between horocycle

flows [300], measurable factors of horocycle flows [299], and many other measurable rigidity
properties (see Ratner’s survey article [301]); Marcus has also shown a form of rigidity for
topological conjugacy of horocycle flows [245].
(94)(Page 348) The material in this section follows the book of Bekka and Mayer [21,

Chap. 2] closely.
(95)(Page 361) This Klein model was used by both Klein [198] and Poincaré; the upper

half-plane model is usually called the Poincaré model because of the influential paper [287]

exploring its properties. Both models were used earlier by Beltrami [23] in order to show
that hyperbolic geometry is as consistent as Euclidean geometry.
(96)(Page 362) The uniformization theorem generalizes the Riemann mapping theorem,

which states that if U is a simply connected open proper subset of C, then there exists a

bijective holomorphic map from U onto the open unit disk. This was stated in Riemann’s
thesis [309], and the first complete proof was given by Carathéodory [48]. The uniformiza-

tion theorem was finally proved by Koebe [207] and by Poincaré [289]; a convenient account
may be found in the monograph of Farkas and Kra [89, Chap. IV] or Stillwell [353, Chap. 5].
(97)(Page 364) The work of Mautner clarified earlier results of Gel’fand and Fomin [112].

A useful overview of its use in ergodic theory may be found in Starkov’s monograph [350].
(98)(Page 372) A different approach comes from work of Ryzhikov, using joinings. For the

case of horocycle flows, Ryzhikov [327] showed mixing of all orders as a consequence of a

new criterion for mixing of all orders, giving a new proof of the theorem of Marcus [244]
(this is also described in the article of Thouvenot [359]).
(99)(Page 378) For a compact quotient, Hedlund showed that the horocycle flow is min-

imal [145] (every point has a dense orbit), and this was later generalized by Veech to

nilpotent flows on semi-simple Lie groups [368].



402 Notes to Chap. 11

(100)(Page 385) There are more general results concerning decompositions of Haar measure
in locally compact groups—see Knapp [204, Sect. 8.3].
(101)(Page 389) The original work on non-divergence is due to Margulis [246]; subsequent
refinements include work of Dani [62] and Kleinbock and Margulis [199] on quantita-

tive statements; Kleinbock and Tomanov [200] on extensions to the S-arithmetic setting;
Ghosh [114] on the positive characteristic case.



Appendix A

Measure Theory

Complete treatments of the results stated in this appendix may be found in
any measure theory book; see for example Parthasarathy [280], Royden [320]
or Kingman and Taylor [195]. A similar summary of measure theory without
proofs may be found in Walters [374, Chap. 0]. Some of this appendix will
use terminology from Appendix B.

A.1 Measure Spaces

Let X be a set, which will usually be infinite, and denote by P(X) the col-
lection of all subsets of X.

Definition A.1. A set S ⊆ P(X) is called a semi-algebra if

(1) ∅ ∈ S ,
(2) A, B ∈ S implies that A ∩ B ∈ S , and
(3) if A ∈ S then the complement X�A is a finite union of pairwise disjoint

elements in S ;

if in addition

(4) A ∈ S implies that X�A ∈ S ,

then it is called an algebra. If S satisfies the additional property

(5) A1, A2, · · · ∈ S implies that
⋃∞

n=1 An ∈ S ,

then S is called a σ-algebra. For any collection of sets A , write σ(A ) for
the smallest σ-algebra containing A (this is possible since the intersection
of σ-algebras is a σ-algebra).

Example A.2. The collection of intervals in [0, 1] forms a semi-algebra.

M. Einsiedler, T. Ward, Ergodic Theory, Graduate Texts in Mathematics 259,
DOI 10.1007/978-0-85729-021-2, © Springer-Verlag London Limited 2011
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Definition A.3. A collection M ⊆ P(X) is called a monotone class if

A1 ⊆ A2 ⊆ · · · and An ∈ M for all n � 1 =⇒
∞⋃

n=1

An ∈ M

and

B1 ⊇ B2 ⊇ · · · and Bn ∈ M for all n � 1 =⇒
∞⋂

n=1

Bn ∈ M .

The intersection of two monotone classes is a monotone class, so there is a
well-defined smallest monotone class M (A ) containing any given collection of
sets A . This gives an alternative characterization of the σ-algebra generated
by an algebra.

Theorem A.4. Let A be an algebra. Then the smallest monotone class con-
taining A is σ(A ).

A function μ : S → R�0 ∪ {∞} is finitely additive if μ(∅) = 0 and∗

μ(A ∪ B) = μ(A) + μ(B) (A.1)

for any disjoint elements A and B of S with A 
 B ∈ S , and is countably
additive if

μ

( ∞⋃

n=1

An

)

=
∞∑

n=1

μ(An)

if {An} is a collection of disjoint elements of S with
⊔∞

n=1 An ∈ S .
The main structure of interest in ergodic theory is that of a probability

space or finite measure space.

Definition A.5. A triple (X, B, μ) is called a finite measure space if B is a σ-
algebra and μ is a countably additive measure defined on B with μ(X) < ∞.
A triple (X, B, μ) is called a σ-finite measure space if X is a countable union
of elements of B of finite measure. If μ(X) = 1 then a finite measure space
is called a probability space.

A probability measure μ is said to be concentrated on a measurable set A
if μ(A) = 1.

Theorem A.6. If μ : S → R�0 is a countably additive measure defined
on a semi-algebra, then there is a unique countably additive measure defined
on σ(S ) which extends μ.

∗ The conventions concerning the symbol ∞ in this setting are that ∞ + c = ∞ for any c
in R�0 ∪ {∞}, c · ∞ = ∞ for any c > 0, and 0 · ∞ = 0.
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Theorem A.7. Let A ⊆ B be an algebra in a probability space (X, B, μ).
Then the collection of sets B with the property that for any ε > 0 there is
an A ∈ A with μ(A�B) < ε is a σ-algebra.

As discussed in Sect. 2.1, the basic objects of ergodic theory are measure-
preserving maps (see Definition 2.1). The next result gives a convenient way
to check whether a transformation is measure-preserving.

Theorem A.8. Let (X, BX , μ) and (Y,BY , ν) be probability spaces, and
let S be a semi-algebra which generates BY . A measurable map φ : X → Y
is measure-preserving if and only if

μ(φ−1B) = ν(B)

for all B ∈ S .

Proof. Let

S ′ = {B ∈ BY | φ−1(B) ∈ BX , μ(φ−1B) = ν(B)}.

Then S ⊆ S ′, and (since each member of the algebra generated by S is a
finite disjoint union of elements of S ) the algebra generated by S lies in S ′.
It is clear that S ′ is a monotone class, so Theorem A.4 shows that S ′ = BY

as required. �
The next result is an important lemma from probability; what it means is

that if the sum of the probabilities of a sequence of events is finite, then the
probability that infinitely many of them occur is zero.

Theorem A.9 (Borel–Cantelli(102)). Let (X, B, μ) be a probability space,
and let (An)n�1 be a sequence of measurable sets with

∑∞
n=1 μ(An) < ∞.

Then

μ

(

lim sup
n→∞

An

)

= μ

( ∞⋂

n=1

( ∞⋃

m=n

Am

))

= 0.

If the sequence of sets are pairwise independent, that is if

μ(Ai ∩ Aj) = μ(Ai)μ(Aj)

for all i �= j, then
∑∞

n=1 μ(An) = ∞ implies that

μ

(

lim sup
n→∞

An

)

= μ

( ∞⋂

n=1

( ∞⋃

m=n

Am

))

= 1.

The elements of a σ-algebra are typically very complex, and it is often
enough to approximate sets by a convenient smaller collection of sets.

Theorem A.10. If (X, B, μ) is a probability space and A is an algebra which
generates B (that is, with σ(A ) = B), then for any B ∈ B and ε > 0 there
is an A ∈ A with μ(A�B) < ε.
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A measure space is called complete if any subset of a null set is measurable.
If X is a topological space, then there is a distinguished collection of sets

to start with, namely the open sets. The σ-algebra generated by the open
sets is called the Borel σ-algebra. If the space is second countable, then the
support of a measure is the largest closed set with the property that every
open neighborhood of every point in the set has positive measure; equivalently
the support of a measure is the complement of the largest open set of zero
measure.

If X is a metric space, then any Borel probability measure μ on X (that
is, any probability measure defined on the Borel σ-algebra B of X) is reg-
ular (103): for any Borel set B ⊆ X and ε > 0 there is an open set O and a
closed set C with C ⊆ B ⊆ O and μ(O�C) < ε.

A.2 Product Spaces

Let I ⊆ Z and assume that for each i ∈ I a probability space Xi = (Xi, Bi, μi)
is given. Then the product space X =

∏

i∈I Xi may be given the structure
of a probability space (X, B, μ) as follows. Any set of the form

∏

i∈I,i<min(F )

Xi ×
∏

i∈F

Ai ×
∏

i∈I,i>max(F )

Xi,

or equivalently of the form

{x = (xi)i∈I ∈ X | xi ∈ Ai for i ∈ F},

for some finite set F ⊆ I, is called a measurable rectangle. The collection of
all measurable rectangles forms a semi-algebra S , and the product σ-algebra
is B = σ(S ). The product measure μ is obtained by defining the measure of
the measurable rectangle above to be

∏

i∈F μi(Ai) and then extending to B.
The main extension result in this setting is the Kolmogorov consistency

theorem, which allows measures on infinite product spaces to be built up
from measures on finite product spaces.

Theorem A.11. Let X =
∏

i∈I Xi with I ⊆ Z and each Xi a probability
space. Suppose that for every finite subset F ⊆ I there is a probability mea-
sure μF defined on XF =

∏

i∈F Xi, and that these measures are consistent
in the sense that if E ⊆ F then the projection map

(
∏

i∈F

Xi, μF

)

−→
(
∏

i∈E

Xi, μE

)

is measure-preserving. Then there is a unique probability measure μ on the
probability space

∏

i∈I Xi with the property that for any F ⊆ I the projection
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map
(
∏

i∈I

Xi, μ

)

−→
(
∏

i∈F

Xi, μF

)

is measure-preserving.

In the construction of an infinite product
∏

i∈I μi of probability measures
above, the finite products μF =

∏

i∈F μi satisfy the compatibility conditions
needed in Theorem A.11.

In many situations each Xi = (Xi, di) is a fixed compact metric space
with 0 < diam(Xi) < ∞. In this case the product space X =

∏

n∈Z
Xn is

also a compact metric space with respect to the metric

d(x, y) =
∑

n∈Z

dn(xn, yn)
2n diam(Xn)

,

and the Borel σ-algebra of X coincides with the product σ-algebra defined
above.

A.3 Measurable Functions

Let (X,B, μ) be a probability space. Natural classes of measurable functions
on X are built up from simpler functions, just as the σ-algebra B may be
built up from simpler collections of sets.

A function f : X → R is called simple if

f(x) =
m∑

j=1

cjχAj (x)

for constants cj ∈ R and disjoint sets Aj ∈ B. The integral of f is then
defined to be

∫

f dμ =
m∑

j=1

cjμ(Aj).

A function g : X → R is called measurable if g−1(A) ∈ B for any (Borel)
measurable set A ⊆ R. The basic approximation result states that for any
measurable function g : X → R�0 there is a pointwise increasing sequence of
simple functions (fn)n�1 with fn(x) ↗ g(x) for each x ∈ X. This allows us
to define ∫

g dμ = lim
n→∞

∫

fn dμ,

which is guaranteed to exist since

fn(x) � fn+1(x)
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for all n � 1 and x ∈ X (in contrast to the usual terminology from calculus,
we include the possibility that the integral and the limit are infinite). It may
be shown that this is well-defined (independent of the choice of the sequence
of simple functions).

A measurable function g : X → R�0 is integrable if
∫

g dμ < ∞. In general,
a measurable function g : X → R has a unique decomposition into g =
g+ − g− with g+(x) = max{g(x), 0}; both g+ and g− are measurable. The
function g is said to be integrable if both g+ and g− are integrable, and the
integral is defined by

∫

g dμ =
∫

g+ dμ −
∫

g− dμ. If f is integrable and g is
measurable with |g| � f , then g is integrable. The integral of an integrable
function f over a measurable set A is defined by

∫

A

f dμ =
∫

fχA dμ.

For 1 � p < ∞, the space L p
μ (or L p(X), L p(X,μ) and so on) comprises

the measurable functions f : X → R with
∫

|f |p dμ < ∞. Define an equiva-
lence relation on L p

μ by f ∼ g if
∫

|f − g|p dμ = 0 and write Lp
μ = L p

μ /∼ for
the space of equivalence classes. Elements of Lp

μ will be described as functions
rather than equivalence classes, but it is important to remember that this is
an abuse of notation (for example, in the construction of conditional mea-
sures on page 138). In particular the value of an element of Lp

μ at a specific
point does not make sense, unless that point itself has positive μ-measure.
The function ‖ · ‖p defined by

‖f‖p =
(∫

|f |p dμ
)1/p

is a norm (see Appendix B), and under this norm Lp is a Banach space.
The case p = ∞ is distinguished: the essential supremum is the general-

ization to measurable functions of the supremum of a continuous function,
and is defined by

‖f‖∞ = inf
{

α | μ ({x ∈ X | f(x) > α}) = 0
}

.

The space L ∞
μ is then defined to be the space of measurable functions f

with ‖f‖∞ < ∞, and once again L∞
μ is defined to be L ∞

μ /∼. The norm ‖·‖∞
makes L∞

μ into a Banach space. For 1 � p < q � ∞ we have Lp ⊇ Lq for any
finite measure space, with strict inclusion except in some degenerate cases.

In practice we will more often use L ∞, which denotes the bounded func-
tions.

An important consequence of the Borel–Cantelli lemma is that norm con-
vergence in Lp forces pointwise convergence along a subsequence.

Corollary A.12. If (fn) is a sequence convergent in Lp
μ (1 � p � ∞) to f ,

then there is a subsequence (fnk
) converging pointwise almost everywhere

to f .



A.4 Radon–Nikodym Derivatives 409

Proof. Choose the sequence (nk) so that

‖fnk
− f‖p

p <
1

k2+p

for all k � 1. Then

μ

({

x ∈ X |fnk
(x) − f(x)| >

1
k

})

<
1
k2

.

It follows by Theorem A.9 that for almost every x, |fnk
(x) − f(x)| > 1

k for
only finitely many k, so fnk

(x) → f(x) for almost every x. �
Finally we turn to integration of functions of several variables; a measure

space (X, B, μ) is called σ-finite if there is a sequence A1, A2, . . . of measur-
able sets with μ(An) < ∞ for all n � 1 and with X =

⋃

n�1 An.

Theorem A.13 (Fubini–Tonelli(104)). Let f be a non-negative integrable
function on the product of two σ-finite measure spaces (X, B, μ) and (Y,C , ν).
Then, for almost every x ∈ X and y ∈ Y , the functions

h(x) =
∫

Y

f(x, y) dν, g(y) =
∫

X

f(x, y) dμ

are integrable, and
∫

X×Y

f d(μ × ν) =
∫

X

h dμ =
∫

Y

g dν. (A.2)

This may also be written in a more familiar form as
∫

X×Y

f(x, y) d(μ × ν)(x, y) =
∫

X

(∫

Y

f(x, y) dν(y)
)

dμ(x)

=
∫

Y

(∫

X

f(x, y) dμ(x)
)

dν(y).

We note that integration makes sense for functions taking values in some
other spaces as well, and this will be discussed further in Sect. B.7.

A.4 Radon–Nikodym Derivatives

One of the fundamental ideas in measure theory concerns the properties of
a probability measure viewed from the perspective of a given measure. Fix
a σ-finite measure space (X, B, μ) and some measure ν defined on B.

• The measure ν is absolutely continuous with respect to μ, written ν � μ,
if μ(A) = 0 =⇒ ν(A) = 0 for any A ∈ B.
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• If ν � μ and μ � ν then μ and ν are said to be equivalent.
• The measures μ and ν are mutually singular, written μ ⊥ ν, if there exist

disjoint sets A and B in B with A ∪ B = X and with μ(A) = ν(B) = 0.

These notions are related by two important theorems.

Theorem A.14 (Lebesgue decomposition). Given σ-finite measures μ
and ν on (X, B), there are measures ν0 and ν1 with the properties that

(1) ν = ν0 + ν1;
(2) ν0 � μ; and
(3) ν1 ⊥ μ.

The measures ν0 and ν1 are uniquely determined by these properties.

Theorem A.15 (Radon–Nikodym derivative(105)). If ν � μ then there
is a measurable function f � 0 on X with the property that

ν(A) =
∫

A

f dμ

for any set A ∈ B.

By analogy with the fundamental theorem of calculus (Theorem A.25),
the function f is written dν

dμ and is called the Radon–Nikodym derivative of ν
with respect to μ. Notice that for any two measures μ1, μ2 we can form a
new measure μ1 + μ2 simply by defining (μ1 + μ2)(A) = μ1(A) + μ2(A) for
any measurable set A. Then μi � μ1 + μ2, so there is a Radon–Nikodym
derivative of μi with respect to μ1 + μ2 for i = 1, 2.

A.5 Convergence Theorems

The most important distinction between integration on Lp spaces as defined
above and Riemann integration on bounded Riemann-integrable functions is
that the Lp functions are closed under several natural limiting operations,
allowing for the following important convergence theorems.

Theorem A.16 (Monotone Convergence Theorem). If f1 � f2 � · · ·
is a pointwise increasing sequence of integrable functions on the probability
space (X, B, μ), then f = limn→∞ fn satisfies

∫

f dμ = lim
n→∞

∫

fn dμ.

In particular, if limn→∞
∫

fn dμ < ∞, then f is finite almost everywhere.
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Theorem A.17 (Fatou’s Lemma). Let (fn)n�1 be a sequence of measur-
able real-valued functions on a probability space, all bounded below by some
integrable function. If lim infn→∞

∫

fn dμ < ∞ then lim infn→∞ fn is inte-
grable, and ∫

lim inf
n→∞

fn dμ � lim inf
n→∞

∫

fn dμ.

Theorem A.18 (Dominated Convergence Theorem). If h : X → R

is an integrable function and (fn)n�1 is a sequence of measurable real-valued
functions which are dominated by h in the sense that |fn| � h for all n � 1,
and limn→∞ fn = f exists almost everywhere, then f is integrable and

∫

f dμ = lim
n→∞

∫

fn dμ.

A.6 Well-Behaved Measure Spaces

It is convenient to slightly extend the notion of a Borel probability space as
follows (cf. Definition 5.13).

Definition A.19. Let X be a dense Borel subset of a compact metric
space X, with a probability measure μ defined on the restriction of the
Borel σ-algebra B to X. The resulting probability space (X, B, μ) is a Borel
probability space∗.

For our purposes, this is the most convenient notion of a measure space
that is on the one hand sufficiently general for the applications needed, while
on the other has enough structure to permit explicit and convenient proofs.

A circle of results called Lusin’s theorem [237] (or Luzin’s theorem) show
that measurable functions are continuous off a small set. These results are
true in almost any context where continuity makes sense, but we state a form
of the result here in the setting needed.

Theorem A.20 (Lusin). Let (X, B, μ) be a Borel probability space and
let f : X → R be a measurable function. Then, for any ε > 0, there is a
continuous function g : X → R with the property that

μ ({x ∈ X | f(x) �= g(x)}) < ε.

As mentioned in the endnote to Definition 5.13, there is a slightly different
formulation of the standard setting for ergodic theory, in terms of Lebesgue
spaces.

∗ Commonly the σ-algebra B is enlarged to its completion Bμ, which is the smallest σ-
algebra containing both B and all subsets of null sets with respect to μ. It is also standard

to allow any probability space that is isomorphic to (X, Bμ, μ) in Definition A.19 as a
measure space to be called a Lebesgue space.
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Definition A.21. A probability space is a Lebesgue space if it is isomorphic
as a measure space to

(

[0, s] 
 A,B, m[0,s] +
∑

a∈A

paδa

)

for some countable set A of atoms and numbers s, pa > 0 with

s +
∑

a∈A

pa = 1,

where B comprises unions of Lebesgue measurable sets in [0, s] and arbitrary
subsets of A, m[0,s] is the Lebesgue measure on [0, s], and δa is the Dirac
measure defined by δa(B) = χB(a).

The next result shows, inter alia, that this notion agrees with that
used in Definition A.19 (a proof of this may be found in the book of
Parthasarathy [280, Chap. V]) up to completion of the measure space (a
measure space is complete if all subsets of a null set are measurable and
null). We will not use this result here.

Theorem A.22. A probability space is a Lebesgue space in the sense of Def-
inition A.21 if and only if it is isomorphic to (X, Bμ, μ) for some probability
measure μ on the completion Bμ of the Borel σ-algebra B of a complete
separable metric space X.

The function spaces from Sect. A.3 are particularly well-behaved for
Lebesgue spaces.

Theorem A.23 (Riesz–Fischer(106)). Let (X, B, μ) be a Lebesgue space.
For any p, 1 � p < ∞, the space Lp

μ is a separable Banach space with respect
to the ‖ · ‖p-norm. In particular, L2

μ is a separable Hilbert space.

A.7 Lebesgue Density Theorem

The space R together with the usual metric and Lebesgue measure mR is a
particularly important and well-behaved special case, and here it is possible
to say that a set of positive measure is thick in a precise sense.

Theorem A.24 (Lebesgue(107)). If A ⊆ R is a measurable set, then

lim
ε→0

1
2ε

mR (A ∩ (a − ε, a + ε)) = 1

for mR-almost every a ∈ A.
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A point a with this property is said to be a Lebesgue density point or a
point with Lebesgue density 1. An equivalent and more familiar formulation
of the result is a form of the fundamental theorem of calculus.

Theorem A.25. If f : R → R is an integrable function then

lim
ε→0

1
ε

∫ s+ε

s

f(t) dt = f(s)

for mR-almost every s ∈ [0,∞).

The equivalence of Theorem A.24 and A.25 may be seen by approximating
an integrable function with simple functions.

A.8 Substitution Rule

Let O ⊆ R
n be an open set, and let φ : O → R

n be a C1-map with Jaco-
bian Jφ = | det D φ|. Then for any measurable function f � 0 (or for any
integrable function f) defined on φ(O) ⊆ R

n we have(108).
∫

O

f(φ(x))Jφ(x) dmRn(x) =
∫

φ(O)

f(y) dmRn(y). (A.3)

We recall the definition of the push-forward of a measure. Let (X, BX)
and (Y,BY ) be two spaces equipped with σ-algebras. Let μ be a measure
on X defined on BX , and let φ : X → Y be measurable. Then the push-
forward φ∗μ is the measure on (Y,BY ) defined by (φ∗μ)(B) = μ(φ−1(B)) for
all B ∈ BY .

The substitution rule allows us to calculate the push-forward of the
Lebesgue measure under smooth maps as follows.

Lemma A.26. Let O ⊆ R
n be open, let φ : O → R

n be a smooth in-
jective map with non-vanishing Jacobian Jφ = | det D φ|. Then the push-
forward φ∗mO of the Lebesgue measure mO = mRn |O restricted to O is ab-
solutely continuous with respect to mRn and is given by

dφ∗mO = J−1
φ ◦ φ−1 dmφ(O).

Moreover, if we consider a measure dμ = F dmO absolutely continuous with
respect to mO, then similarly

dφ∗μ = F ◦ φ−1J−1
φ ◦ φ−1 dmφ(O).

Proof. Recall that under the assumptions of the lemma, φ−1 is smooth
and Jφ−1 = J−1

φ ◦ φ−1. Therefore, by (A.3) and the definition of the push-
forward,
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∫

φ(O)

f(x)J−1
φ

(

φ−1(x)
)

dmRn(x) =
∫

φ(O)

f
(

φ(φ−1(x))
)

Jφ−1(x) dmRn(x)

=
∫

O

f(φ(y)) dmRn(y)

=
∫

φ(O)

f(x) dφ∗mO(x)

for any characteristic function f = χB of a measurable set B ⊆ φ(O). This
implies the first claim. Moreover, for any measurable functions f � 0, F � 0
defined on φ(O), O respectively,

∫

φ(O)

f(x)F (φ−1(x))J−1
φ (φ−1(x)) dmRn(x) =

∫

O

f(φ(y))F (y) dmRn ,

which implies the second claim. �

Notes to Appendix A

(102)(Page 405) This result was stated by Borel [40, p. 252] for independent events as part
of his study of normal numbers, but as pointed out by Barone and Novikoff [18] there

are some problems with the proofs. Cantelli [46] noticed that half of the theorem holds
without independence; this had also been noted by Hausdorff [142] in a special case. Erdős
and Rényi [84] showed that the result holds under the much weaker assumption of pairwise

independence.
(103)(Page 406) This is shown, for example, in Parthasarathy [280, Th. 1.2]: defining a

Borel set A to be regular if, for any ε > 0, there is an open set Oε and a closed set Cε

with Cε ⊆ A ⊆ Oε and μ(Oε�Cε) < ε, it may be shown that the collection of all regular

sets forms a σ-algebra and contains the closed sets.
(104)(Page 409) A form of this theorem goes back to Cauchy for continuous functions on the

reals, and this was extended by Lebesgue [220] to bounded measurable functions. Fubini [97]
extended this to integrable functions, showing that if f : [a, b] × [c, d] → R is integrable

then y �→ f(x, y) is integrable for almost every x, and proving (A.2). Tonelli [362] gave
the formulation here, for non-negative functions on products of σ-finite spaces. Complete

proofs may be found in Royden [320] or Lieb and Loss [229, Th. 1.12]. While the result
is robust and of central importance, some hypotheses are needed: if the function is not

integrable or the spaces are not σ-finite, the integrals may have different values. A detailed
treatment of the minimal hypotheses needed for a theorem of Fubini type, along with

counterexamples and applications, is given by Fremlin [96, Sect. 252].
(105)(Page 410) This result is due to Radon [297] when μ is Lebesgue measure on Rn, and

to Nikodym [272] in the general case.
(106)(Page 412) This result emerged in several notes of Riesz and two notes of Fischer [91,

92], with a full treatment of the result that L2(R) is complete appearing in a paper of
Riesz [311].
(107)(Page 412) This is due to Lebesgue [220], and a convenient source for the proof is
the monograph of Oxtoby [276]. Notice that Theorem A.24 expresses how constrained

measurable sets are: it is impossible, for example, to find a measurable subset A of [0, 1]
with the property that mR(A ∩ [a, b]) = 1

2
(b − a) for all b > a. While a measurable subset
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of measure 1
2

may have an intricate structure, it cannot occupy only half of the space on
all possible scales.
(108)(Page 413) The usual hypotheses are that the map φ is injective and the Jacobian
non-vanishing; these may be relaxed considerably, and the theorem holds in very general

settings both measurable (see Hewitt and Stromberg [152]) and smooth (see Spivak [349]).





Appendix B

Functional Analysis

Functional analysis abstracts the basic ideas of real and complex analysis
in order to study spaces of functions and operators between them(109). A
normed space is a vector space E over a field F (either R or C) equipped with
a map ‖ · ‖ from E → R satisfying the properties

• ‖x‖ � 0 for all x ∈ E and ‖x‖ = 0 if and only if x = 0;
• ‖λx‖ = |λ|‖x‖ for all x ∈ E and λ ∈ F; and
• ‖x + y‖ � ‖x‖ + ‖y‖.
If (E, ‖ · ‖) is a normed space, then d(x, y) = ‖x − y‖ defines a metric on E.
A semi-norm is a map with the first property weakened to

• ‖x‖ � 0 for all x ∈ E.

A normed space is a Banach space if it is complete as a metric space:
that is, the condition that the sequence (xn) is Cauchy (for all ε > 0 there
is some N for which m > n > N implies ‖xm − xn‖ < ε) is equivalent
to the condition that the sequence (xn) converges (there is some y ∈ E
with the property that for all ε > 0 there is some N for which n > N
implies ‖xn − y‖ < ε).

As discussed in Sect. A.3, for any probability space (X, B, μ), the norm ‖ ·
‖p makes the space Lp

μ into a Banach space.

B.1 Sequence Spaces

For 1 � p < ∞ and a countable set Γ (in practice this will be N or Z) we
denote by �p(Γ ) the space

{x = (xγ) ∈ R
Γ |

∑

γ∈Γ

|xγ |p < ∞},

and for p = ∞ write

M. Einsiedler, T. Ward, Ergodic Theory, Graduate Texts in Mathematics 259,
DOI 10.1007/978-0-85729-021-2, © Springer-Verlag London Limited 2011
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�∞(Γ ) = {x = (xγ) ∈ R
Γ | sup

γ∈Γ
|xγ | < ∞}.

The norms ‖x‖p = (
∑

γ∈Γ |xγ |p)1/p and ‖x‖∞ = supγ∈Γ |xγ | make �p(Γ ) into
a complete space for 1 � p � ∞.

B.2 Linear Functionals

A vector space V over a normed field F, equipped with a topology τ , and with
the property that each point of V is closed and the vector space operations
(addition of vectors and multiplication by scalars) are continuous is called a
topological vector space. Any topological vector space is Hausdorff. If 0 ∈ V
has an open neighborhood with compact closure, then V is said to be locally
compact.

Let λ : V → W be a linear map between topological vector spaces. Then
the following properties are equivalent:

(1) λ is continuous;
(2) λ is continuous at 0 ∈ V ;
(3) λ is uniformly continuous in the sense that for any neighborhood OW

of 0 ∈ W there is a neighborhood OV of 0 ∈ V for which v − v′ ∈ OV

implies λ(v) − λ(v′) ∈ OW for all v, v′ ∈ V .

Of particular importance are linear maps into the ground field. For a linear
map λ : V → F, the following properties are equivalent:

(1) λ is continuous;
(2) the kernel ker(λ) = {v ∈ V | λ(v) = 0} is a closed subset of V ;
(3) ker(λ) is not dense in V ;
(4) λ is bounded on some neighborhood of 0 ∈ V .

Continuous linear maps λ : V → F are particularly important: they are called
linear functionals and the collection of all linear functionals is denoted V ∗.
If V has a norm ‖ · ‖ defining the topology τ , then V ∗ is a normed space
under the norm

‖λ‖operator = sup
‖v‖=1

{|λ(v)|F}

where | · |F is the norm on the ground field F. The normed space V ∗ is
complete if F is complete. The next result asserts that there are many linear
functionals, and allows them to be constructed in a flexible and controlled
way.

Theorem B.1 (Hahn–Banach(110)). Let λ : U → F be a linear functional
defined on a subspace U ⊆ V of a normed linear space and let

p : V → R�0
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be a semi-norm. If |f(u)| � p(u) for u ∈ U , then there is a linear func-
tional λ′ : V → F that extends λ in the sense that λ′(u) = λ(u) for all u ∈ U ,
and |λ′(v)| � p(v) for all v ∈ V .

B.3 Linear Operators

It is conventional to call maps between normed spaces operators, because in
many of the applications the elements of the normed spaces are themselves
functions. A map f : E → F between normed vector spaces (E, ‖ · ‖E)
and (F, ‖ · ‖F ) is continuous at a if for any ε > 0 there is some δ > 0 for
which

‖x − a‖E < δ =⇒ ‖f(x) − f(a)‖F < ε,

is continuous if it is continuous at every point, and is bounded if there is
some R with ‖f(x)‖F � R‖x‖E for all x ∈ E. If f : E → F is linear, then
the following are equivalent:

• f is continuous;
• f is bounded;
• f is continuous at 0 ∈ E.

A linear map f : E → F is an isometry if ‖f(x)‖F = ‖x‖E for all x ∈ E,
and is an isomorphism of normed spaces if f is a bijection and both f and f−1

are continuous.
Norms ‖ · ‖1 and ‖ · ‖2 on E are equivalent if the identity map

(E, ‖ · ‖1) → (E, ‖ · ‖2)

is an isomorphism of normed spaces; equivalently, if there are positive con-
stants r,R for which

r‖x‖1 � ‖x‖2 � R‖x‖1

for all x ∈ E. If E, F are finite-dimensional, then all norms on E are equiva-
lent and all linear maps E → F are continuous.

Theorem B.2 (Open Mapping Theorem). If f : E → F is a continuous
bijection of Banach spaces, then f is an isomorphism.

The space of all bounded linear maps from E to F is denoted B(E, F );
this is clearly a vector space. Defining

‖f‖operator = sup
‖x‖E�1

{‖f(x)‖F }

makes B(E, F ) into a normed space, and if F is a Banach space then B(E, F )
is a Banach space. An important special case is the space of linear function-
als, E∗ = B(E, F).
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Assume now that E and F are Banach spaces. An operator f : E → F is
compact if the image f(U) of the open unit ball U = {x ∈ E | ‖x‖E < 1}
has compact closure in F . Equivalently, an operator is compact if and only
if every bounded sequence (xn) in E contains a subsequence (xnj ) with the
property that

(

f(xnj )
)

converges in F . Many operators that arise naturally
in the study of integral equations, for example the Hilbert–Schmidt integral
operators T defined on L2

μ(X) by

(Tf)(s) =
∫

X

K(s, t) dμ(t)

for some kernel K ∈ L2
μ×μ(X × X), are compact operators.

Now assume that E is a Banach space. Then B(E) = B(E, E) is not
only a Banach space but also an algebra: if S, T ∈ B(E) then ST ∈ B(E)
where (ST )(x) = S(T (x)), and ‖ST‖ � ‖S‖‖T‖. Write I for the identity
operator, and define the spectrum of an operator T ∈ B(E) to be

σoperator(T ) = {λ ∈ F | (T − λI) does not have a continuous inverse}.

Theorem B.3. Let E and F be Banach spaces.

(1) If T ∈ B(E, E) is compact and λ �= 0, then the kernel of T − λI is
finite-dimensional.

(2) If E is not finite-dimensional and T ∈ B(E) is compact, then σoperator(T )
contains 0.

(3) If S, T ∈ B(E) and T is compact, then ST and TS are compact.

Functional analysis on Hilbert space is particularly useful in ergodic the-
ory, because each measure-preserving system (X, B, μ, T ) has an associated
Koopman operator UT : L2

μ → L2
μ defined by UT (f) = f ◦ T .

An invertible measure-preserving transformation T is said to have contin-
uous spectrum if 1 is the only eigenvalue of UT and any eigenfunction of UT

is a constant.

Theorem B.4 (Spectral Theorem). Let U be a unitary operator on a
complex Hilbert space H .

(1) For each element f ∈ H there is a unique finite Borel measure μf on S
1

with the property that

〈Unf, f〉 =
∫

S1
zn dμf (z) (B.1)

for all n ∈ Z.
(2) The map

N∑

n=−N

cnzn �→
N∑

n=−N

cnUnf
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extends by continuity to a unitary isomorphism between L2(S1, μf ) and
the smallest U -invariant subspace in H containing f .

(3) If T has continuous spectrum and f ∈ L2
μ has

∫

X
f dμ = 0, then the

spectral measure μf associated to the unitary operator UT is non-atomic.

We will also need two fundamental compactness results due to Alaoglu,
Banach and Tychonoff(111).

Theorem B.5 (Tychonoff). If {Xγ}γ∈Γ is a collection of compact topologi-
cal spaces, then the product space

∏

γ∈Γ Xγ endowed with the product topology
is itself a compact space.

Theorem B.6 (Alaoglu). Let X be a topological vector space with U a
neighborhood of 0 in X. Then the set of linear operators x∗ : X → R with
supx∈U |x∗(x)| � 1 is weak*-compact.

B.4 Continuous Functions

Let (X, d) be a compact metric space. The space CC(X) of continuous func-
tions f : X → C is a metric space with respect to the uniform metric

d(f, g) = sup
x∈X

|f(x) − g(x)|;

defining ‖f‖∞ = supx∈X |f(x)| makes CC(X) into a normed space.
It is often important to know when a subspace of a normed space of func-

tions is dense.

Theorem B.7 (Stone–Weierstrass Theorem(112)). Let (X, d) be a com-
pact metric space, and let A ⊆ CC(X) be a linear subspace with the following
properties:

• A is closed under multiplication (that is, A is a subalgebra);
• A contains the constant functions;
• A separates points (for x �= y there is a function f ∈ A with f(x) �= f(y));

and
• for any f ∈ A , the complex conjugate f ∈ A .

Then A is dense in CC(X).

Lemma B.8. The spaces CC(X) and C(X) are separable metric spaces with
respect to the metric induced by the uniform norm.

Proof. Let {x1, x2, . . . } be a dense set in X, and define a set

F = {f1, f2, . . . }
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of continuous functions by fn(x) = d(x, xn) where d is the given metric on X.
The set F separates points since the set {x1, x2, . . . } is dense. It follows
that the algebra generated by F is dense in C(X) by the Stone–Weierstrass
Theorem (Theorem B.7). The same holds for the Q-algebra generated by F
(that is, for the set of finite linear combinations

∑m
i=1 cihi with ci ∈ Q

and hi =
∏Ki

k=1 gk,i with gk,i ∈ F and Ki ∈ N). However, this set is countable,
which shows the lemma for real-valued functions. The same argument using
the Q(i)-algebra gives the complex case. �

The next lemma is a simple instance of a more general result of Urysohn
that characterizes normal spaces(113).

Theorem B.9 (Tietze–Urysohn extension). Any continuous real-valued
function on a closed subspace of a normal topological space may be extended
to a continuous real-valued function on the entire space.

We will only need this in the metric setting, and any metric space is normal
as a topological space.

Corollary B.10. If (X, d) is a metric space, then for any non-empty closed
sets A, B ⊆ X with A∩B = ∅, there is a continuous function f : X → [0, 1]
with f(A) = {0} and f(B) = {1}.

B.5 Measures on Compact Metric Spaces

The material in this section deals with measures and linear operators. It is
standard; a convenient source is Parthasarathy [280].

Let (X, d) be a compact metric space, with Borel σ-algebra B. De-
note by M (X) the space of Borel probability measures on X. The dual
space C(X)∗ of continuous real functionals on the space C(X) of continuous
functions X → R can be naturally identified with the space of finite signed
measures on X. A functional F : C(X) → C is called positive if f � 0 im-
plies that F (f) � 0, and the Riesz representation theorem states that any
continuous positive functional F is defined by a unique measure μ ∈ M (X)
via

F (f) =
∫

X

f dμ.

The main properties of M (X) needed are the following. Recall that a
set M of measures is said to be convex if the convex combination

sμ1 + (1 − s)μ2

lies in M for any μ1, μ2 ∈ M (X) and s ∈ [0, 1].

Theorem B.11. (1) M (X) is convex.
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(2) For μ1, μ2 ∈ M (X),
∫

f dμ1 =
∫

f dμ2 (B.2)

for all f ∈ C(X) if and only if μ1 = μ2.
(3) The weak*-topology on M (X) is the weakest topology making each of the

evaluation maps

μ �→
∫

f dμ

continuous for any f ∈ C(X); this topology is metrizable and in this
topology M (X) is compact.

(4) In the weak*-topology, μn → μ if and only if any of the following condi-
tions hold:

•
∫

f dμn →
∫

f dμ for every f ∈ C(X);
• for every closed set C ⊆ X, lim supn→∞ μn(C) � μ(C);
• for every open set O ⊆ X, lim infn→∞ μn(O) � μ(O);
• for every Borel set A with μ (∂(A)) = 0, μn(A) → μ(A).

Proof of part (3). Recall that by the Riesz representation theorem the
dual space C(X)∗ of continuous linear real functionals C(X) → R with the
operator norm coincides with the space of finite signed measures, with the
functional being given by integration with respect to the measure. Moreover,
by the Banach–Alaoglu theorem the unit ball B1 in C(X)∗ is compact in the
weak*-topology. It follows that

M (X) =
{

μ ∈ C(X) |
∫

1 dμ = 1,

∫

f dμ � 0 for f ∈ C(X) with f � 0
}

is a weak*-closed subset of B1 and is therefore compact in the weak*-topology.
To show that the weak*-topology is metrizable on M (X) we use the fact

that C(X) is separable by Lemma B.8. Suppose that {f1, f2, . . . } is a dense
set in C(X). Then the weak*-topology on M (X) is generated by the inter-
sections of the open neighborhoods of μ ∈ M (X) defined by

Vε,n(μ) =
{

ν ∈ M (X) |
∣
∣
∣
∣

∫

fn dν −
∫

fn dμ

∣
∣
∣
∣
< ε

}

.

This holds since for any f ∈ C(X) and neighborhood

Vε,f (μ) =
{

ν ∈ M (X) |
∣
∣
∣
∣

∫

f dν −
∫

f dμ

∣
∣
∣
∣
< ε

}

we can find some n with ‖fn − f‖ < ε
3 and it is easily checked that

Vε/3,n(μ) ⊆ Vε,f (μ).

Define
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dM (μ, ν) =
∞∑

n=1

1
2n

|
∫

fn dμ −
∫

fn dν|
1 + |

∫

fn dμ −
∫

fn dν| (B.3)

for μ, ν ∈ M (X). A calculation shows that dM is a metric on M (X).
We finish the proof by comparing the metric neighborhoods Bδ(μ) de-

fined by dM with the neighborhoods Vε,n(μ). Fix δ > 0 and choose K such
that

∑∞
n=K+1

1
2n < δ

2 . Then, for sufficiently small ε > 0, any measure

ν ∈ Vε,f1(μ) ∩ · · · ∩ Vε,fK
(μ)

will satisfy
K∑

n=1

1
2n

|
∫

fn dμ −
∫

fn dν|
1 + |

∫

fn dμ −
∫

fn dν| <
δ

2
,

showing that ν ∈ Bδ(μ). Similarly, if n � 1 and ε > 0 are given, we may
choose δ small enough to ensure that 1

2n
s

1+s < δ implies that s < ε. Then for
any ν ∈ Bδ(μ) we will have ν ∈ Vε,n. It follows that the metric neighborhoods
give the weak*-topology. �

A continuous map T : X → X induces a map T∗ : M (X) → M (X)
defined by T∗(μ)(A) = μ(T−1A) for any Borel set A ⊆ X. Each x ∈ X
defines a measure δx by

δx(A) =
{

1 if x ∈ A;
0 if x /∈ A.

,

and T∗(δx) = δT (x) for any x ∈ X.
For f � 0 a measurable map and μ ∈ M (X),

∫

f dT∗μ =
∫

f ◦ T dμ. (B.4)

This may be seen by the argument used in the first part of the proof of
Lemma 2.6. In particular, (B.4) holds for all f ∈ C(X), and from this it is
easy to check that the map T∗ : M (X) → M (X) is continuous with respect
to the weak*-topology on M (X).

Lemma B.12. Let μ be a measure in M (X). Then μ ∈ M T (X) if and only
if

∫

f ◦ T dμ =
∫

f dμ for all f ∈ C(X).

The map T∗ is continuous and affine, so the set M T (X) of T -invariant
measures is a closed convex subset of M (X).
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B.6 Measures on Other Spaces

Our emphasis is on compact metric spaces and finite measure spaces, but
we are sometimes forced to consider larger spaces. As mentioned in Defi-
nition A.5, a measure space is called σ-finite if it is a countable union of
measurable sets with finite measure. Similarly, a metric space is called σ-
compact if it is a countable union of compact subsets. A measure defined on
the Borel sets of a metric space is called locally finite if every point of the
space has an open neighborhood of finite measure.

Theorem B.13. Let μ be a locally finite measure on the Borel sets of a σ-
compact metric space. Then μ is regular, meaning that

μ(B) = sup{μ(K) | K ⊆ B, K compact} = inf{U | B ⊆ U,U open}

for any Borel set B.

B.7 Vector-valued Integration

It is often useful to integrate functions taking values in the space of measures
(for example, in Theorem 6.2, in Sect. 6.5, and in Theorem 8.10). It is also
useful to integrate functions f : X → V defined on a measure space (X, B, μ)
and taking values in a topological vector space V . The goal is to define

∫

X
f dμ

as an element of V that behaves like an integral: for example, if λ : V → R

is a continuous linear functional on V , then we would like

λ

(∫

X

f dμ

)

=
∫

X

(λf) dμ (B.5)

to hold whenever
∫

X
f dμ is defined. One (of many(114)) approaches to defin-

ing integration in this setting is to use the property in (B.5) to characterize
the integral; in order for this to work we need to restrict attention to topolog-
ical vector spaces in which there are enough functionals. We say that V ∗ sep-
arates points in V if for any v �= v′ in V there is a λ ∈ V ∗ with λ(v) �= λ(v′).

Definition B.14. Let V be a topological vector space on which V ∗ separates
points, and let f : X → V be a function defined on a measure space (X, B, μ)
with the property that the scalar functions λ(f) : X → F lie in L1

μ(X) for
every λ ∈ V ∗. If there is an element v ∈ V for which

λ(v) =
∫

X

(λf) dμ

for every λ ∈ V ∗, then we define
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∫

X

f dμ = v.

We start with the simplest example of integration for functions taking
values in a Hilbert space.

Example B.15. If V is a Hilbert space H then the characterization in Defi-
nition B.14 takes the form

〈∫

X

f dμ, h

〉

=
∫

X

〈f(x), h〉 dμ(x) (B.6)

for all h ∈ V . Note that in this setting the right-hand side of (B.6) defines a
continuous linear functional on H . It follows that the integral

∫

X
f dμ exists

by the Riesz representation theorem (see p. 422).

We now describe two more situations in which the existence of the integral
can be established quite easily.

Example B.16. Let V = Lp
ν(Y ) for a probability space (Y, ν) with 1 � p < ∞,

and let F : X ×Y → C be an element of Lp
μ×ν(X ×Y ). In this case we define

f : (X,μ) → V

by defining f(x) to be the equivalence class of the function

F (x, ·) : y �−→ F (x, y).

We claim that v =
∫

X
f dμ exists and is given by the equivalence class of

ν(y) =
∫

F (x, y) dμ(x),

which is well-defined by the Fubini–Tonelli Theorem (Theorem A.13), since

Lp
μ×ν(X × Y ) ⊆ L1

μ×ν(X × Y ).

To see this claim, recall that V ∗ = Lq
ν(Y ) where 1

p + 1
q = 1, and let w ∈ Lq

ν(Y ).
Then Fw ∈ L1

μ×ν(X × Y ) and so
∫

X

〈f(x), w)〉 dμ =
∫

X

∫

Y

F (x, y)w(y) dν dμ

=
∫

Y

∫

X

F (x, y) dμ · w(y) dν = 〈v, w〉

by Fubini, as required (notice that the last equation also implies that v lies
in Lp

ν(Y )).
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Example B.17. Suppose now that V is a Banach space, and that f : X → V ∗

takes values in the dual space V ∗ of V . Assume moreover that ‖f(x)‖ is
integrable and for any v ∈ V the map x �→ 〈v, f(x)〉 is measurable (and
hence automatically integrable, since | 〈v, f(x)〉 | � ‖v‖ · ‖f(x)‖). Then

∫

X

f(x) dμ(x) ∈ V ∗

exists if we equip V ∗ with the weak*-topology: In fact, we may let
∫

X
f dμ

be the map

V � v �−→
∫

X

〈v, f(x)〉 dμ,

which depends linearly and continuously on v. Moreover, with respect to the
weak*-topology on V ∗ all continuous functionals on V ∗ are evaluation maps
on V .

The last example includes (and generalizes) the first two examples above,
but also includes another important case. A similar construction is used in
Sect. 5.3, in the construction of conditional measures.

Example B.18. Let V = C(Y ) for a compact metric space Y , so that V ∗ is
the space of signed finite measures on Y . Hence, for any probability-valued
function

Θ : X → M (Y )

with the property that
∫

f(y) dΘx(y) depends measurably on x ∈ X, there
exists a measure

∫

X
Θx dμ(x) on Y .

The next result gives a general criterion that guarantees existence of inte-
grals in this sense (see Folland [94, App. A]).

Theorem B.19. If (X, B, μ) is a Borel probability space, V ∗ separates points
of V , f : X → V is measurable, and the smallest closed convex subset I
of V containing f(X) is compact, then the integral

∫

X
f dμ in the sense of

Definition B.14 exists, and lies in I.

A second approach is to generalize Riemann integration to allow contin-
uous functions defined on a compact metric space equipped with a Borel
probability measure and taking values in a Banach space. If V is a Banach
space with norm ‖ · ‖, (X, d) is a compact metric space with a finite Borel
measure μ, and f : X → V is continuous, then f is uniformly continuous
since X is compact. Given a finite partition ξ of X into Borel sets and a
choice xP ∈ X of a point xP ∈ P ∈ ξ for each atom P of ξ, define the
associated Riemann sum

Rξ(f) =
∑

P∈ξ

f(gP )μ(P ).
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It is readily checked that Rξ(f) converges as

diam(ξ) = max
P∈ξ

diam(P ) → 0,

and we define ∫

X

f dμ = lim
diam(ξ)→0

Rξ(f)

to be the (Riemann) integral of f with respect to μ. It is clear from the
definition that ∥

∥
∥
∥

∫

X

f dμ

∥
∥
∥
∥

�
∫

X

‖f‖ dμ,

where the integral on the right-hand side has the same definition for the
continuous function x �→ ‖f(x)‖ taking values in R (and therefore coincides
with the Lebesgue integral).

Notes to Appendix B

(109)(Page 417) Convenient sources for most of the material described here include

Rudin [321] and Folland [94]; many of the ideas go back to Banach’s monograph [17],
originally published in 1932.
(110)(Page 418) The Hahn–Banach theorem is usually proved using the Axiom of Choice
(though it is not equivalent to it), and is often the most convenient form of the Axiom of

Choice for functional analysis arguments. Significant special cases were found by Riesz [312,
313] in connection with extending linear functionals on Lq , and by Helly [147] who gave

a more abstract formulation in terms of operators on normed sequence spaces. Hahn [132]
and Banach [16] formulated the theorem as it is used today, using transfinite induction in

a way that became a central tool in analysis.
(111)(Page 421) Tychonoff’s original proof appeared in 1929 [364]; the result requires and

implies the Axiom of Choice. Alaoglu’s theorem appeared in 1940 [4], clarifying the treat-
ment of weak topologies by Banach [17].
(112)(Page 421) Weierstrass proved that the polynomials are dense in C[a, b] (corresponding
to the algebra of real functions generated by the constants and the function f(t) = t).

Stone [355] proved the result in great generality.
(113)(Page 422) Urysohn [366] shows that a topological space is normal (that is, Hausdorff

and with the property that disjoint closed sets have disjoint open neighborhoods) if and
only if it has the extension property in Theorem B.9. A simple example of a non-normal

topological space is the space of all functions R → R with the topology of pointwise
convergence. Earlier, Tietze [361] had shown the same extension theorem for metric spaces,

and in particular Corollary B.10, which for normal spaces is usually called Urysohn’s
lemma.
(114)(Page 425) Integration can also be defined by emulating the real-valued case using
partitions of the domain to produce a theory of vector-valued Riemann integration, or by
using the Borel σ-algebra in V to produce a theory of vector-valued Lebesgue integration:

the article of Hildebrandt [153] gives an overview.
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Topological Groups

Many groups arising naturally in mathematics have a topology with respect to
which the group operations are continuous. Abstracting this observation has
given rise to the important theory described here. We give a brief overview,
but note that most of the discussions and examples in this volume concern
concrete groups, so knowledge of the general theory summarized in this ap-
pendix is useful but often not strictly necessary.

C.1 General Definitions

Definition C.1. A topological group is a group G that carries a topology
with respect to which the maps (g, h) �→ gh and g �→ g−1 are continuous as
maps G × G → G and G → G respectively.

Any topological group can be viewed as a uniform space in two ways:
the left uniformity renders each left multiplication g �→ hg into a uniformly
continuous map while the right uniformity renders each right multiplica-
tion g �→ gh into a uniformly continuous map. As a uniform space, any topo-
logical group is completely regular, and hence(115) is Hausdorff if it is T0.

Since the topological groups we need usually have a natural metric giving
the topology, we will not need to develop this further.

The topological and algebraic structure on a topological group interact in
many ways. For example, in any topological group G:

• the connected component of the identity is a closed normal subgroup;
• the inverse map g �→ g−1 is a homeomorphism;
• for any h ∈ G the left multiplication map g �→ hg and the right multipli-

cation map g �→ gh are homeomorphisms;
• if H is a subgroup of G then the closure of H is also a subgroup;
• if H is a normal subgroup of G, then the closure of H is also a normal

subgroup.
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A topological group is called monothetic if it is Hausdorff and has a dense
cyclic subgroup; a monothetic group is automatically abelian. Any generator
of a dense subgroup is called a topological generator. Monothetic groups arise
in many parts of dynamics.

A subgroup of a topological group is itself a topological group in the sub-
space topology. If H is a subgroup of a topological group G then the set of
left (or right) cosets G/H (or H\G) is a topological space in the quotient
topology (the smallest topology which makes the natural projection g �→ gH
or Hg continuous). The quotient map is always open. If H is a normal sub-
group of G, then the quotient group becomes a topological group. However,
if H is not closed in G, then the quotient group will not be T0 even if G
is. It is therefore natural to restrict attention to the category of Hausdorff
topological groups, continuous homomorphisms and closed subgroups, which
is closed under many natural group-theoretic operations.

If the topology on a topological group is metrizable(116), then there is a
compatible metric defining the topology that is invariant under each of the
maps g �→ hg (a left-invariant metric) and there is similarly a right-invariant
metric.

Lemma C.2. If G is compact and metrizable, then G has a compatible metric
invariant under all translations (that is, a bi-invariant metric).

Proof. Choose a basis {Un}n�1 of open neighborhoods of the identity e ∈ G,
with ∩n�1Un = {e}, and for each n � 1 choose (by Theorem B.9) a continu-
ous function fn : G → [0, 1] with ‖fn‖ = 1, fn(e) = 1 and fn(G�Un) = {0}.
Let

f(g) =
∞∑

n=1

fn(g)/2n,

so that f is continuous, f−1({1}) = e, and define

d(x, y) = sup
a,b∈G

{|f(axb) − f(ayb)|}.

Then d is bi-invariant and compatible with the topology on G. �

Example C.3. (117) The group GLn(C) carries a natural norm

‖x‖ = max

{ (
n∑

i=1

∣
∣
∣

n∑

j=1

xijvj

∣
∣
∣

2
)1/2

|
n∑

i=1

|vi|2 = 1

}

from viewing a matrix x = (xij)1�i,j�n ∈ GLn(C) as a linear operator on C
n.

Then the function

d(x, y) = log
(

1 + ‖x−1y − In‖ + ‖y−1x − In‖
)
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is a left-invariant metric compatible with the topology. For n � 2, there is
no bi-invariant metric on GLn(C). To see this, notice that for such a metric
conjugation would be an isometry, while

(
m 1
0 1

)(
1
m

1
m2

0 1

)

=
(

1 1 + 1
m

0 1

)

−→
(

1 1
0 1

)

as m → ∞, and
(

1
m

1
m2

0 1

)(
m 1
0 1

)

=
(

1 1
m + 1

m2

0 1

)

−→
(

1 0
0 1

)

as m → ∞.

C.2 Haar Measure on Locally Compact Groups

Further specializing to locally compact topological groups (that is, topolog-
ical groups in which every point has a neighborhood containing a compact
neighborhood) produces a class of particular importance in ergodic theory
for the following reason.

Theorem C.4 (Haar(118)). Let G be a locally compact group.

(1) There is a measure mG defined on the Borel subsets of G that is invariant
under left translation, is positive on non-empty open sets, and is finite
on compact sets.

(2) The measure mG is unique in the following sense: if μ is any measure
with the properties of (1) then there is a constant C with μ(A) = CmG(A)
for all Borel sets A.

(3) mG(G) < ∞ if and only if G is compact.

The measure mG is called (a) left Haar measure on G; if G is compact
it is usually normalized to have mG(G) = 1. There is a similar right Haar
measure. If mG is a left Haar measure on G, then for any g ∈ G the measure
defined by A �→ mG(Ag) is also a left Haar measure. By Theorem C.4, there
must therefore be a unique function mod, called the modular function or
modular character with the property that

mG(Ag) = mod(g)mG(A)

for all Borel sets A. The modular function is the continuous homomor-
phism mod : G → R>0. A group in which the left and right Haar measures
coincide (equivalently, whose modular function is identically 1) is called uni-
modular : examples include all abelian groups, all compact groups (since there
are no non-trivial compact subgroups of R>0), and semi-simple Lie groups.
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There are several different proofs of Theorem C.4. For compact groups,
it may be shown using fixed-point theorems from functional analysis. A par-
ticularly intuitive construction, due to von Neumann, starts by assigning
measure one to some fixed compact set K with non-empty interior, then uses
translates of some small open set to efficiently cover K and any other com-
pact set L. The Haar measure of L is then approximately the number of
translates needed to cover L divided by the number needed to cover K (see
Sect. 8.3 for more details). Remarkably, Theorem C.4 has a converse: under
some technical hypotheses, a group with a Haar measure must be locally
compact(119).

Haar measure produces an important class of examples for ergodic theory:
if φ : G → G is a surjective homomorphism and G is compact, then φ
preserves(120) the Haar measure on G. Haar measure also connects(121) the
topology and the algebraic structure of locally compact groups.

Example C.5. In many situations, the Haar measure is readily described.

(1) The Lebesgue measure λ on R
n, characterized by the property that

λ ([a1, b1] × · · · × [an, bn]) =
n∏

i=1

(bi − ai)

for ai < bi, is translation invariant and so is a Haar measure for R
n

(unique up to multiplication by a scalar).
(2) The Lebesgue measure λ on T

n, characterized in the same way by the
measure it gives to rectangles, is a Haar measure (unique if we choose to
normalize so that the measure of the whole group T

n is 1).

As we have seen, a measure can be described in terms of how it integrates
integrable functions. For the remaining examples, we will describe a Haar
measure mG by giving a ‘formula’ for

∫

f dmG. Thus the statement about
the Haar measure mRn in (1) above could be written somewhat cryptically
as ∫

Rn

f(x) dmRn(x) =
∫

Rn

f(x) dx1 . . . dxn

for all functions f for which the right-hand side is finite. Evaluating a Haar
measure on a group with explicit coordinates often amounts to computing a
Jacobian.

(3) Let G = R�{0} = GL1(R), the real multiplicative group. The transfor-
mation x �→ ax has Jacobian a: it can be readily checked that

∫

f(ax)
dx

|x| =
∫

f(x)
dx

|x|

for any integrable f and a �= 0. Hence a Haar measure mG is defined by
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∫

G

f(x) dmG(x) =
∫

G

f(x)
|x| dx

for any integrable f . Similarly, if G = C�{0} = GL1(C), then
∫

C�{0}
f(z) dmG(z) =

∫∫

R2�{(0,0)}

f(x + iy)
x2 + y2

dxdy.

(4) Let G =
{(

a b
0 1

)

| a ∈ R�{0}, b ∈ R
}

, and identify elements of G with
pairs (a, b). Then

∫

G

f(a, b) dm
(	)
G =

∫

R

∫

R�{0}

f(a, b)
a2

da db

defines a left Haar measure, while
∫

G

f(a, b) dm
(r)
G =

∫

R

∫

R�{0}

f(a, b)
|a| da db

defines a right Haar measure. As G is isomorphic to the group of affine
transformations x �→ ax + b under composition, it is called the ‘ax + b’
group. It is an example of a non-unimodular group, with mod(a, b) = 1

|a| .
(5) Let G = GL2(R), and identify the element (xij)1�i,j�2 with

(x11, x12, x21, x22) ∈ A = {x ∈ R
4 | x11x22 − x12x21 �= 0}.

Then
∫

G

f dmG =
∫∫∫∫

A

f(x11, x12, x21, x22)
(x11x22 − x12x21)2

dx11 dx12 dx21 dx22

defines a left and a right Haar measure on G, which is therefore unimod-
ular.

C.3 Pontryagin Duality

Specializing yet further brings us to the class of locally compact abelian groups
(LCA groups) which have a very powerful theory(122) generalizing Fourier
analysis on the circle. Throughout this section, Lp(G) denotes Lp

mG
(G) for

some Haar measure mG on G.
A character on a LCA group G is a continuous homomorphism

χ : G → S
1 = {z ∈ C | |z| = 1}.
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The set of all continuous characters on G forms a group under pointwise
multiplication, denoted Ĝ (this means the operation on Ĝ is defined by

(χ1 + χ2)(g) = χ1(g)χ2(g)

for all g ∈ G, and the trivial character χ(g) = 1 is the identity). The image
of g ∈ G under χ ∈ Ĝ will also be written 〈g, χ〉 to emphasize that this is a
pairing between G and Ĝ. For compact K ⊆ G and ε > 0 the sets

N(K, ε) = {χ | |χ(g) − 1| < ε for g ∈ K}

and their translates form a basis for a topology on Ĝ, the topology of uniform
convergence on compact sets.

Theorem C.6. In the topology described above, the character group of a LCA
group is itself a LCA group. A subgroup of the character group that separates
points is dense.

A subset E ⊆ Ĝ is said to separate points if for g �= h in G there is
some χ ∈ E with χ(g) �= χ(h).

Using the Haar measure on G the usual Lp function spaces may be defined.
For f ∈ L1(G) the Fourier transform of f , denoted f̂ is the function on Ĝ
given by

f̂(χ) =
∫

G

f(g)〈g, χ〉 dmG.

Some of the basic properties of the Fourier transform are as follows.

• The image of the map f �→ f̂ is a separating self-adjoint algebra in C0(Ĝ)
(the continuous complex functions vanishing at infinity) and hence is dense
in C0(Ĝ) in the uniform metric.

• The Fourier transform of the convolution f ∗ g is the product f̂ · ĝ.
• The Fourier transform satisfies ‖f̂‖∞ � ‖f‖1 and so is a continuous oper-

ator from L1(G) to L∞(Ĝ).

Lemma C.7. If G is discrete, then Ĝ is compact, and if G is compact then Ĝ
is discrete.

We prove the second part of this lemma to illustrate how Fourier analysis
may be used to study these groups. Assume that G is compact, so that the
constant function χ0 ≡ 1 is in L1(G).

Also under the assumption of compactness of G, we have the following
orthogonality relations. Let χ �= η be characters on G. Then we may find an
element h ∈ G with (χη−1)(h) �= 1. On the other hand,
∫

G

(χη−1)(g) dmG =
∫

G

(χη−1)(g + h) dmG = (χη−1)(h)
∫

(χη−1)(g) dmG,
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so
∫

G
(χη−1)(g) dmG = 0 and the characters χ and η are orthogonal with

respect to the inner-product

〈f1, f2〉 =
∫

G

f1f2 dmG

on Ĝ. Thus distinct characters are orthogonal as elements of L2(G).
Finally, note that the Fourier transform of any L1 function is continuous

on the dual group, and the orthogonality relations mean that χ̂0(χ) = 1 if χ
is the trivial character χ0, and χ̂0(χ) = 0 if not. It follows that {χ0} is an
open subset of Ĝ, so Ĝ is discrete.

The Fourier transform is defined on L1(G)∩L2(G), and maps into a dense
linear subspace of L2(Ĝ) as an L2 isometry. It therefore extends uniquely to
an isometry L2(G) → L2(Ĝ), known as the Fourier or Plancherel transform
and also denoted by f �→ f̂ . We note that this map is surjective.

Recall that there is a natural inner-product structure on L2(G).

Theorem C.8 (Parseval Formula). Let f and g be functions in L2(G).
Then

〈f, g〉G =
∫

G

f(x)g(x) dmG =
∫

bG

f̂(χ)ĝ(χ) dm
bG = 〈 f̂ , ĝ 〉

bG .

Given a finite Borel measure μ on the dual group Ĝ of a locally compact
abelian group G, the inverse Fourier transform of μ is the function μ̌ : G → C

defined by

μ̌(x) =
∫

bG

χ(x) dμ(χ).

A function f : G → C is called positive-definite if for any a1, . . . , ar ∈ C

and x1, . . . , xr ∈ G,
r∑

i=1

r∑

j=1

aiajf(xix
−1
j ) � 0. (C.1)

Theorem C.9 (Herglotz–Bochner(123)). Let G be an abelian locally com-
pact group. A function f : G → C is positive-definite if and only if it is the
Fourier transform of a finite positive Borel measure.

Denote by B(G) the set of all functions f on G which have a representation
in the form

f(x) =
∫

bG

〈x, χ〉 dμ(χ)

for x ∈ G and a finite positive Borel measure μ on Ĝ. A consequence of the
Herglotz–Bochner theorem (Theorem C.9) is that B(G) coincides with the
set of finite linear combinations of continuous positive-definite functions on G
(see (C.1)).
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Theorem C.10 (Inversion Theorem). Let G be a locally compact group.
If f ∈ L1(G)∩B(G), then f̂ ∈ L1(Ĝ). Having chosen a Haar measure on G,
the Haar measure m

bG on Ĝ may be normalized to make

f(g) =
∫

bG

f̂(χ)〈g, χ〉dm
bG (C.2)

for g ∈ G and any f ∈ L1(G) ∩ B(G).

We will usually use Theorem C.10 for a compact metric abelian group G.
In this case the Haar measure is normalized to make m(G) = 1, and the
measure on the discrete countable group Ĝ is simply counting measure, so
that the right-hand side of (C.2) is a series.

In particular, for the case G = T = R/Z we find Ĝ = {χk | k ∈ Z}
where χk(t) = e2πikt. Theorem C.10 then says that for any f ∈ L2(T) we
have the Fourier expansion

f(t) =
∑

k∈Z

f̂(χk)e2πikt

for almost every t.
Similarly, for any compact G, the set of characters of G forms an orthonor-

mal basis of L2(G). We already showed the orthonormality property in the
discussion after Lemma C.7; here we indicate briefly how the completeness
of the set of characters can be established, both for concrete groups and in
general.

Let A denote the set of finite linear combinations of the form

p(g) =
n∑

i=1

ciχi

with ci ∈ C. Then A is a subalgebra of CC(X) which is closed under con-
jugation. If we know in addition that A separates points in G, then by
the Stone–Weierstrass Theorem (Theorem B.7) we have that A is dense
in CC(X). Moreover, in that case A is also dense in L2(G), and so the set of
characters forms an orthonormal basis for L2(G). That A separates points
can be checked explicitly for many compact abelian groups; in particular
for G = R

d/Z
d the characters are of the form

χn(x) = e2πi(n1x1+···+ndxd) (C.3)

with n ∈ Z
d, and this explicit presentation may be used to show that the set

of characters separates points on the d-torus. In general, one can prove that Ĝ
separates points by showing that the functions in B(G) separate points, and
then applying the Herglotz–Bochner theorem (Theorem C.9).
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Theorem C.11. For any compact abelian group G, the set of characters sep-
arates points and therefore forms a complete orthonormal basis for L2(G).

The highlight of this theory is Pontryagin duality, which directly links
the algebraic structure of LCA groups to their (Fourier-)analytic structure.
If G is an LCA group, then Γ = Ĝ is also an LCA group, which therefore
has a character group Γ̂ , which is again LCA. Any element g ∈ G defines a
character χ �→ χ(g) on Γ .

Theorem C.12 (Pontryagin Duality). The map α : G → Γ̂ defined by

〈g, χ〉 = 〈χ, α(g)〉

is a continuous isomorphism of LCA groups.

The Pontryagin duality theorem relates to the subgroup structure of an
LCA group as follows.

Theorem C.13. If H ⊆ G is a closed subgroup, then G/H is also an LCA
group. The set

H⊥ = {χ ∈ Ĝ | χ(h) = 1 for all h ∈ H},

the annihilator of H, is a closed subgroup of Ĝ. Moreover,

• Ĝ/H ∼= H⊥;
• Ĝ/H⊥ ∼= Ĥ;
• if H1, H2 are closed subgroups of G then

H⊥
1 + H⊥

2
∼= X̂

where X = G/(H1 ∩ H2);
• H⊥⊥ ∼= H.

The dual of a continuous homomorphism θ : G → H is a homomorphism

θ̂ : Ĥ → Ĝ

defined by θ̂(χ)(g) = χ(θ(g)). There are simple dualities for homomorphisms,
for example θ has dense image if and only if θ̂ is injective.

Pontryagin duality expresses topological properties in algebraic terms. For
example, if G is compact then Ĝ is torsion if and only if G is zero-dimensional
(that is, has a basis for the topology comprising sets that are both closed and
open), and Ĝ is torsion-free if and only if G is connected. Duality also gives
a description of monothetic groups: if G is a compact abelian group with
a countable basis for its topology then G is monothetic if and only if the
dual group Ĝ is isomorphic as an abstract group to a countable subgroup
of S

1. If G is monothetic, then any such isomorphism is given by choosing a
topological generator g ∈ G and then sending χ ∈ Ĝ to χ(g) ∈ S

1.



438 Appendix C: Topological Groups

Example C.14. As in the case of Haar measure in Example C.5, the character
group of many groups can be written down in a simple way.

(1) If G = Z with the discrete topology, then any character χ ∈ Ẑ is deter-
mined by the value χ(1) ∈ S

1, and any choice of χ(1) defines a character.
It follows that the map z �→ χz, where χ is the unique character on Z

with χz(1) = z, is an isomorphism S
1 → Ẑ.

(2) Consider the group R with the usual topology. Then for any s ∈ R the
map χs : t �→ eist is a character on R, and any character has this form.
In other words, the map s �→ χs is an isomorphism R → R̂.

(3) More generally, let K be any locally compact non-discrete field, and as-
sume that χ0 : K → S

1 is a non-trivial character on the additive group
structure of K. Then the map a �→ χa, where χa(x) = χ0(ax), defines an
isomorphism K → K̂.

(4) An important example of (3) concerns the field of p-adic numbers Qp.
For each prime number p, the field Qp is the set of formal power se-
ries

∑

n�k anpn where an ∈ {0, 1, . . . , p − 1} and k ∈ Z and we always
choose ak �= 0, with the usual addition and multiplication. The met-
ric d(x, y) = |x−y|p, where |

∑

n�k anpn|p = p−k and |0|p = 0, makes Qp

into a non-discrete locally compact field. By (3) an isomorphism Q̂p → Qp

is determined by any non-trivial character on Qp, for example the map

∑

n�k

anpn �→ exp
(

2πi
−1∑

n=k

anp−n
)

.

(5) Consider the additive group Q with the discrete topology. Then the group
of characters is compact. Any element of R̂ restricts to a character of Q, so
there is an embedding R ↪→ Q̂ (injective because a continuous character
on R is defined by its values on the dense set Q). The group Q̂ is an
example of a solenoid, and there is a detailed account of its structure in
terms of adeles in the monograph of Weil [378].

Lemma C.15 (Riemmann–Lebesgue(124)). Let G be a locally compact
abelian group, and let μ be a measure on G absolutely continuous with respect
to Haar measure mG. Then

μ̂(χ) =
∫

G

χ(g) dμ(t) → 0

as χ → ∞∗.

∗ A sequence χn → ∞ if for any compact set K ⊆ bG there exists N = N(K) for which

n � N =⇒ χn /∈ K.
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The Riemann–Lebesgue lemma generalizes to absolutely continuous mea-
sures with respect to any sufficiently smooth measure.

Lemma C.16. Let ν be a finite measure on S
1, and assume that

∫

e2πint dν(t) → 0

as |n| → ∞. Then for any finite measure μ that is absolutely continuous with
respect to ν, ∫

e2πint dμ

dν
dν(t) → 0

as |n| → ∞.

Notes to Appendix C

(115)(Page 429) Given a topological space (X, T ), points x and y are said to be topolog-

ically indistinguishable if for any open set U ∈ T we have x ∈ U if and only if y ∈ U
(they have the same neighborhoods). The space is said to be T0 or Kolmogorov if distinct

points are always topologically distinguishable. This is the weakest of a hierarchy of topo-
logical separation axioms; for topological groups many of these collapse to the following

natural property: the space is T2 or Hausdorff if distinct points always have some distinct
neighborhoods.
(116)(Page 430) A topological group is metrizable if and only if every point has a countable
basis of neighborhoods (this was shown by Kakutani [170] and Birkhoff [34]) and has a

metric invariant under all translations if there is a countable basis {Vn} at the identity
with xVnx−1 = Vn for all n (see Hewitt and Ross [151, p. 79]).
(117)(Page 430) This explicit construction of a left-invariant metric on GLn(C) is due to
Kakutani [170] and von Dantzig [64].
(118)(Page 431) Haar’s original proof appears in his paper [130]; more accessible treatments
may be found in the books of Folland [94], Weil [377] or Hewitt and Ross [151]. The

important lecture notes of von Neumann from 1940–41, when he developed much of the
theory from a new perspective, have now been edited and made available by the American

Mathematical Society [269].
(119)(Page 432) This result was announced in part in a note by Weil [376] and then complete

proofs were given by Kodaira [206]; these results were later sharpened by Mackey [239].
(120)(Page 432) This observation is due to Halmos [134], who determined when Haar mea-
sure is ergodic, and accounts for the special role of compact group automorphisms as dis-

tinguished examples of measure-preserving transformations in ergodic theory. The proof is
straightforward: the measure defined by μ(A) = mG(φ−1A) is also a translation-invariant

probability measure defined on the Borel sets, so μ = mG.
(121)(Page 432) For example, if G and H are locally compact groups and G has a countable

basis for its topology then any measurable homomorphism φ : H → G is continuous
(Mackey [240]); in any locally compact group, for any compact set A with positive Haar

measure, the set AA−1 contains a neighborhood of the identity; if H ⊆ G is closed under
multiplication and conull then H = G.
(122)(Page 433) The theory described in this section is normally called Pontryagin duality or
Pontryagin–von Kampen duality; the original sources are the book of Pontryagin [293] and

the papers of van Kampen [181]. More accessible treatments may be found in Folland [94],
Weil [377], Rudin [322] or Hewitt and Ross [151].
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(123)(Page 435) This result is due to Herglotz [148] for functions on Z, to Bochner [37]
for R, and to Weil [377] for locally compact abelian groups; accessible sources include the

later translation [38] and Folland [94].
(124)(Page 438) Riemann [310] proved that the Fourier coefficients of a Riemann integrable

periodic function converge to zero, and this was extended by Lebesgue [219]. The finite
Borel measures on T with bμ(n) → 0 as |n| → ∞ are the Rajchman measures; all absolutely

continuous measures are Rajchman measures but not conversely. Menshov, in his con-
struction of a Lebesgue null set of multiplicity, constructed a singular Rajchman measure

in 1916 by modifying the natural measure on the Cantor middle-third set (though notice
that the Cantor–Lebesgue measure ν on the middle-third Cantor set has bν(n) = bν(3n),

so is a continuous measure that is not Rajchman). Riesz raised the question of whether
a Rajchman measure must be continuous, and this was proved by Neder in 1920. Wiener

gave a complete characterization of continuous measures by showing that ν is continuous
if and only if 1

2n+1

Pn
k=−n |bμ(k)| → 0 as n → ∞. A convenient account is the survey by

Lyons [238].



Hints for Selected Exercises

Exercise 2.1.5 (p. 20): For (a) use a one-sided full shift.

Exercise 2.4.2 (p. 32): Recall from Exercise 2.1.1 that the spaces themselves
are isomorphic. Try to do this directly, but if all else fails look at it again
using the material from Sect. 2.7.

Exercise 2.4.4 (p. 32): Use the fact that the kernel of An − I on the torus
only contains points with rational coordinates.

Exercise 2.5.5 (p. 36): Apply the uniform mean ergodic theorem to the inner
product 〈Un

T χB , χB〉 and notice that
∫

PT (χB) dμ > 0 since the projection
onto the constants already has this property.

Exercise 2.6.3 (p. 48): This is an easy consequence of a later formulation
of the ergodic theorem, described in Theorem 6.1. Try to prove it directly.

Exercise 2.7.1 (p. 52): Fix some B with 0 < μ(B) < 1, and use the Baire
category theorem to find A.

Exercise 2.7.8 (p. 53): Prove, and then use, the polarization identity

4 〈Un
T f, g〉 = 〈Un

T (f + g), f + g〉 + i 〈Un
T (f + ig), f + ig〉

− 〈Un
T (f − g), f − g〉 − i 〈Un

T (f − ig), f − ig〉 .

Exercise 2.7.10 (p. 53): Fix A ∈ B and consider the closed linear sub-
space M of L2

μ containing the constant functions and {Un
T χA | n ∈ Z}. Prove

that
〈

Un
T χA, Uk

T χA

〉

→ μ(A)2

as n → ∞, and then decompose each function f ∈ L2
μ into f1+f2 with f1 ∈ M

and f2 ∈ M⊥.

Exercise 2.7.13 (p. 54): For (a) and (b) recall that smoothness corresponds
to polynomially rapid decay of Fourier coefficients. For (b) diagonalize the

M. Einsiedler, T. Ward, Ergodic Theory, Graduate Texts in Mathematics 259,
DOI 10.1007/978-0-85729-021-2, © Springer-Verlag London Limited 2011
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matrix A = ( 0 1
1 1 ) defining the automorphism, and show that for any integer

point in Z
2 the product of the coordinates when expressed in the diagonalizing

coordinates is bounded from below. Then argue as in part (a).

Exercise 3.2.1 (p. 86): You will need to formulate the ergodic theorem
for the system (B,B|B, 1

μ(B)μ, T |B) for a T -invariant measurable set B of
positive measure.

Exercise 3.3.3 (p. 91): If |u− p
q | > 1 the statement is clear. Assume therefore

that |u − p
q | � 1 and try to find upper and lower bounds for the size of

|f(u) − f(p
q )|,

where f ∈ Z[t] is the minimal polynomial of u.

Exercise 4.2.1 (p. 104): Use Zorn’s lemma for (c).

Exercise 4.4.1 (p. 117): For part (c), notice that it is enough to find a
point x ∈ T with the property that

(
1
N

∑N−1
n=0 f(Tn

2 x)
)

N�1
does not converge

for some f ∈ C(T).

Exercise 5.3.2 (p. 144): Assume there is no such set, consider what that
implies about the collection of ε-balls around a dense set of points in X, and
deduce a contradiction of aperiodicity.

Exercise 6.5.2 (p. 168): Let (X, BX , μ, T ) be ergodic, let (Y, BY , ν, S)
have S = IY , and let λ ∈ J(X,Y). Write Pλ : L2

μ → L2
ν for the operator

defined by
f �→ PL2

ν
(f ⊗ 1)

where (f ⊗ g)(x, y) = f(x)g(y), and show that for f ∈ L2
μ, Pλ(f) is constant

almost everywhere. Then show that for g ∈ L2
ν ,

∫

f ⊗ g dλ =
∫

f dμ

∫

g dν,

and deduce that λ is product measure.

Exercise 6.5.4 (p. 168): Let ρ be a joining, and notice that

L2
ν(Y ) ⊆ L2

ρ(X × Y ).

If f is an eigenfunction for S, then Eρ(f
∣
∣BX) is an eigenfunction for T .

Exercise 7.1.1 (p. 174): This is a simple instance of a wide-ranging compact-
ness principle in Ramsey theory. One direction is immediate; for the reverse
assume that there are r-colorings of [0, N ] with no monochrome arithmetic
progression of length �. Extend each of these colorings to all of N arbitrar-
ily, and then show that a limit point of those r-colorings of N (viewed as
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maps N → {1, . . . , r}) defines an r-coloring of N with no monochrome arith-
metic progression of length �.

Exercise 7.1.2 (p. 174): This is discussed in detail in [125, Chap. 2], where
it is shown that we may take N(3, 2) = 325.

Exercise 7.2.2 (p. 178): This is a difficult result, and you should expect to
need to consult the references (see, for example the book of Petersen [282,
Sec. 4.3]). Prove it first for k = 1, and start by using Zorn’s Lemma to
show that (X,T ) must contain a non-empty minimal set (see Exercise 4.2.1
on p. 104). Then use induction on the length k, and express the property in
terms of the action of the map T×T 2×· · ·×T k on the diagonal in X×· · ·×X.

Exercise 8.6.2 (p. 266): If the group is not unimodular, show that there is
an element a of G for which the Haar measure of B1(e)an grows exponentially
in n. On the other hand, use property (D) and the inclusion

B1(e)an ⊆ B1+nd(a,e)(e)

to derive a contradiction.

Exercise 8.8.2 (p. 274): Define X = X × G
N

, where G = G ∪ {∞} is the
one-point compactification of G, use μ0 × νN and the transformation

T (x, (gn)n�1) = (g1.x, (gn+1)n�1) .

Exercise 9.1.1 (p. 282): Given y1 > y0 > 0 show that there are con-
stants c0, c1 with

c0‖ · ‖2 � ‖ · ‖z � c1‖ · ‖2

for z = x + iy with y0 < y < y1.

Exercise 9.3.4 (p. 305): For part (c) use Furstenberg’s theorem (Theo-
rem 4.21).

Exercise 9.4.2 (p. 313): Use Proposition 9.20.

Exercise 9.4.3 (p. 313): Use the one-parameter subgroups that were men-
tioned on p. 311.

Exercise 9.4.4 (p. 314): This is equivalent to a careful interpretation of
Fig. H.1 (and the argument is similar to the proof of Lemma 11.11).

Exercise 11.2.1 (p. 362): Let τ1, . . . , τ4 be the four rotations by an angle
of π around the centers of the four edges of the regular four-gon D, and
let γ1, . . . , γ4 be the four counter-clockwise rotations by an angle of π

3 at the
four vertices of D. The existence of the tiling (and the corresponding lattice)
reduces to the claim that the interior of D does not intersect the image η(D),
where η is a word in τ1, . . . , τ4, γ1, . . . , γ4, unless η(D) = D.

To prove this claim, associate to the word η the closed path that starts
at the center of the D and moves from there to the center of an image
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Fig. H.1 Using the action to show that PSL2(Z) is a free product

Fig. H.2 The tiling constructed in Lemma 11.12

of D under τi or γj and so on, until it reaches the center of η(D). If, for
example, the word η starts with γ2

1 we let the path go from the center of D
to the center of γ2

1(D) in such a way that the path stays in the union of
the interior of D, the interior of γ2

1(D), and the vertex where these two
four-gons touch (see Fig. H.2). Depending on how the word η continues, we
then let the path continue in a similar fashion. We can also reverse this
procedure, for a piecewise analytic path connecting the center of D to itself
we can attach a word η′ and a corresponding image η′(D) of D. Now show
that the image η′(D) remains unchanged under homotopies, and conclude
that η(D) = D as H is simply connected.

Exercise 11.2.3 (p. 363): Identify the geometric consequences of the fact
that Vx acts via the map z �→ z

txz+1 conjugated by the translation z �→ z +x.

Exercise 11.4.1 (p. 377): Choose j0 ∈ {1, . . . , r − 1} with

‖Adgj0,n ‖ � ‖Adgj,n ‖
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for j = 1, . . . , r − 1, and choose vn of size about

‖Adgj0,n ‖−1

such that Adgj0,n vn converges to a non-zero element.

Exercise 11.5.1 (p. 388): Suppose that u = u−(1) ∈ U−. Observe that
for an Ru-invariant measure μ the measure

∫ 1

0

(

Ru−(s)

)

∗ μds is invariant
under U−.

Exercise 11.5.2 (p. 388): Use Lemma 11.29 and the argument in the proof
of Proposition 11.30.

Exercise 11.5.3 (p. 388): Analyze the proof of Theorem 11.27.

Exercise 11.6.2 (p. 397): Suppose that gn ∈ G(R) and g ∈ SLn(R)
have the property that SLn(Z)gn → SLn(Z)g as n → ∞. Then there
exists γn ∈ SLn(Z) such that γngn → g. Now study the rational vec-
tors ρ(γn)v = ρ(γngn)v ⊆ Q

N , their denominators, and their convergence
properties.

Exercise 11.6.3 (p. 398): For (g), use the fact that G(R) does not change
the quadratic form a2 − 7b2 + c2 − 7d2 for (a, b, c, d) ∈ R

4 and that for an
integer vector (a, b, c, d) the form vanishes only if a = b = c = d = 0.
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47. G. Cantor, ‘Über eine Eigenschaft des Ingebriffes aller reelen algebraischen Zahlen’,
J. Reine Angew. Math. 77 (1874), 258–262.
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58. J.-P. Conze and E. Lesigne, ‘Sur un théorème ergodique pour des mesures diagonales’,
C. R. Acad. Sci. Paris Sér. I Math. 306 (1988), no. 12, 491–493.
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132. H. Hahn, ‘Über lineare Gleichungssysteme in linearen Räumen’, J. Reine Angew.
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38 (1937), no. 1, 65–113.
215. L. Kuipers and H. Niederreiter, Uniform distribution of sequences (Wiley-Interscience

[John Wiley & Sons], New York, 1974). Pure and Applied Mathematics.
216. A. G. Kurosh, The theory of groups (Chelsea Publishing Co., New York, 1960).

Translated from the Russian and edited by K. A. Hirsch. 2nd English ed. 2 volumes.
217. R. Kuz’min, ‘Sur un problème de Gauss’, C. R. Acad. Sc. URSS 1928 (1928), 375–

380 (Russian).



456 References
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H. Poincaré 6 (1936), no. 2, 153–184.
228. P. Lévy, Processus stochastiques et mouvement brownien, in Les Grands Clas-

siques Gauthier-Villars. [Gauthier-Villars Great Classics] (Éditions Jacques Gabay,
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transformations of (X, B, μ),

231

g∗, group action on measures, 232

M G(X), set of G-invariant measures, 232

gn → ∞, going to infinity in a group, 232

e1, e2, standard basis of R2, 236

X•
••

, Ledrappier’s example, 236

[K :L], minimal number of left

translates gL of L needed to
cover K, 243

mod(·), modular function on a group, 248

Homeo(X), set of homeomorphisms of a
compact topological space X,

252

Ug , induced unitary representation for a
group action, 255

(P), property that a metric on a group is
proper, 260

(D), doubling property of metric balls in a
group, 260

(F), Følner property of metric balls in a
group, 260

Im(·), image of map or operator, 267

H, hyperbolic plane, 277

TH, tangent bundle to H, 277

TzH, tangent plane to H at z, 277

D, derivative, 277

〈·, ·〉z , inner product at z, 278

L(φ), length of piecewise smooth curve φ,

278

SL2(R), special linear group, 279

PSL2(R), projective special linear group,

279

PSO(2), projective special orthogonal
group, 280

SO(2), special orthogonal group, 280

T1H, unit tangent bundle of H, 281

U±, u±, horospherical subgroups and

elements, 287

Matdd(R), d × d matrices over R, 288

SLd(R), group of real matrices with

determinant 1, 289

GL(V ), group of automorphisms of vector
space V , 289

TG, tangent bundle to closed linear
group G, 289

tr(v), trace of matrix v, 290

g, Lie algebra of closed linear group G, 291

G0, connected component of the identity

in G, 294

sld(R), Lie algebra of SLd(R), 295

Eij , element of standard basis of matrices

in Matdd(R), 295

TgG, tangent space to closed linear
group G at g, 295

Lg , left translation, 296

Rg , left translation, 297

mX , measure on quotient space induced by

Haar measure, 311

[g, h], commutator of g and h, 313

[G, G], commutator subgroup of G, 313

X2, the space PSL2(Z)\PSL2(R), 317

GL2(Z), integer matrices of
determinant ±1, 327

Hn, (2n + 1)-dimensional real Heisenberg

group, 342

G(ab), abelianization of G, 344

Γ (N), principal congruence lattice, 358

Γ0(2), example of a congruence lattice
in SL2(Z), 358
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L2
0, square-integrable functions with

integral zero, 366

BG
δ , BG

δ (I), metric open ball around the
identity in G, 366

U−
g , U+

g , stable and unstable horospherical
subgroup, 367

m	
G, mr

G, left- and right-invariant Haar
measure, 385

Xn, the space SLn(Z)\SLn(R), 390
P(X), collection of all subsets of X, 403

L p
μ , p-integrable measurable functions, 408

Lp
μ, equivalence classes of elements of L p

μ ,

408
Bμ, completion of B with respect to μ,

411

�p, space of sequences with finite p norm,
417

B(E, F ), normed space of bounded linear
maps E → F , 419

σoperator(T ), spectrum of an operator, 420
μf , spectral measure associated to f , 420

C(X)∗, dual of C(X), 422
T∗, map on measures induced by T , 424

〈g, χ〉, pairing between g ∈ G and
character χ ∈ bG, 434

bf , Fourier transform of f , 434
B(G), functions on a locally compact

group with a representation as
an integral over characters, 435

H⊥, annihilator of closed subgroup, 437
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abelianization, 344

absolutely continuous measure, 123, 409

action

continuous, 231

of a group, 231

properly discontinuous, 348

adjoint

operator, 29

representation, 297

Alaoglu’s theorem (Theorem B.6), 268, 421

algebra, 403

almost

-periodic, 67, 200

disjoint, 307

invariant, 24

amenable, 251

‘ax + b’-group, 254

group, 251

abelian, 252

compact, 253

invariant measure, 252

mean ergodic theorem, 257

pointwise ergodic theorem, 257

SL2(R) is not, 232

Heisenberg group, 254

annihilator, 437

AP, 200

aperiodic, 65, 144

approximable

badly, 87

golden mean, 88

quadratic irrational, 90

very well, 91

arithmetic lattice, 358

associated unitary operator, 29

atom, 136

conditional measure, 144

ergodic decomposition, 137

measurability, 142

null sets, 136

‘ax + b’-group

amenable, 254, 433

not unimodular, 254, 433

badly approximable, 6, 87

quadratic irrational (Corollary 3.14),
90

ball model of hyperbolic plane, 361

Banach

algebra, 420

space, 408, 417

mean ergodic theorem, 66

open mapping theorem, 419

separable, 412

upper density, 171

Erdős–Turán conjecture, 171

Bernoulli

automorphism, 18

measure, 103, 329

shift, 17, 18

ergodic, 25

mixing of all orders

(Exercise 2.7.9), 53

multiple recurrence, 176

non-invertible theory, 68

bi-invariant metric, 430

Birkhoff

ergodic theorem (Theorem 2.30), 44

recurrence theorem (Exercise 4.2.2),

104

Borel

σ-algebra, 15, 126, 128, 134, 406, 411

–Cantelli lemma, 132, 405
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and pointwise convergence along a
subsequence, 408

normal number theorem, 2, 82

probability measure, 15, 97

probability space, ix, 134, 411

constraint on complexity
of σ-algebras, 141

space, 134

bundle, 333

ceiling function, 322

character, 312, 434

modular function, 312, 431

characteristic factor, 228

degree, 229

nilmanifold, 228

Choquet

ergodic decomposition, 154

representation theorem, 103, 154, 272

simplex, 103

all arise, 119

circle, viii

doubling map, 14

ergodic, 27

invertible extension, 20

rotation, 14

disjoint (Exercise 6.5.1), 168

equidistributed, 112

not weak-mixing, 51

uniquely ergodic, 2, 107

closed linear group, 288

adjoint representation, 297

discrete subgroup, 301, 365

exponential map, 290

left-invariant metric, 297

left-invariant metric on a subgroup,

300

logarithm map, 290

subgroup, 300

topology, 298

cocompact lattice, 378

uniform, 307

coloring, 172, 210, 442

compactness, 442

commutator, 313, 331

subgroup, 313, 332, 343

compact

extension, 200

dichotomy, 202

group

action, 254

amenable, 253

dual, 161

endomorphism, 15

rotation, 161

operator, 197, 204, 420

kernel, 420

complete

Banach space, 417

function space (Theorem A.23), 412

function spaces

ergodic theorem, 66

measure space, 406

normed space, 418

orthonormal basis, 437

sequence space, 418

completely independent, 132

conditional

expectation, 121

continuity, 125

existence, 123

functoriality, 148

measure, 133, 164

existence for Borel probability

spaces, 135

geometric characterization
(Proposition 5.19), 142

congruence lattice, 358

conjugacy, 65

topological, 102

conjugate, 365

continued fraction, 7, 69

badly approximable, 87

convergents, 72, 79

convergents are optimal, 73

in terms of 2 × 2 matrices, 70

map, 76

as a homeomorphism, 86

as an extension, 94

ergodic, 79, 323

invertible extension, 91

normal number, 94

partial quotient, 70

recursion for convergents, 71

typical behavior of digits, 82

uniqueness, 75

very well approximable, 91

continuous

group action, 231

map

ergodic decomposition, 118

invariant measure, 97, 99

invertible extension, 102

minimal, 104, 119

unique ergodicity, 105

spectrum, 421

weak mixing, 51

conull set, 135
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convex

Choquet theorem, 103

combination

of measures, 98

function, 185

set of measures, 422

set of joinings, 159

subset of M (X), 98

van der Corput lemma, 184, 187, 229

countably-generated σ-algebra, 135

covolume, 390

cusps, 357

as equivalence classes, 357

cylinder set, 17, 18, 25, 179, 236, 242

decreasing martingale theorem, 129

density, 22

Banach upper, 171

integer sequence, 50

Lebesgue, 126, 412

point, 413

subsets of Zd, 227

uniform, 113

upper, 4, 23, 180

diagonal measure, 373

Dirichlet

principle, 75

region, 349, 357, 380

and uniform lattices, 356

theorem, 94

discrete spectrum, 161

group rotation (Exercise 6.4.1), 163

theorem (Theorem 6.13), 162

disintegration of a measure, 136

disjoint, 163

circle rotations, 168

displacement, 337

division algebra (quaternion), 398

dominated convergence theorem

(Theorem A.18), 411

Doob’s inequality (Lemma 5.6), 127

doubling property, 260

dual group, 161

Pontryagin theorem, 161

eigenvalue, 50

elliptic element of SL2(R), 365

ε-dense, 26, 200, 204

equidistribution, 2, 110

circle rotation, 112

rate, 118

generic point, 113

horocycle orbit, 347, 388

unique ergodicity, 114

Weyl’s criterion, 111

Weyl’s theorem, 4, 114, 183

equivalent measures, 410

ergodic, 23

average, 34

Bernoulli shift, 25

circle rotation, 26, 30

continued fraction map, 79, 323

decomposition, 103, 154

atom, 137

example, 107

group actions, 266

disjoint from identity, 168

group

action, 232

endomorphism, 31

rotation, 108, 161

in terms of invariant Lp functions, 28

in terms of invariant measurable
functions, 23

maximal theorem, 37

measures, 99

are mutually singular, 101

are not closed, 102

as extreme points, 99, 234

dense in the space of all measures,

103

for group actions, 266

possible etymology, 11

preserved by isomorphism, 27

simple eigenvalues, 160

theorem

along squares, 118

Banach space, 66

Birkhoff (Theorem 2.30), 44

conditional expectation

(Theorem 6.1), 153

flow, 257

for infinite integral, 86

for permutations (Exercise 2.6.1),
47

local, 259

mean (Theorem 2.21), 11, 32

von Neumann (Theorem 2.21), 32

pointwise (Theorem 2.30), 11, 44

pointwise for group action, 264

uniform mean, 36

topologically, 104

toral endomorphism, 31

totally, 181

spectral characterization, 187

unique, 105

unitary property, 29

expectation
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conditional, 121

continuity, 125

existence, 123

exponential map, 289

locally invertible, 291

one-parameter subgroup, 290

extension, 17, 199

compact, 200

dichotomy, 202

SZ property, 208

relatively weak-mixing

dichotomy, 202

non-ergodic, 201

products, 223

trivial, 17

factor, 156

Kronecker, 160

map, 16, 157

non-trivial, 17

from a system to itself, 20

topological, 102

trivial, 17

Fatou’s lemma (Theorem A.17), 177, 411

fiber, 333

finitely additive, 404

flow, 257, 320

built under a function

ergodicity, 322

built under a function, 321

ceiling function, 322

fiber, 322

ergodic theorem, 257

Følner sequence, 251

forward measurable, 68

Fourier

coefficients, 161

transform, 434, 435

inverse, 435

free product, 310

Fubini’s theorem, 409

Fuchsian group, 307

Dirichlet region, 348, 349

properly discontinuous, 348

fundamental domain, 14, 307

Dirichlet region, 349

open, 348

strict, 307

well-defined volume, 312

Furstenberg

correspondence principle, 178, 180

joinings, 169

Gauss

–Bonnet formula, 352, 360

map, 76

ergodic, 79, 323

invertible extension, 91

measure, 77

general linear group, 288

generator (existence), 11, 119

generic

measure-preserving transformation,

67

point, 113, 336

geodesic

flow, 277, 286

escape of mass, 389

shadowing lemma, 329

stable manifold, 287

unstable manifold, 288

return time function, 320

group

action, 231

continuous, 231, 232

ergodic, 232

ergodicity does not descend to
subgroups, 233

induced unitary representation, 255

invariant measure, 232

invariant set, 233

maximal ergodic theorem, 262

maximal inequality, 260

mixing, 233

mixing of all orders, 233

pointwise ergodic theorem, 264

rigid, 233

weak-mixing, 232

endomorphism

ergodic, 31

locally compact, 431

Haar measure, 243

modular function, 431

metrizable, 430

monothetic, 430

rotation

discrete spectrum (Exercise 6.4.1),

163

uniquely ergodic, 108

topological, 429

triangle inequality, 262

Haar measure, 161, 311

decomposition, 385

existence, 243

left, right, unimodular, 431

modular function, 431

Hahn–Banach theorem (Theorem B.1), 418
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Halmos–von-Neumann theorem
(Theorem 6.13), 162

harmonic analysis, 30

less amenable to generalization, 31

Hausdorff dimension, 7

Hecke triangle group, 362

Heisenberg group, 300, 331

(2n + 1)-dimensional, 342

amenable, 254

center, 332

commutator subgroup, 332

discrete subgroup, 303

nilrotation, 331

quotient, 331

unimodular, 254

Herglotz–Bochner theorem (Theorem C.9),
435

Hilbert–Schmidt operator, 67, 420

homogeneous space, 228

horocycle

flow, 287

equidistributed orbit, 388

invariant measure, 378

long periodic orbits
(Exercise 11.5.2), 388

minimal, 401

mixing of all orders, 401

non-divergence, 389

non-escape of mass, 388, 389

periodic orbits and compactness,

378

quantitative non-divergence, 389

uniquely ergodic, 378

stable and unstable flows, 311

horospherical subgroup

stable, unstable, 367

hyperbolic

area form, 306

element of SL2(R), 365

metric, 278

plane, 277

action of PSL2(R) is transitive, 280

ball model, 361

boundary, 278

geodesic curve, path, 283

geodesic flow, 286

minimizing path, 282

polygon, 352

regular, 361

Riemannian metric, 278

space

Hecke triangle group, 362

tiling, 362

volume form, 306

increasing martingale theorem
(Theorem 5.5), 126, 182

independent, 49

completely, 132

induced transformation, 61

ergodic, 61

infinite measure, 22

injectivity radius, 302

integrable function, 408

invariant

σ-algebra

Kronecker factor, 160

eigenspace, 29

function, 25

measurable set, 25

measure, 13, 32

characterized, 15

continuous maps, 97

convex combination, 100

ergodic decomposition, 103

ergodicity, 99

maps without any, 102

North–South map, 99

unique, 105

set for group action, 233

sets

σ-algebra, 153

sub-σ-algebra, 20, 156

subspace, 32

vectors, 372

inverse Fourier transform, 435

invertible extension, 20, 177, 178

continuous map, 102

mixing properties, 178, 235

universal property, 20

isometry, 29

between normed spaces, 419

isomorphism

measurable, 16

normed spaces, 419

theorem, 11

Jacobi identity, 293

Jacobian, 325

Jewett-Krieger theorem, 119

joining, 153

disjoint, 163

and factors (Exercise 6.3.3), 159

induced by an isomorphism, 164

relatively independent, 164, 201, 221

basic properties, 165

trivial, 158

Kac’s theorem (Theorem 2.44), 63
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Kakutani

induced transformation, 61

–Rokhlin lemma (Lemma 2.45), 63

fails for other sequences, 65

skyscraper, 62

Khinchin

–Lévy constant, 94

Three pearls of number theory, 229

constant, 94

Klein model, 401

Koopman operator, 29, 66, 420

Krieger’s theorem on existence of
generators, 11, 119

Kronecker

factor, 160, 228

system, 161, 199, 226

relatively compact orbits, 199

SZ property is syndetic, 190

SZ property, 189, 226

Kryloff–Bogoliouboff theorem
(Corollary 4.2), 98, 251, 252

analog for amenable groups, 252

Lagrange’s theorem (Theorem 3.13), 88

lattice, 12, 307

arithmetic, 358

congruence, 358

covolume, 390

forces unimodularity, 312

modular group, 307

principal congruence, 358

uniform, 307

unimodular, 390

law of the iterated logarithm, 66

Lebesgue

decomposition (Theorem A.14), 410

density point, 413

density theorem, 126, 412

space, 411, 412

Ledrappier’s example

mixing, 236, 242

not mixing on 3 sets, 238

Lie

algebra, 293

corresponding to subgroup, 300

determines G0, 294

bracket, 293

group, 228, 289

linear

functional, 418

group, see closed linear group

operator

bounded, continuous, 419

compact, 420

isometry, 419

spectrum, 420

Liouville

number

equidistribution rate, 118

number (Exercise 4.4.5), 118

theorem (Exercise 3.3.3), 91

Littlewood’s conjecture, 7

local ergodic theorem, 259

locally

compact abelian group, 433

annihilator, 437

character, 434

Fourier transform, 434

inversion theorem, 436

Parseval formula (Theorem C.8),

435

Plancherel transform, 435

Pontryagin duality, 437

solenoid, 438

compact group, 431

Haar measure, 431

modular function, 431

unimodular, 431

finite measure, 425

isomorphic, 379

logarithm map, 289, 290

lower central series, 343

Lusin’s theorem (Theorem A.20), 314, 411

Möbius transformation, 279, 284, 285, 308

Mahler’s compactness criterion, 390

martingale, 126

decreasing, 129

increasing, 126

relation to ergodic theorems, 151

matrix

coefficient, 367

coefficients, vanishing, 372

nilpotent, 370

unipotent, 370

Mautner phenomenon, 364, 369

unitary, 369

maximal

ergodic theorem, 37, 38

for group action, 262

inequality

analog for martingales, 127

for group action, 260

operator, 39

transformations, 38

mean ergodic theorem (Theorem 2.21), 32

uniform, 36

measurable
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forward, 68

function, 407

isomorphism, 16

rectangle, 406

measure

absolutely continuous, 409

concentrated, 404

conditional, 135

diagonal, 373

disintegration, 136

equivalent, 410

ergodic not closed, 102

Haar, 431

joining, 153

Lebesgue decomposition, 410

locally finite, 425

regular, 425

σ-finite, 404

singular, 410

space

complete, 406

stationary, 272

and random walks, 273

support, 28, 406

measure-preserving

flow, 257

system

disjoint, 163

ergodic disjoint from identity

(Exercise 6.5.2), 168

group action, 231

transformation, 13

transformation, 13

aperiodic, 65, 144

associated unitary, 28

Bernoulli shift, 17

circle rotation, 14

continued fraction, 76

continuous map, 98, 252

continuous spectrum, 51, 421

discrete spectrum, 161

ergodic, 23

extension, 17

factor, 156

forward, 68

group endomorphism, 15

invertible extension, 20, 177, 178

isomorphism, 16

mixing, 49

mixing on (k + 1) sets, k-fold, or
order k, 49

suspension, 64

universal property of invertible
extension, 20

weak-mixing, 50, 53

mild-mixing, 49, 274

minimal, 104

homeomorphism, 104

set, 104

mixing, 49

exponential rate for toral
endomorphisms

(Exercise 2.7.13), 54

group action, 233

descends to subgroups, 233

of all orders, 233

Ledrappier’s example, 236

mild, 49, 274

of all orders, 50, 274

in positive cones, 242

SL2(R)-actions, 373

on k + 1 sets, k-fold, or order k, 49

Rokhlin problem, 67

semigroup actions, 235

strong, 49

×2,×3 system, 242

weak, 49, 50

of all orders, 218

weak but not strong, 50

Möbius transformation, 284

modular

function, 312, 431

group, 307

lattice, 307

monothetic group, 160, 430

classification, 437

topological generator, 430

monotone

class, 404

class theorem (Theorem A.4), 404

convergence theorem
(Theorem A.16), 410

multiple recurrence, 175

SZ system, 176

Bernoulli shift, 176

circle rotation, 175

topological, 178

mutually singular, 101

von Neumann ergodic theorem
(Theorem 2.21), 32

nilmanifold, 228

nilpotent

group

2-step, 332

k-step, 343

lower central series, 343

matrix, 370
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nilrotation, 331, 333

linear drift, 337

non-ergodic, 341

uniquely ergodic, 334

nilsystem, 344

non-amenable group, 232

non-divergence, 389

non-escape of mass, 389

normed space, 417

Banach, 417

equivalent, isomorphic, 419

North–South map, 99, 232

in a non-amenable group, 232

one-parameter subgroup, 10

open mapping theorem, 419

Oppenheim’s conjecture, 5

orbit, 1

closure, 179

dense, 401

geodesic, 277, 389

horocycle, 388

periodic, 378, 379

orthogonality relations

compact group, 237, 434, 435

pairwise independent, 405

parabolic element of SL2(R), 365

Parseval formula, 435

partial quotient, 70

partition, 122

paths, 278

periodic, 3

permutation

cyclic, 47

ergodic theorem, 47

pigeon-hole principle, 21

ping-pong lemma, 359

Plancherel transform, 435

Poincaré

model, 401

recurrence (Theorem 2.11), 4, 21

finite, finitely additive, 22

pointwise ergodic theorem, 44

group action (Theorem 8.19), 264

polarization identity, 441

polynomial

equidistributed, 116

homogeneous, 5

horocycle orbit, 390

irrational, 114

recurrence, 180, 181

trigonometric, 109

Pontryagin duality, 437

positive

operator, 39

upper density, 4

positive-definite

function, 435

pre-periodic, 3

primitive vector, 392

principal congruence lattice, 358

pro-nilmanifold, 228

probability space, 134, 404

projective

space, 279

special linear group, 279

special orthogonal group, 280

proper

action, 288, 357

map, 289

metric, 260

properly discontinuous, 348

push-forward, 93, 357, 373

quadratic

form, 5

congruence obstruction, 8

indefinite, 6

integral, 8

non-degenerate, 6

rational, 6

irrational, 88

quantitative non-divergence, 389

quaternion division algebra, 398

R-split, 398

Radon–Nikodym

derivative, 100, 410

theorem (Theorem A.15), 410

Raghunathan conjecture, 9, 10, 401

rational spectrum, 181

recurrence

multiple, 175

SZ system, 176

Bernoulli shift, 176

circle rotation, 175

topological, 178

Poincaré, 21

recurrent point, 104

regular

measure, 406, 425

polygon, 361

relatively

compact orbits, 199

independent joining, 164, 201, 221,
223

basic properties, 165
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weak-mixing extension, 201

dichotomy, 202

non-ergodic, 201

product, 223

return time, 61

expected (Theorem 2.44), 63

function, 320

Riemann surface

genus two, 362

uniformization theorem, 362

Riemannian metric, 295, 297

Riesz representation theorem, 138, 422

rigid group action, 233

Rokhlin

problem, 67

tower, 64

base, height, residual set, 64

rotation

circle, 14

not weak-mixing, 51

uniquely ergodic, 2, 107

compact group

rigid, 235

quotient of nilpotent group, 331

torus

uniquely ergodic, 109

Roth theorem (Theorem 7.14)

Kronecker system, 194

orderly and chaotic parts, 193

Sárközy’s theorem (Theorem 7.9)

orderly and chaotic parts, 181

rational spectrum component, 181

totally ergodic component, 181

semi-algebra, 52, 403

shadowing lemma for geodesic flow, 329

shift

action, 236

Bernoulli, 17

map, 17

σ-algebra, 403

Borel, 406

completion, 412

countably-generated, 135

not countably-generated, 136, 156

product, 406

σ-finite measure, 404

simple

eigenvalue, 29, 160

function, 16, 407

simplex

all Choquet simplexes arise, 119

Choquet representation theorem, 103

simply transitive, 279

singular, 410

skew-product, 230

uniquely ergodic, 114

solenoid, 21, 438

special

flow, 321

linear group, 279

projective, 279

spectral

theorem (Theorem B.4), 59, 183, 420

spectrum

linear operator, 420

speed of a path, 278

stable

horospherical subgroup, 367

manifold, 287

stationary

measure, 272

and random walks, 273

stiff action, 275

substitution rule, 413

S-unit theorem, 239

and mixing, 240

fails in positive characteristic, 240

vanishing subsums, 239

support of a measure, 28, 406

suspension, 64

syndetic, 36, 175, 190, 192, 212

SZ property, 176

Kronecker systems, 189, 226

maximal factor, 216

property

compact extension, 207

relatively weak-mixing extension,
218, 224

system, 176

invertible extension, 177

limit of factors, 216

reduction to Borel probability
space, 177

reduction to ergodic case, 178

transfinite induction, 226

weak-mixing systems, 191

Szemerédi’s theorem, 4

consequence of multiple recurrence,

178

effective (Gowers’ theorem), 4
finite version, 178

finitistic, 5

polynomial, 227

tangent bundle, 295

concrete realization, 297

modular surface, 397
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unit, 281

tangent bundle

closed linear group, 468

Tietze–Urysohn extension lemma
(Theorem B.9), 422

tiling, 362

×2,×3 system is mixing of all orders, 239

topological

conjugacy, 102

dynamical system, 102

conjugate, 102

minimal, 104

ergodicity, 104

factor, 102

group, 429

bi-invariant metric, 430

Hausdorff, 429, 430

locally compact, 431

metrizable, 430

monothetic, 430

multiple recurrence, 178

space

Hausdorff, 428, 439

Kolmogorov, 439

normal, 428

T0, 439

T2, 439

vector space, 418

dual separates points, 425

linear functional, 418

linear map, 418

toral

endomorphism

ergodicity, 31

rate of mixing (Exercise 2.7.13), 54

rotation

unique ergodicity, 109

totally

bounded, 199

ergodic, 36, 181

component, 181

spectral characterization, 187

transitive, 279, 280

trivial

extension, factor, 17

joining (product), 158

σ-algebra, 202

ergodicity, 153

Tychonoff’s theorem (Theorem B.5), 421

uniformization theorem, 362

co-compact lattice, 401

uniformly

continuous, 418

discrete, 301

distributed, see equidistributed

unimodular, 248, 312, 313

‘ax + b’-group is not, 254, 433

forced by presence of a lattice, 312

GL2(R), 433

Heisenberg group, 254

lattice, 390

Mahler compactness criterion, 390

locally compact group, 431

SLd(R), 313

unipotent

matrix, 370

one-parameter subgroup, 10

unique ergodicity, 4, 105

circle rotation, 2, 107

equidistribution, 114

Furstenberg’s theorem, 114

group rotation, 108

horocycle flow, 378, 379

nilrotation, 334

toral rotation, 109

unitary

operator, 28, 29

eigenvalue, 50

spectral theorem (Theorem B.4),
420

property, 29

ergodicity, 29

representation, 366, 369

for group action, 255

Mautner phenomenon, 369

unstable

horospherical subgroup, 367

manifold, 288

Urysohn lemma, 428

vanishing of matrix coefficients
(Theorem 11.25), 372

vertex, 350

very well approximable, 91

Vitali covering lemma, 40, 261

integers (Corollary 2.28), 41

van der Waerden theorem (Theorem 7.1),

171, 172

weak

convergence, 187

mixing, 49, 50, 53

continuous spectrum, 51

equivalent formulations, 51

group action, 232

of all orders, 218, 219

SZ property, 191



General Index 481

mixing without strong mixing, 50
weak*

-compact, 98
-limit

of ergodic measures not ergodic,
102

of orbit measures, 328
-limit point, 98

-topology, 146
characterized in terms of functions,

sets, 423

definition, 423
metric, 134, 147, 423

Weyl equidistribution
criterion, 111

theorem (Theorem 1.4), 4, 114, 183,
201

zero-dimensional

group, 437
groups, and mixing, 274, 275

Zorn’s Lemma, 442, 443


	Cover
	Graduate Texts in Mathematics 259
	Ergodic Theory: with a view towards Number Theory
	Copyright
	9780857290205

	Preface
	Leitfaden
	Contents
	1 Motivation�������������������
	1.1 Examples of Ergodic Behavior���������������������������������������
	1.2 Equidistribution for Polynomials�������������������������������������������
	1.3 Szemerédi’s Theorem
	1.4 Indefinite Quadratic Forms and Oppenheim’s Conjecture����������������������������������������������������������������
	1.5 Littlewood’s Conjecture����������������������������������
	1.6 Integral Quadratic Forms�����������������������������������
	1.7 Dynamics on Homogeneous Spaces�����������������������������������������
	1.8 An Overview of Ergodic Theory����������������������������������������

	2 Ergodicity, Recurrence and Mixing
	2.1 Measure-Preserving Transformations���������������������������������������������
	2.2 Recurrence���������������������
	2.3 Ergodicity���������������������
	2.4 Associated Unitary Operators���������������������������������������
	2.5 The Mean Ergodic Theorem�����������������������������������
	2.6 Pointwise Ergodic Theorem������������������������������������
	2.6.1 The Maximal Ergodic Theorem����������������������������������������
	2.6.2 Maximal Ergodic Theorem via Maximal Inequality�����������������������������������������������������������
	2.6.3 Maximal Ergodic Theorem via a Covering Lemma���������������������������������������������������������
	2.6.4 The Pointwise Ergodic Theorem������������������������������������������
	2.6.5 Two Proo's of the Pointwise Ergodic Theorem�������������������������������������������������������������������������������������������������������������������������������������������������������������������

	2.7 Strong-Mixing and Weak-Mixing����������������������������������������
	2.8 Proof of Weak-Mixing Equivalences��������������������������������������������
	2.8.1 Continuous Spectrum and Weak-Mixing������������������������������������������������

	2.9 Induced Transformations����������������������������������

	3 Continued Fractions����������������������������
	3.1 Elementary Properties��������������������������������
	3.2 The Continued Fraction Map and the Gauss Measure�����������������������������������������������������������
	3.3 Badly Approximable Numbers�������������������������������������
	3.3.1 Lagrange’s Theorem�������������������������������

	3.4 Invertible Extension of the Continued Fraction Map�������������������������������������������������������������

	4 Invariant Measures for Continuous Maps�����������������������������������������������
	4.1 Existence of Invariant Measures������������������������������������������
	4.2 Ergodic Decomposition��������������������������������
	4.3 Unique Ergodicity����������������������������
	4.4 Measure Rigidity and Equidistribution������������������������������������������������
	4.4.1 Equidistribution on the Interval���������������������������������������������
	4.4.2 Equidistribution and Generic Points������������������������������������������������
	4.4.3 Equidistribution for Irrational Polynomials��������������������������������������������������������


	5 Conditional Measures and Algebras������������������������������������������
	5.1 Conditional Expectation����������������������������������
	5.2 Martingales����������������������
	5.3 Conditional Measures�������������������������������
	5.4 Algebras and Maps����������������������������

	6 Factors and Joinings�����������������������������
	6.1 The Ergodic Theorem and Decomposition Revisited����������������������������������������������������������
	6.2 Invariant Algebras and Factor Maps���������������������������������������������
	6.3 The Set of Joinings������������������������������
	6.4 Kronecker Systems����������������������������
	6.5 Constructing Joinings��������������������������������

	7 Furstenberg’s Proof of Szemerédi’s Theorem
	7.1 Van der Waerden��������������������������
	7.2 Multiple Recurrence������������������������������
	7.2.1 Reduction to an Invertible System����������������������������������������������
	7.2.2 Reduction to Borel Probability Spaces��������������������������������������������������
	7.2.3 Reduction to an Ergodic System�������������������������������������������

	7.3 Furstenberg Correspondence Principle�����������������������������������������������
	7.4 An Instance of Polynomial Recurrence�����������������������������������������������
	7.4.1 The van der Corput Lemma�������������������������������������

	7.5 Two Special Cases of Multiple Recurrence���������������������������������������������������
	7.5.1 Kronecker Systems������������������������������
	7.5.2 Weak-Mixing Systems��������������������������������

	7.6 Roth’s Theorem�������������������������
	7.6.1 Proof of Theorem 7.14 for a Kronecker System���������������������������������������������������������
	7.6.2 Reducing the General Case to the Kronecker Factor��������������������������������������������������������������

	7.7 Definitions����������������������
	7.8 Dichotomy Between Relatively Weak-Mixing and Compact Extensions��������������������������������������������������������������������������
	7.9 SZ for Compact Extensions������������������������������������
	7.9.1 SZ for Compact Extensions via van der Waerden����������������������������������������������������������
	7.9.2 A Second Proof���������������������������

	7.10 Chains of SZ Factors��������������������������������
	7.11 SZ for Relatively Weak-Mixing Extensions����������������������������������������������������
	7.12 Concluding the Proof��������������������������������
	7.13 Further Results in Ergodic Ramsey Theory����������������������������������������������������
	7.13.1 Other Furstenberg Ergodic Averages������������������������������������������������


	8 Actions of Locally Compact Groups������������������������������������������
	8.1 Ergodicity and Mixing��������������������������������
	8.2 Mixing for Commuting Automorphisms���������������������������������������������
	8.2.1 Ledrappier's "Three Dots" Example
	8.2.2 Mixing Properties of the x2, x3 System

	8.3 Haar Measure and Regular Representation��������������������������������������������������
	8.3.1 Measure-Theoretic Transitivity and Uniqueness����������������������������������������������������������

	8.4 Amenable Groups��������������������������
	8.4.1 Definition of Amenability and Existence of Invariant Measures��������������������������������������������������������������������������

	8.5 Mean Ergodic Theorem for Amenable Groups���������������������������������������������������
	8.6 Pointwise Ergodic Theorems and Polynomial Growth�����������������������������������������������������������
	8.6.1 Flows������������������
	8.6.2 Pointwise Ergodic Theorems for a Class of Groups�������������������������������������������������������������

	8.7 Ergodic Decomposition for Group Actions��������������������������������������������������
	8.8 Stationary Measures������������������������������

	9 Geodesic Flow on Quotients of the Hyperbolic Plane�����������������������������������������������������������
	9.1 The Hyperbolic Plane and the Isometric Action��������������������������������������������������������
	9.2 The Geodesic Flow and the Horocycle Flow���������������������������������������������������
	9.3 Closed Linear Groups and Left Invariant Riemannian Metric��������������������������������������������������������������������
	9.3.1 The Exponential Map and the Lie Algebra of a Closed Linear Group�����������������������������������������������������������������������������
	9.3.2 The Left-Invariant Riemannian Metric�������������������������������������������������
	9.3.3 Discrete Subgroups of Closed Linear Groups�������������������������������������������������������

	9.4 Dynamics on Quotients��������������������������������
	9.4.1 Hyperbolic Area and Fuchsian Groups������������������������������������������������
	9.4.2 Dynamics on Γ \ PSL_2(\mathbb{R})
	9.4.3 Lattices in Closed Linear Groups���������������������������������������������

	9.5 Hopf's Argument for Ergodicity of the Geodesic Flow
	9.6 Ergodicity of the Gauss Map��������������������������������������
	9.7 Invariant Measures and the Structure of Orbits���������������������������������������������������������
	9.7.1 Symbolic Coding����������������������������
	9.7.2 Measures Coming from Orbits����������������������������������������


	10 Nilrotation���������������������
	10.1 Rotations on the Quotient of the Heisenberg Group�������������������������������������������������������������
	10.2 The Nilrotation���������������������������
	10.3 First Proof of Theorem 10.1���������������������������������������
	10.4 Second Proof of Theorem 10.1����������������������������������������
	10.4.1 A Commutative Lemma; The Set K��������������������������������������������
	10.4.2 Studying Divergence; The Set X_1
	10.4.3 Combining Linear Divergence and the Maximal Ergodic Theorem�������������������������������������������������������������������������

	10.5 A Non-ergodic Nilrotation�������������������������������������
	10.6 The General Nilrotation�����������������������������������

	11 More Dynamics on Quotients of the Hyperbolic Plane������������������������������������������������������������
	11.1 Dirichlet Regions�����������������������������
	11.2 Examples of Lattices��������������������������������
	11.2.1 Arithmetic and Congruence Lattices in SL_2(\mathbb{R})
	11.2.2 A Concrete Principal Congruence Lattice of SL_2(\mathbb{R})
	11.2.3 Uniform Lattices������������������������������

	11.3 Unitary Representations, Mautner Phenomenon, and Ergodicity�����������������������������������������������������������������������
	11.3.1 Three Types of Actions������������������������������������
	11.3.2 Ergodicity������������������������
	11.3.3 Mautner Phenomenon for SL_2(\mathbb{R})

	11.4 Mixing and the Howe–Moore Theorem���������������������������������������������
	11.4.1 First Proof of Theorem 11.22������������������������������������������
	11.4.2 Vanishing of Matrix Coefficients for PSL_2(\mathbb{R})
	11.4.3 Second Proof of Theorem 11.22; Mixing of All Orders�����������������������������������������������������������������

	11.5 Rigidity of Invariant Measures for the Horocycle Flow�����������������������������������������������������������������
	11.5.1 Existence of Periodic Orbits; Geometric Characterization����������������������������������������������������������������������
	11.5.2 Proof of Measure Rigidity for the Horocycle Flow��������������������������������������������������������������

	11.6 Non-escape of Mass for Horocycle Orbits���������������������������������������������������
	11.6.1 The Space of Lattices and the Proof of Theorem 11.32 for X_2 = SL_2(\mathbb{Z})\ SL_2(\mathbb{R})
	11.6.2 Extension to the General Case�������������������������������������������

	11.7 Equidistribution of Horocycle Orbits������������������������������������������������

	Appendix A: Measure Theory���������������������������������
	A.1 Measure Spaces�������������������������
	A.2 Product Spaces�������������������������
	A.3 Measurable Functions�������������������������������
	A.4 Radon–Nikodym Derivatives������������������������������������
	A.5 Convergence Theorems�������������������������������
	A.6 Well-Behaved Measure Spaces��������������������������������������
	A.7 Lebesgue Density Theorem�����������������������������������
	A.8 Substitution Rule����������������������������

	Appendix B: Functional Analysis��������������������������������������
	B.1 Sequence Spaces��������������������������
	B.2 Linear Functionals�����������������������������
	B.3 Linear Operators���������������������������
	B.4 Continuous Functions�������������������������������
	B.5 Measures on Compact Metric Spaces��������������������������������������������
	B.6 Measures on Other Spaces�����������������������������������
	B.7 Vector-valued Integration������������������������������������

	Appendix C: Topological Groups�������������������������������������
	C.1 General Definitions������������������������������
	C.2 Haar Measure on Locally Compact Groups�������������������������������������������������
	C.3 Pontryagin Duality�����������������������������

	Hints for Selected Exercises�����������������������������������
	References�����������������
	Author Index�������������������
	Index of Notation������������������������
	General Index��������������������

