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Preface

Commutative algebra has developed in step with algebraic geometry and has
played an essential role as the foundation of algebraic geometry. On the other
hand, homological aspects of modern commutative algebra became a new and
important focus of research inspired by the work of Melvin Hochster. In 1975,
Richard Stanley [Sta75] proved affirmatively the upper bound conjecture for
spheres by using the theory of Cohen–Macaulay rings. This created another
new trend of commutative algebra, as it turned out that commutative algebra
supplies basic methods in the algebraic study of combinatorics on convex
polytopes and simplicial complexes. Stanley was the first to use concepts and
techniques from commutative algebra in a systematic way to study simplicial
complexes by considering the Hilbert function of Stanley–Reisner rings, whose
defining ideals are generated by squarefree monomials. Since then, the study of
squarefree monomial ideals from both the algebraic and combinatorial points
of view has become a very active area of research in commutative algebra.

In the late 1980s the theory of Gröbner bases came into fashion in many
branches of mathematics. Gröbner bases, together with initial ideals, provided
new methods. They have been used not only for computational purposes but
also to deduce theoretical results in commutative algebra and combinatorics.
For example, based on the fundamental work by Gel’fand, Kapranov, Zelevin-
sky and Sturmfels, far beyond the classical techniques in combinatorics, the
study of regular triangulations of a convex polytope by using suitable initial
ideals turned out to be a very successful approach, and, after the pioneering
work of Sturmfels [Stu90], the algebraic properties of determinantal ideals
have been explored by considering their initial ideal, which for a suitable
monomial order is a squarefree monomial ideal and hence is accessible to
powerful techniques.

At about the same time Galligo, Bayer and Stillman observed that generic
initial ideals have particularly nice combinatorial structures and provide a
basic tool for the combinatorial and computational study of the minimal free
resolution of a graded ideal of the polynomial ring. Algebraic shifting, which
was introduced by Kalai and which contributed to the modern development
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of enumerative combinatorics on simplicial complexes, can be discussed in the
frame of generic initial ideals.

The present monograph invites the reader to become acquainted with cur-
rent trends in combinatorial commutative algebra, with the main emphasis
on basic research into monomials and monomial ideals. Apart from a few
exceptions, where we refer to the books [BH98], [Kun08] and [Mat80], only
basic knowledge of commutative algebra is required to understand most of
the monograph. Part I is a self-contained introduction to the modern theory
of Gröbner bases and initial ideals. Its highlight is a quick introduction to
the theory of Gröbner bases (Chapter 2), and it also offers a detailed de-
scription of, and information about, generic initial ideals (Chapter 4). Part II
covers Hilbert functions and resolutions and some of the combinatorics related
to monomial ideals, including the Kruskal–Katona theorem and algebraic as-
pects of Alexander duality. In Part III we discuss combinatorial applications of
monomial ideals. The main topics include edge ideals of finite graphs, powers
of ideals, algebraic shifting theory and an introduction to polymatroids.

We now discuss the contents of the monograph in detail together with a
brief history of commutative algebra and combinatorics on monomials and
monomial ideals.

Chapter 1 summarizes fundamental material on monomial ideals. In par-
ticular, we consider the integral closure of monomial ideals, squarefree nor-
mally torsionfree ideals, squarefree monomial ideals and simplicial complexes,
Alexander duality and polarization of monomial ideals.

In Chapter 2 a short introduction to the main features of Gröbner basis
theory is given, including the Buchberger criterion and algorithm. These basic
facts are discussed in a comprehensive but compact form.

Chapter 3 presents one of the most fundamental results on initial ideals,
which says that the graded Betti numbers of the initial ideal in<(I) are greater
than or equal to the corresponding graded Betti numbers of I. This fact is
used again and again in this book, especially in shifting theory.

Chapter 4 concerns generic initial ideals. This theory plays an essential
role in the combinatorial applications considered in Part III. Therefore, for the
sake of completeness, we present in Chapter 4 the main theorems on generic
initial ideals together with their complete proofs. Generic initial ideals are
Borel-fixed. They belong to the more general class of Borel type ideals for
which various characterizations are given. Generic annihilator numbers and
extremal Betti numbers are introduced, and it is shown that extremal Betti
numbers are invariant under taking generic initial ideals.

Chapter 5 is devoted to establishing the theory of Gröbner bases in the
exterior algebra, and uses exterior techniques to give a proof of the Alexander
duality theorem which establishes isomorphisms between simplicial homology
and cohomology of a simplicial complex and its Alexander dual.

Chapter 6 offers basic material on combinatorics of monomial ideals. First
we recall the concepts of Hilbert functions and Hilbert polynomials, and their
relationship to the f -vector of a simplicial complex is explained. We study in
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detail the combinatorial characterization of Hilbert functions of graded ideals
due to Macaulay together with its squarefree analogue, the Kruskal–Katona
theorem, which describes the possible face numbers of simplicial complexes.
Lexsegment ideals as well as squarefree lexsegment ideals play the key role in
the discussion.

Chapter 7 discusses minimal free resolutions of monomial ideals. We derive
formulas for the graded Betti numbers of stable and squarefree stable ideals,
and use these formulas to deduce the Bigatti–Hulett theorem which says that
lexsegment ideals have the largest graded Betti numbers among all graded
ideals with the same Hilbert function. We also present the squarefree analogue
of the Bigatti–Hulett theorem, and give the comparison of Betti numbers over
the symmetric and exterior algebra.

Chapter 8 begins with Hochster’s formula to compute the graded Betti
numbers of Stanley–Reisner ideals and Reisner’s Cohen–Macaulay criterion
for simplicial complexes. Then the Eagon–Reiner theorem and variations of it
are discussed. In particular, ideals with linear quotients, componentwise linear
ideals, sequentially Cohen–Macaulay ideals and shellable simplicial complexes
are studied.

Chapter 9 deals with the algebraic aspects of Dirac’s theorem on chordal
graphs and the classification problem for Cohen–Macaulay graphs. First the
classification of bipartite Cohen–Macaulay graphs is given. Then unmixed
graphs are characterized and we present the result which says that a bipartite
graph is sequentially Cohen–Macaulay if and only if it is shellable. It follows
the classification of Cohen–Macaulay chordal graphs. Finally the relationship
between the Hilbert–Burch theorem and Dirac’s theorem on chordal graphs
is explained.

Chapter 10 is devoted to the study of powers of monomial ideals. We be-
gin with a brief introduction to toric ideals and Rees algebras, and present a
Gröbner basis criterion which guarantees that all powers of an ideal have a
linear resolution. As an application it is shown that all powers of monomial
ideals with 2-linear resolution have a linear resolution. Then the depth of pow-
ers of monomial ideals, and Mengerian and unimodular simplicial complexes
are considered.

Chapter 11 offers a self-contained and systematic presentation of modern
shifting theory from the viewpoint of generic initial ideals as well as of graded
Betti numbers. Combinatorial, exterior and symmetric shifting are introduced
and the comparison of the graded Betti numbers for the distinct shifting
operators is studied. It is shown that the extremal graded Betti numbers
of a simplicial complex and its symmetric and exterior shifted complex are
the same. Finally, super-extremal Betti numbers are considered to give an
algebraic proof of the Björner–Kalai theorem.

In Chapter 12 we consider discrete polymatroids and polymatroidal ideals.
After giving a short introduction to the combinatorics and geometry of discrete
polymatroids, the algebraic properties of its base ring are studied. We close
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Chapter 12 by presenting polymatroidal and weakly polymatroidal ideals,
which provide large classes of ideals with linear quotients.

It becomes apparent from the above detailed description of the topics
discussed in this monograph that the authors have chosen those combinatorial
topics which are strongly related to monomial ideals. Binomial ideals, toric
rings and convex polytopes are not the main topic of this book. We refer the
reader to Sturmfels [Stu96], Miller–Sturmfels [MS04] and Bruns–Gubeladze
[BG09]. We also do not discuss the pioneering work by Richard Stanley on
the upper bound conjecture for spheres. For this topic we refer the reader to
Bruns–Herzog [BH98], Hibi [Hib92] and Stanley [Sta95].

We have tried as much as possible to make our presentation self-contained,
and we believe that combinatorialists who are familiar with only basic materi-
als on commutative algebra will understand most of this book without having
to read other textbooks or research papers. However, for the convenience of
the reader who is not so familiar with commutative algebra and convex ge-
ometry we have added an appendix in which we explain some fundamental
algebraic and geometric concepts which are used in this book. In addition,
researchers working on applied mathematics who want to learn Gröbner basis
theory quickly as a basic tool for their work need only consult Chapter 2.
Since shifting theory is rather technical, the reader may skip Chapters 4–7
and 11 (which are required for the understanding of shifting theory) on a first
reading.

We conclude each chapter with a list of problems. They are intended to
complement and provide better understanding of the topics treated in each
chapter.

We are grateful to Viviana Ene and Rahim Zaare-Nahandi for their com-
ments and for suggesting corrections in some earlier drafts of this monograph.

Essen, Osaka Jürgen Herzog
February 2010 Takayuki Hibi
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Gröbner bases





1

Monomial Ideals

Monomials form a natural K-basis in the polynomial ring S = K[x1, . . . , xn]
defined over the field K. An ideal I which is generated by monomials, a so-
called monomial ideal, also has a K-basis of monomials. As a consequence, a
polynomial f belongs to I if and only if all monomials in f appearing with
a nonzero coefficient belong to I. This is one of the reasons why algebraic
operations with monomial ideals are easy to perform and are accessible to
combinatorial and convex geometric arguments. One may take advantage of
this fact when studying general ideals in S by considering its initial ideal with
respect to some monomial order.

1.1 Basic properties of monomial ideals

1.1.1 The K-basis of a monomial ideal

Let K be a field, and let S = K[x1, . . . , xn] be the polynomial ring in n
variables over K. Let R

n
+ denote the set of those vectors a = (a1, . . . , an) ∈ R

n

with each ai ≥ 0, and Z
n
+ = R

n
+ ∩Z

n. In addition, we denote as usual, the set
of positive integers by N.

Any product xa1
1 · · ·xan

n with ai ∈ Z+ is called a monomial. If u =
xa1

1 · · ·xan
n is a monomial, then we write u = xa with a = (a1, . . . , an) ∈ Z

n
+.

Thus the monomials in S correspond bijectively to the lattice points in R
n
+,

and we have
xaxb = xa+b.

The set Mon(S) of monomials of S is a K-basis of S. In other words, any
polynomial f ∈ S is a unique K-linear combination of monomials. Write

f =
∑

u∈Mon(S)

auu with au ∈ K.

Then we call the set

J. Herzog, T. Hibi, Monomial Ideals, Graduate Texts in Mathematics 260,
DOI 10.1007/978-0-85729-106-6 1, © Springer-Verlag London Limited 2011
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4 1 Monomial Ideals

supp(f) = {u ∈ Mon(S) : au �= 0}

the support of f .

Definition 1.1.1. An ideal I ⊂ S is called a monomial ideal if it is gener-
ated by monomials.

An important property of monomial ideals is given in the following.

Theorem 1.1.2. The set N of monomials belonging to I is a K-basis of I.

Proof. It is clear that the elements of N are linearly independent, as N is a
subset of Mon(S).

Let f ∈ I be an arbitrary polynomial. We will show that supp(f) ⊂ N .
This then yields that N is a system of generators of the K-vector space I.

Indeed, since f ∈ I, there exist monomials u1, . . . , um ∈ I and poly-
nomials f1, . . . , fm ∈ S such that f =

∑m
i=1 fiui. It follows that supp(f) ⊂⋃m

i=1 supp(fiui). Note that supp(fiui) ⊂ N for all i, since each v ∈ supp(fiui)
is of the form wui with w ∈ Mon(S), and hence belongs to I. It follows that
supp(f) ⊂ N , as desired. ��

Recall from basic commutative algebra that an ideal I ⊂ S is graded if,
whenever f ∈ I, all homogeneous components of f belong to I. Monomial
ideals can be characterized similarly.

Corollary 1.1.3. Let I ⊂ S be an ideal. The following conditions are equiv-
alent:

(a) I is a monomial ideal;
(b) for all f ∈ S one has: f ∈ I if and only if supp(f) ⊂ I.

Proof. (a) ⇒ (b) follows from Theorem 1.1.2.
(b) ⇒ (a): Let f1, . . . , fm be a set of generators of I. Since supp(fi) ⊂ I

for all i, it follows that
⋃m

i=1 supp(fi) is a set of monomial generators of I. ��

Let I ⊂ S be an ideal. We overline an element or a set to denote its image
modulo I.

Corollary 1.1.4. Let I be a monomial ideal. The residue classes of the mono-
mials not belonging to I form a K-basis of the residue class ring S/I.

Proof. Let W be the set of monomials not belonging to I. It is clear that W
is a set of generators of the K-vector space S/I. Suppose there is a non-trivial
linear combination ∑

w∈W
aww̄ = 0

of zero. Then f =
∑

w∈W aww ∈ I. Hence Corollary 1.1.3 implies that w ∈ I
for aw �= 0, a contradiction. ��



1.1 Basic properties of monomial ideals 5

1.1.2 Monomial generators

In any algebra course one learns that the polynomial ring S = K[x1, . . . , xn]
is Noetherian. This is Hilbert’s basis theorem. We will give a proof of this
theorem in the next chapter. Here we only need that any monomial ideal
is finitely generated. This is a direct consequence of Dickson’s lemma, also
proved in the next chapter.

The set of monomials which belong to I can be described as follows:

Proposition 1.1.5. Let {u1, . . . , um} be a monomial system of generators of
the monomial ideal I. Then the monomial v belongs to I if and only if there
exists a monomial w such that v = wui for some i.

Proof. Suppose that v ∈ I. Then there exist polynomials fi ∈ S such that
v =

∑m
i=1 fiui. It follows that v ∈

⋃m
i=1 supp(fiui), and hence v ∈ supp(fiui)

for some i. This implies that v = wui for some w ∈ supp(fi). The other
implication is trivial. ��

For a graded ideal all minimal sets of generators have the same cardinality.
For monomial ideals one even has:

Proposition 1.1.6. Each monomial ideal has a unique minimal monomial set
of generators. More precisely, let G denote the set of monomials in I which
are minimal with respect to divisibility. Then G is the unique minimal set of
monomial generators.

Proof. Let G1 = {u1, . . . , ur} and G2 = {v1, . . . , vs} be two minimal sets of
generators of the monomial ideal I. Since ui ∈ I, there exists vj such that
ui = w1vj for some monomial w1. Similarly there exists uk and a monomial
w2 such that vj = w2uk. It follows that ui = w1w2uk. Since G1 is a minimal
set of generators of I, we conclude that k = i and w1w2 = 1. In particular,
w1 = 1 and hence ui = vj ∈ G2. This shows that G1 ⊂ G2. By symmetry we
also have G2 ⊂ G1. ��

It is common to denote the unique minimal set of monomial generators of
the monomial ideal I by G(I).

1.1.3 The Z
n-grading

Let a ∈ Z
n; then f ∈ S is called homogeneous of degree a if f is of the

form cxa with c ∈ K. The polynomial ring S is obviously Z
n-graded with

graded components

Sa =
{

Kxa, if a ∈ Z
n
+,

0, otherwise.

An S-module M is called Z
n-graded if M =

⊕
a∈Zn Ma and SaMb ⊂ Ma+b

for all a,b ∈ Z
n.
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Let M , N be Z
n-graded S-modules. A module homomorphism ϕ : N →

M is called homogeneous module homomorphism if ϕ(Na) ⊂ Ma for all
a ∈ Z

n, and N is called a Z
n-graded submodule of M if N ⊂ M and the

inclusion map is homogeneous. In this case the factor module M/N inherits
a natural Z

n-grading with components (M/N)a = Ma/Na for all a ∈ Z
n.

Observe that an ideal I ⊂ S is a Z
n-graded submodule of S if and only if

it is a monomial ideal, in which case S/I is also naturally Z
n-graded.

1.2 Algebraic operations on monomial ideals

1.2.1 Standard algebraic operations

It is obvious that sums and products of monomial ideals are again monomial
ideals. Moreover, if I and J are monomial ideals, then G(I+J) ⊂ G(I)∪ G(J)
and G(IJ) ⊂ G(I)G(J).

Given two monomials u and v, we denote by gcd(u, v) the greatest common
divisor and by lcm(u, v) the least common multiple of u and v.

For the intersection of monomial ideals we have

Proposition 1.2.1. Let I and J be monomial ideals. Then I ∩ J is a mono-
mial ideal, and {lcm(u, v) : u ∈ G(I), v ∈ G(J)} is a set of generators of
I ∩ J .

Proof. Let f ∈ I ∩ J . By Corollary 1.1.3, supp(f) ⊂ I ∩ J . Again applying
Corollary 1.1.3 we see that I ∩ J is a monomial ideal.

Let w ∈ supp(f); then since supp(f) ⊂ I ∩ J , there exists u ∈ G(I)
and v ∈ G(J) such that u|w and v|w. It follows that lcm(u, v) divides w.
Since lcm(u, v) ∈ I ∩ J for all u ∈ G(I) and v ∈ G(J), we conclude that
{lcm(u, v) : u ∈ G(I), v ∈ G(J)} is indeed a set of generators of I ∩ J . ��

Let I, J ⊂ S be two ideals. The set

I : J = {f ∈ S: fg ∈ I for all g ∈ J}
is an ideal, called the colon ideal of I with respect to J .

Proposition 1.2.2. Let I and J be monomial ideals. Then I : J is a mono-
mial ideal, and

I : J =
⋂

v∈G(J)

I : (v).

Moreover, {u/ gcd(u, v) : u ∈ G(I)} is a set of generators of I : (v).

Proof. Let f ∈ I : J . Then fv ∈ I for all v ∈ G(J). In view of Corollary 1.1.3
we have supp(f)v = supp(fv) ⊂ I. This implies that supp(f) ⊂ I : J . Thus
Corollary 1.1.3 yields that I : J is a monomial ideal.

The given presentation of I : J as an intersection is obvious, and it is also
clear that {u/ gcd(u, v) : u ∈ G(I)} ⊂ I : (v). So now let w ∈ I : (v). Then
there exists u ∈ G(I) such that u divides wv. This implies that u/ gcd(u, v)
divides w, as desired. ��
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1.2.2 Saturation and radical

Let I ⊂ S be a graded ideal. We denote by m = (x1, . . . , xn) the graded
maximal ideal of S.

The saturation Ĩ of I is the ideal

I : m
∞ =

∞⋃

k=1

I : m
k,

while the ideal
√

I = {f ∈ S : fk ∈ I for some k} is called the radical of I.
The ideal I is called saturated if I = Ĩ and is called a radical ideal if

I =
√

I.

Proposition 1.2.3. The saturation and the radical of a monomial ideal are
again monomial ideals.

Proof. By Proposition 1.2.2, I : mk is a monomial ideal for all k. Since Ĩ is
the union of these ideals, it is a monomial ideal.

Let f = cxa1 + · · · ∈
√

I with 0 �= c ∈ K. Then fk ∈ I, and consequently
supp(fk) ⊂ I, since I is a monomial ideal. Let supp(f) = {xa1 , . . . ,xar}. The
convex hull of the set {a1, . . . ,ar} ⊂ R

n is a polytope. We may assume that a1

is a vertex of this polytope, in other words, a1 does not belong to the convex
hull of {a2, . . . ,ar}.

Assume (xa1)k = (xa1)k1(xa2)k2 · · · (xar )kr with k = k1 +k2 + · · ·+kr and
k1 < k. Then

a1 =
r∑

i=2

(ki/(k − k1))ai with
r∑

i=2

(ki/(k − k1)) = 1,

so a1 is not a vertex, a contradiction. It follows that the monomial (xa1)k

cannot cancel against other terms in fk and hence belongs to supp(fk), which
is a subset of I. Therefore xa1 ∈

√
I and f − cxa1 ∈

√
I. By induction on the

cardinality of supp(f) we conclude that supp(f) ⊂
√

I. Thus Corollary 1.1.3
implies that

√
I is a monomial ideal. ��

The radical of a monomial ideal I can be computed explicitly. A monomial
xa is called squarefree if the components of a are 0 or 1. Let u = xa be a
monomial. We set √

u =
∏

i,ai �=0

xi.

One has
√

u = u if and only if u is squarefree.

Proposition 1.2.4. Let I be a monomial ideal. Then {
√

u : u ∈ G(I)} is a
set of generators of

√
I.
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Proof. Obviously {
√

u : u ∈ G(I)} ⊂
√

I. Since
√

I is a monomial ideal it
suffices to show that each monomial v ∈

√
I is a multiple of some

√
u with

u ∈ G(I). In fact, if v ∈
√

I then vk ∈ I for some integer k ≥ 0, and therefore
vk = wu for some u ∈ G(I) and some monomial w. This yields the desired
conclusion. ��

A monomial ideal I is called a squarefree monomial idealif I is gen-
erated by squarefree monomials. As a consequence of Proposition 1.2.4 we
have

Corollary 1.2.5. A monomial ideal I is a radical ideal, that is, I =
√

I, if
and only if I is a squarefree monomial ideal.

1.3 Primary decomposition and associated prime ideals

1.3.1 Irreducible monomial ideals

A presentation of an ideal I as an intersection I =
⋂m

i=1 Qi of ideals is called
irredundant if none of the ideals Qi can be omitted in this presentation.

We have the following fundamental fact.

Theorem 1.3.1. Let I ⊂ S = K[x1, . . . , xn] be a monomial ideal. Then
I =

⋂m
i=1 Qi, where each Qi is generated by pure powers of the variables. In

other words, each Qi is of the form (xa1
i1

, . . . , xak
ik

). Moreover, an irredundant
presentation of this form is unique.

Proof. Let G(I) = {u1, . . . , ur}, and suppose some ui is not a pure power,
say u1. Then we can write u1 = vw where v and w are coprime monomials,
that is, gcd(v, w) = 1 and v �= 1 �= w. We claim that I = I1 ∩ I2 where
I1 = (v, u2, . . . , ur) and I2 = (w, u2, . . . , ur).

Obviously, I is contained in the intersection. Conversely, let u be a mono-
mial in I1 ∩ I2. If u is a multiple of one of the ui, then u ∈ I. If not, then u is
a multiple of v and of w, and hence of u1, since v and w are coprime. In any
case, u ∈ I.

If either G(I1) or G(I2) contains an element which is not a pure power, we
proceed as before and obtain after a finite number of steps a presentation of I
as an intersection of monomial ideals generated by pure powers. By omitting
those ideals which contain the intersection of the others we end up with an
irredundant intersection.

Let Q1 ∩ · · · ∩ Qr = Q′
1 ∩ · · · ∩ Q′

s two irredundant intersections of ideals
generated by pure powers. We will show that for each i ∈ [r] there exists
j ∈ [s] such that Q′

j ⊂ Qi. By symmetry we then also have that for each
k ∈ [s] there exists an � ∈ [r] such that Q� ⊂ Q′

k. This will then imply that
r = s and {Q1, . . . , Qr} = {Q′

1, . . . , Q
′
s}.
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In fact, let i ∈ [r]. We may assume that Qi = (xa1
1 , . . . , xak

k ). Suppose that
Q′

j �⊂ Qi for all j ∈ [s]. Then for each j there exists x
bj

�j
∈ Q′

j \ Qi. It follows
that either �j �∈ [k] or bj < a�j . Let

u = lcm{xb1
�1

, . . . , xbs

�s
}.

We have u ∈
⋂s

j=1 Q′
j ⊂ Qi. Therefore there exists i ∈ [k] such that xai

i

divides u. But this is obviously impossible. ��

A monomial ideal is called irreducible if it cannot be written as proper
intersection of two other monomial ideals. It is called reducible if it is not
irreducible.

Corollary 1.3.2. A monomial ideal is irreducible if and only if it is generated
by pure powers of the variables.

Proof. Let Q = (xa1
i1

, . . . , xak
ik

), and suppose Q = I∩J where I and J are mono-
mial ideals properly containing Q. By Theorem 1.3.1 we have I =

⋂r
i=1 Qi and

J =
⋂s

j=1 Q′
j where the Qi and Q′

j are generated by powers of the variables.
Thus we get the presentation

Q =
r⋂

i=1

Qi ∩
s⋂

j=1

Q′
j .

By omitting suitable ideals in the intersection on the right-hand side, we ob-
tain an irredundant presentation of Q. The uniqueness statement in Theorem
1.3.1 then implies that Q = Qi or Q = Q′

j for some i or j, a contradiction.
Conversely, if G(Q) contains a monomial u = vw with gcd(v, w) = 1 and

v �= 1 �= w, then, as in the proof of Theorem 1.3.1, Q can be written a proper
intersection of monomial ideals. ��

Theorem 1.3.1 in combination with Corollary 1.3.2 now says that each
monomial ideal has a unique presentation as an irredundant intersection of
irreducible monomial ideals.

The proof of Theorem 1.3.1 shows us how we can find such a presentation.
The following example illustrates the procedure.

Example 1.3.3. Let
I = (x2

1x2, x
2
1x

2
3, x

2
2, x2x

2
3).

Then

I = (x2
1, x

2
1x

2
3, x

2
2, x2x

2
3) ∩ (x2, x

2
1x

2
3, x

2
2, x2x

2
3) = (x2

1, x
2
2, x2x

2
3) ∩ (x2, x

2
1x

2
3)

= (x2
1, x

2
2, x2) ∩ (x2

1, x
2
2, x

2
3) ∩ (x2, x

2
1) ∩ (x2, x

2
3)

= (x2
1, x

2
2, x

2
3) ∩ (x2

1, x2) ∩ (x2, x
2
3).
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If I is a squarefree monomial ideal, the above procedure yields that the
irreducible monomial ideals appearing in the intersection of I are all of the
form (xi1 , . . . , xik

). These are obviously exactly the monomial prime ideals.
Thus we have shown

Corollary 1.3.4. A squarefree monomial ideal is an intersection of monomial
prime ideals.

Let R be a ring and I ⊂ R an ideal. A prime ideal P is called a minimal
prime ideal of I, if I ⊂ P and there is no prime ideal containing I which
is properly contained in P . We denote the set minimal prime ideals of I by
Min(I).

We recall the following general fact.

Lemma 1.3.5. Suppose I has irredundant presentation I = P1 ∩ · · · ∩ Pm as
an intersection of prime ideals. Then Min(I) = {P1, . . . , Pm}

Proof. Suppose Pi is not a minimal prime ideal of I. Then there exists a prime
ideal P with I ⊂ P , and P is properly contained in Pi. Since PjRPi = RPi

for i �= j and since localization commutes with intersections, it follows that
IRPi = PiRPi , contradicting the fact that PRPi contains IRPi and is properly
contained in PiRPi .

On the other hand, if P is a prime ideal containing I, then P1P2 · · ·Pm ⊂
P1 ∩ · · · ∩ Pp ⊂ P . So one of the Pi must be contained in P . Hence if P is a
minimal prime ideal of I, then P = Pi.

Combining Corollary 1.3.4 with Lemma 1.3.5 we obtain

Corollary 1.3.6. Let I ⊂ S be a squarefree monomial ideal. Then

I =
⋂

P∈Min(I)

P,

and each P ∈ Min(I) is a monomial prime ideal.

1.3.2 Primary decompositions

Let R be a Noetherian ring and M a finitely generated R-module. A prime
ideal P ⊂ R is called an associated prime ideal of M , if there exists an
element x ∈ M such that P = Ann(x). Here Ann(x) is the annihilator of x,
that is to say, Ann(x) = {a ∈ R: ax = 0}. The set of associated prime ideals
of M is denoted Ass(M).

A prime ideal P ⊂ R is called a minimal prime ideal of M , if MP �= 0,
and for each prime ideal Q properly contained in P one has MQ = 0. Observe
that P is minimal prime ideal of R/I if and only if I ⊂ P , and there is no
prime ideal I ⊂ Q which is properly contained in P . It is known that Ass(M)



1.3 Primary decomposition and associated prime ideals 11

is a finite set containing all minimal prime ideals of M . For this and other
basic properties of associated prime ideals we refer to Matsumura [Mat86].

Recall that an ideal I in a Noetherian ring R is P -primary, if Ass(R/I) =
{P}. In an abuse of notation, one often writes Ass(I) instead of Ass(R/I).

Proposition 1.3.7. The irreducible ideal (xa1
i1

, . . . , xak
ik

) is (xi1 , . . . , xik
)-pri-

mary.

Proof. Let Q = (xa1
i1

, . . . , xak
ik

) and P = (xi1 , . . . , xik
). Since P is a minimal

prime ideal of Q, it follows that P ∈ Ass(Q).
Notice that Pm ⊂ Q for m =

∑k
i=1 ai. Therefore P is the only minimal

prime ideal containing Q. Hence if P ′ is an associated prime ideal of Q, then
P ⊂ P ′.

We have P ′ = Q : (g) for some polynomial g. Suppose P ′ �= P . Then
P ′ contains a polynomial f with the property that none of the elements u ∈
supp(f) is divisible by the variables xij . Therefore f is regular on S/Q. Since
fg ∈ Q, we conclude that g ∈ Q and so Q : (g) = S, a contradiction. ��

A presentation of an ideal I as intersection I =
⋂r

i=1 Qi where each Qi is a
primary ideal is called a primary decomposition of I. Let {Pi} = Ass(Qi).
The primary decomposition is called irredundant primary decomposition
if none of the Qi can be omitted in this intersection and if Pi �= Pj for all i �= j.
If I =

⋂r
i=1 Qi is an irredundant primary decomposition of I, then the Qi is

called the Pi-primary components of I, and one has Ass(I) = {P1, . . . , Pr}.
Only the primary components belonging to the minimal prime ideals of I are
uniquely determined. Indeed, if P ∈ Ass(I) is a minimal prime ideal of I, then
the P -primary component of I is the kernel of the natural ring homomorphism
R → (R/I)P , see [Kun08].

Proposition 1.3.7 implies that the decomposition of an ideal into irreducible
ideals is a primary decomposition. But of course it may not be irredundant.
However, since an intersection of P -primary ideals is again P -primary we
may construct an irredundant primary decomposition of a monomial ideal I
from a presentation I =

⋂r
i=1 Qi as given in Theorem 1.3.1 by letting the

P -primary component of I be the intersection of all Qi with Ass(Qi) = {P}.
The following example illustrates this.

Example 1.3.8. The ideal I = (x3
1, x

3
2, x

2
1x

2
3, x1x2x

2
3, x

2
2x

2
3) has the irredundant

presentation as intersection of irreducible ideals

I = (x3
1, x

3
2, x

2
3) ∩ (x2

1, x2) ∩ (x1, x
2
2).

We have Ass(x2
1, x2) = Ass(x1, x

2
2) = {(x1, x2)}. Intersecting (x2

1, x2) and
(x1, x

2
2) we obtain the (x1, x2)-primary ideal (x2

1, x1x2, x
2
2) and hence the ir-

redundant primary decomposition

I = (x3
1, x

3
2, x

2
3) ∩ (x2

1, x1x2, x
2
2).
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Even though a primary decomposition of a monomial ideal I may not be
unique, the primary decomposition, obtained from an irredundant intersection
of irreducible ideals as described above, is unique. We call it the standard
primary decomposition of I.

From the standard primary decomposition we deduce immediately

Corollary 1.3.9. The associated prime ideals of a monomial ideal are mono-
mial prime ideals.

Corollary 1.3.10. Let I ⊂ S be a monomial ideal, and let P ∈ Ass(I). Then
there exists a monomial v such that P = I: v.

Proof. Since P ∈ Ass(I), there exists f ∈ S such that P = I: f . Thus for each
xi ∈ P we have that xif ∈ I. Since I is a monomial ideal, this implies that
xiu ∈ I for all u ∈ supp(f). It follows that P = I: f ⊂

⋂
u∈supp(f) I: u. On the

other hand, if g ∈
⋂

u∈supp(f) I: u, then ug ∈ I for all u ∈ supp(f), and hence
gf ∈ I: f = P . Consequently, P =

⋂
u∈supp(f) I: u. Since P is irreducible, it

follows that P = I:u for some u ∈ supp(f). ��

1.4 Integral closure of ideals

1.4.1 Integral closure of monomial ideals

We introduce normal and normally torsionfree ideals. These concepts will be
use in Chapter 10.

Definition 1.4.1. Let R be a ring and I an ideal in R. An element f ∈ R is
integral over I, if there exists an equation

fk + c1f
k−1 + · · · + ck−1f + ck = 0 with ci ∈ Ii. (1.1)

The set of elements Ī in R which are integral over I is the integral closure
of I. The ideal I is integrally closed, if I = Ī, and I is normal if all powers
of I are integrally closed.

Equation (1.1) is called an equation of integral dependence of f over I.

The integral closure of an ideal is again an ideal [SH06, Corollary 1.3.1].
For a monomial ideal it can be described as follows.

Theorem 1.4.2. Let I ⊂ S be a monomial ideal. Then Ī is a monomial ideal
generated by all monomials u ∈ S for which there exists an integer k such that
uk ∈ Ik.
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Proof. We first show that if J is monomial ideal and u ∈ J̄ is monomial, then
there exists an integer k such that uk ∈ Jk. Indeed, let um + c1u

m−1 + · · · +
cm−1u + cm = 0 be an equation of integral dependence of u over J , and let
ai ∈ K be the coefficient of ui in the polynomial ci. Then um +a1u

m +a2u
m +

· · · + amum = 0. This is only possible if some ak �= 0. It then follows that
uk ∈ supp(ck). Since ck ∈ Jk and Jk is a monomial ideal, Corollary 1.1.3
implies that uk ∈ Jk.

In order to prove that Ī is a monomial ideal, we first extend the base field
K by a transcendental element t to obtain the field L = K(t), and prove
in a first step that IT is a monomial ideal, where T = L[x1, . . . , xn]. Let
f ∈ IT . By Corollary 1.1.3 it is enough to show that supp(f) ⊂ IT , and
we show this by induction on the cardinality of supp(f). The assertion is
trivial if | supp(f)| = 1. Now suppose that the support of f consists of more
than one monomial. Let u = xa be the lexicographical smallest monomial
in f ; see Subsection 2.1.2. Then, according to Lemma 3.1.1, there exists an
integer vector ω = (ω1, . . . , ωn) ∈ Z

n
+ such that

∑n
i=1 biωi >

∑n
i=1 aiωi for all

xb1
1 · · ·xbn

n in the support of f which are different from u.
Let ϕ: T → T be the automorphism with ϕ(xi) = tωixi for i = 1, . . . , n.

Then ϕ(IT ) = IT , since IT is a monomial ideal, and ϕ(f) is integral over
ϕ(IT ) = IT . Hence the polynomial g = t−cϕ(f) with c =

∑n
i=1 aiωi is integral

over IT as well, and so is the polynomial h = f − g. By the choice of ω and
the integer c we get supp(h) = supp(f) \ {u}. Hence our induction hypothesis
implies that supp(f) \ {u} ⊂ IT . Since a nonzero scalar multiple of u can
be obtained by subtracting from f a linear combination of the monomials
v ∈ supp(f) \ {u} (which all belong to IT ), it follows that u ∈ IT , too.

Now in order to see that Ī is a monomial ideal, let f ∈ Ī. Then f ∈ IT
and so u ∈ IT for all u ∈ supp(f), since IT is a monomial ideal. But then,
as we have seen, for each u ∈ supp(f) there exists an integer k such that
uk ∈ (IT )k. Thus, since G(IT ) = G(I), Proposition 1.1.5 yields that uk is a
product of k monomials in I. This implies that u ∈ Ī, and yields the desired
result. ��

Let I ⊂ S be a monomial ideal. The convex hull C(I) of the set of lattice
points {a: xa ∈ I} in R

n is called the Newton polyhedron of I.

Corollary 1.4.3. Let I ⊂ S be a monomial ideal. Then Ī is generated by the
monomials xa with a ∈ C(I).

Proof. By Theorem 1.4.2, xa ∈ Ī if and only if there exists an integer k > 0
such that (xa)k ∈ Ik. It follows from Proposition 1.1.5 that this is the case if
and only if there exist xa1 , . . . ,xak ∈ I such that (xa)k = xa1 · · ·xak . This is
equivalent to saying that

a = (1/k)(a1 + · · · + ak). (1.2)

If equation (1.2) holds, then a ∈ C(I). Conversely, if a ∈ C(I), then there exist
b1, . . . ,bm with xbi ∈ I, and there exist qi ∈ Q+ such that a = q1b1 + · · · +
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qmbm and
∑m

i=1 qi = 1. We write qi = ki/k as fraction of nonnegative integers.
Then a = (1/k)(k1b1 + · · · + kmbm). Since

∑m
i=1 ki = k, this presentation of

a has the desired form (1.2). ��

1.4.2 Normally torsionfree squarefree monomial ideals

Let R be a Noetherian ring and I ⊂ R an ideal. We define the kth symbolic
power I(k) of I as the intersection of those primary components of Ik which
belong to the minimal prime ideals of I. In other words,

I(k) =
⋂

P∈Min(I)

Ker(R → (R/Ik)P ).

Proposition 1.4.4. Let I ⊂ S be a squarefree monomial ideal. Then

I(k) =
⋂

P∈Min(I)

P k.

Proof. Because of Corollary 1.3.6 we have ISP = PSP for P ∈ Min(I). It
follows that IkSP = P kSP . Thus it is clear that P k ⊂ Ker(S → (S/Ik)P ).

Conversely, if f ∈ Ker(S → (S/Ik)P ), then there exist g ∈ Ik and h ∈ S\P
such that f/1 = g/h. Therefore, fh = g.

The prime ideal P is a monomial prime ideal. Each element r ∈ S has
a unique presentation r =

∑
i ri, where for each xa ∈ supp(ri) one has∑

j, xj∈P aj = i. For r, s ∈ S we have (rs)i =
∑i

j=0 rjsi−j . The conditions
on h and g imply that h0 �= 0 and that gi = 0 for i < k. Thus the equation
fh = g yields fi = 0 for i < k, which implies that f ∈ P k. ��

Definition 1.4.5. An ideal I ⊂ R is called normally torsionfree if

Ass(Ik) ⊂ Ass(I)

for all k.

Theorem 1.4.6. Let I ⊂ S be a squarefree monomial ideal. Then the follow-
ing conditions are equivalent:

(a) I is normally torsionfree;
(b) I(k) = Ik for all k.

If the equivalent conditions hold, then I is a normal ideal.

Proof. Let Ik =
⋂

P∈Ass(Ik) Q(P ) be an irredundant primary decomposition
of Ik. Then I(k) = Ik, if and only if

⋂
P∈Ass(Ik) Q(P ) =

⋂
P∈Min(Ik) Q(P ),

and this is the case if and only if Ass(Ik) = Min(Ik) = Min(I) = Ass(I). The
last equation is a consequence of Corollary 1.3.6. This proves the equivalence
of (a) and (b).
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In order to prove that I is a normal ideal we have to show that for each k,
the ideal Ik is integrally closed. Thus for a monomial u ∈ S for which u� ∈ Ik�

for some integer � > 0, we need to show that u ∈ Ik; see Theorem 1.4.2. Since
by assumption Ij = I(j) for all j, and since I(j) =

⋂
P∈Min(I) P j according to

Proposition 1.4.4, it amounts to proving that whenever u� ∈
⋂

P∈Min(I) P k�

for some integer � > 0, then u ∈
⋂

P∈Min(I) P k. But this is easily seen, because
if u = xa1

1 · · ·xan
n , then u� = xa1�

1 · · ·xan�
n . To say that u� ∈

⋂
P∈Min(I) P k� is

equivalent to saying that ai� ≥ k� for all i for which xi ∈ P and all P ∈ Min(I).
This then implies that ai ≥ k for all i for which xi ∈ P and all P ∈ Min(I),
which yields the desired conclusion. ��

1.5 Squarefree monomial ideals and simplicial complexes

The purpose of the present section is to summarize the combinatorics on
squarefree monomial ideals.

1.5.1 Simplicial complexes

Let [n] = {1, . . . , n} be the vertex set and Δ a simplicial complex on [n].
Thus Δ is a collection of subsets of [n] such that if F ∈ Δ and F ′ ⊂ F , then
F ′ ∈ Δ. Often it is also required that {i} ∈ Δ for all i ∈ [n]; however, we will
not assume this condition.

Each element F ∈ Δ is called a face of Δ. The dimension of a face F is
|F | − 1. Let d = max{|F | : F ∈ Δ} and define the dimension of Δ to be
dim Δ = d−1. An edge of Δ is a face of dimension 1. A vertex of Δ is a face
of dimension 0. A facet is a maximal face of Δ (with respect to inclusion). Let
F(Δ) denote the set of facets of Δ. It is clear that F(Δ) determines Δ. When
F(Δ) = {F1, . . . , Fm}, we write Δ = 〈F1, . . . , Fm〉. More generally, if we have
a set {G1, . . . , Gs} of faces of Δ, we denote by 〈G1, . . . , Gs〉 the subcomplex
of Δ consisting of those faces of Δ which are contained in some Gi.

We say that a simplicial complex is pure if all facets have the same car-
dinality. A nonface of Δ is a subset F of [n] with F �∈ Δ. Let N (Δ) denote
the set of minimal nonfaces of Δ.

Let fi = fi(Δ) denote the number of faces of Δ of dimension i. Thus in par-
ticular f0 = n, if {i} ∈ Δ for all i ∈ [n]. The sequence f(Δ) = (f0, f1, . . . , fd−1)
is called the f-vector of Δ. Letting f−1 = 1, we define the h-vector
h(Δ) = (h0, h1, . . . , hd) of Δ by the formula

d∑

i=0

fi−1(t − 1)d−i =
d∑

i=0

hit
d−i.

To visualize a simplicial complex we often use its geometric realization.
For example, Figure 1.1 represents the simplicial complex Δ of dimension 2
on the vertex set [5] with
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F(Δ) = {{1, 2, 4}, {1, 2, 5}, {2, 3}, {3, 4}}

and with
N (Δ) = {{1, 3}, {3, 5}, {4, 5}, {2, 3, 4}}.

One has f(Δ) = (5, 7, 2) and h(Δ) = (1, 2, 0,−1).

Fig. 1.1. The geometric realization of Δ

Let Δ be a simplicial complex on [n] of dimension d− 1. For each 0 ≤ i ≤
d− 1 the ith skeleton of Δ is the simplicial complex Δ(i) on [n] whose faces
are those faces F of Δ with |F | ≤ i+1. We say that a simplicial complex Δ is
connected if there exists a sequence of facets F = F0, F1, . . . , Fq−1, Fq = G
such that Fi ∩ Fi+1 �= ∅. Observe that Δ is connected if and only if Δ(1) is
connected.

1.5.2 Stanley–Reisner ideals and facet ideals

Let, as before, S = K[x1, . . . , xn] be the polynomial ring in n variables over
a field K and Δ a simplicial complex on [n]. For each subset F ⊂ [n] we set

xF =
∏

i∈F

xi.

The Stanley–Reisner ideal of Δ is the ideal IΔ of S which is generated
by those squarefree monomials xF with F �∈ Δ. In other words,

IΔ = (xF : F ∈ N (Δ)).

The facet ideal of Δ is the ideal I(Δ) of S which is generated by those
squarefree monomials xF with F ∈ F(Δ). Thus if Δ = 〈F1, . . . , Fm〉, then

I(Δ) = (xF1 , . . . ,xFm).

Proposition 1.5.1. The set of all monomials xa1
1 · · ·xan

n of S with {i ∈ [n] :
ai �= 0} ∈ Δ is a K-basis of S/IΔ.

Proof. Let u = xa1
1 · · ·xan

n be a monomial of S. If {i ∈ [n] : ai �= 0} �∈ Δ
then by definition

√
u ∈ IΔ. Thus u ∈ IΔ. On the other hand, if u ∈ IΔ,
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then
√

u ∈ IΔ, since IΔ is a radical ideal; see Corollary 1.2.5. Thus a subset
F of {i ∈ [n] : ai �= 0} is a nonface of Δ. Since Δ is a simplicial complex,
the set {i ∈ [n] : ai �= 0} cannot be a face of Δ. Thus we have shown that
xa1

1 · · ·xan
n �∈ IΔ if and only if {i ∈ [n] : ai �= 0} ∈ Δ. Hence the assertion

follows from Corollary 1.1.4 ��

1.5.3 The Alexander dual

Given a simplicial complex Δ on [n], we define Δ∨ by

Δ∨ = {[n] \ F : F �∈ Δ}.

Lemma 1.5.2. The collection of sets Δ∨ is a simplicial complex and

(Δ∨)∨ = Δ.

Proof. Let F ∈ Δ∨ and F ′ ⊂ F . Then [n] \ F �∈ Δ. Since [n] \ F ⊂ [n] \ F ′, it
follows that [n] \ F ′ �∈ Δ. Thus F ′ ∈ Δ∨. This shows that Δ∨ is a simplicial
complex. It is obvious that (Δ∨)∨ = Δ. ��

The simplicial complex Δ∨ is called the Alexander dual of Δ.
Note that

F(Δ∨) = {[n] \ F : F ∈ N (Δ)}.

For each subset F ⊂ [n] we set F̄ = [n] \ F and let

Δ̄ = 〈F̄ : F ∈ F(Δ)〉.

Lemma 1.5.3. One has
IΔ∨ = I(Δ̄).

Proof. A squarefree monomial xF belongs to G(IΔ∨) if and only if F is a
minimal nonface of Δ∨. In other words, F is a nonface of Δ∨ and all proper
subsets of F are faces of Δ∨. This is equivalent to saying that F̄ is a face of
Δ and no subset of [n] which properly contains F̄ is a face of Δ. This is the
case if and only if F̄ is a facet of Δ. Hence IΔ∨ = I(Δ̄), as desired. ��

For each subset F ⊂ [n] we set

PF = (xi : i ∈ F ).

Lemma 1.5.4. The standard primary decomposition of IΔ is

IΔ =
⋂

F∈F(Δ)

PF̄ .
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Proof. Let u = xa1
1 · · ·xan

n be a monomial of S and Fu = {i ∈ [n] : ai �= 0}. If
u ∈ IΔ, then by Proposition 1.5.1, Fu �∈ Δ. Thus no facet of Δ contains Fu.
Hence Fu ∩ (F̄ ) �= ∅ for all facets F of Δ. Thus u ∈

⋂
F∈F(Δ) PF̄ .

On the other hand, if u �∈ IΔ, then again by Proposition 1.5.1, Fu ∈ Δ.
Hence there is a facet F of Δ with Fu ⊂ F . Then u �∈ PF̄ . Hence u �∈⋂

F∈F(Δ) PF̄ . ��

Lemma 1.5.3 and Lemma 1.5.4 supply us with an effective method to
compute G(IΔ∨).

Corollary 1.5.5. Let IΔ = PF1 ∩ · · · ∩ PFm be the standard primary decom-
position of IΔ, where each Fj ⊂ [n]. Then G(IΔ∨) = {xF1 , . . . , xFm}.

Example 1.5.6. Let Δ be the simplicial complex of Figure 1.1. Since

IΔ = (x3, x4) ∩ (x3, x5) ∩ (x1, x4, x5) ∩ (x1, x2, x5),

the ideal IΔ∨ is generated by x3x4, x3x5, x1x4x5 and x1x2x5.

Let I ⊂ S be an arbitrary squarefree monomial ideal. Then there is a
unique simplicial complex Δ such that I = IΔ. For simplicity, we often write
I∨ to denote the ideal IΔ∨ .

1.6 Polarization

Polarization is a process, in fact a deformation, that assigns to an arbitrary
monomial ideal a squarefree monomial ideal in a new set of variables. The
construction of the polarization is based on the following

Lemma 1.6.1. Let I ⊂ S = K[x1, . . . , xn] be a monomial ideal with G(I) =
{u1, . . . , um} where ui =

∏n
j=1 x

aij

j for i = 1, . . . , m. Fix an integer j ∈ [n] and
suppose that aij > 1 for at least one i ∈ [m]. Let T = S[y] be the polynomial
ring over S in the variable y and let J ⊂ T be the monomial ideal with
G(J) = {v1, . . . , vm} where vi = ui if aij = 0, and vi = (ui/xj)y if aij ≥ 1.
Then y − xj a nonzero divisor modulo J and (T/J)/(y − xj)(T/J) ∼= S/I.

Proof. Suppose y − xj is a zero divisor modulo J . Then y − xj ∈ P for some
P ∈ Ass(J). Since by Corollary 1.3.9, P is a monomial prime ideal, it follows
that y, xj ∈ P . Hence there exists w ∈ S \ J such that yw, xjw ∈ J . Since J
is a monomial ideal, we may assume that w is a monomial. Then there exist
vk, v� ∈ G(J) and monomials w1, w2 such that yw = w1vk and xjw = w2v�.

Since w �∈ J it follows that xj divides v� and this implies that y divides
v�. Consequently, y divides w. The variable y does not divide w1 since w �∈ J .
Therefore, the equation yw = w1vk implies that y2 divides vk, a contradiction.

��
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Repeated application of Lemma 1.6.1 leads to the following construction:
let I ⊂ S = K[x1, . . . , xn] be a monomial ideal with G(I) = {u1, . . . , um}
where ui =

∏n
j=1 x

aij

j for i = 1, . . . , m. For each j let aj = max{aij : i =
1, . . . , m} and let T be the polynomial ring over K in the variables

x11, x12 . . . , x1a1 , x21, x22 . . . , x2a2 , . . . , xn1, xn2, . . . , xnan .

Let J ⊂ T be the squarefree monomial ideal with G(J) = {v1, . . . , vm} where

vi =
n∏

j=1

aij∏

k=1

xjk for i = 1, . . . ,m.

The monomial vi is called the polarization of ui, and the ideal J the polar-
ization of I. As an immediate consequence of Lemma 1.6.1 we now have

Proposition 1.6.2. Let I ⊂ S be a monomial ideal and J ⊂ T its polariza-
tion. Then the sequence z of linear forms

x11−x12, . . . , x11−x1a1 , x21−x22, . . . , x21−x2a2 , . . . , xn1−xn2, . . . , xn1−xnan

is a T/J-sequence (i.e. a regular sequence on T/J), and one has the following
isomorphism of graded K-algebras

(T/J)/(z)(T/J) ∼= S/I.

A monomial ideal I and its polarization J share many homological and
algebraic properties. Thus, by polarization, many questions concerning mono-
mial ideals can be reduced to squarefree monomial ideals. Most important is
that the graded Betti numbers of I and J are the same. For unexplained con-
cepts and notation we refer the reader to the appendices and to later chapters.

Corollary 1.6.3. Let I ⊂ S be a monomial ideal and J ⊂ T its polarization.
Then

(a) βij(I) = βij(J) for all i and j;
(b) HS/I(t) = (1 − t)δHT/J(t) where δ = dim T − dimS;
(c) height I = heightJ ;
(d) proj dimS/I = proj dimT/J and reg S/I = reg T/J ;
(e) S/I is Cohen–Macaulay (resp. Gorenstein) if and only if T/J is Cohen–

Macaulay (resp. Gorenstein).

Proof. (a) Since z is a T/J-sequence, Corollary A.3.5 and Theorem A.3.4
imply that

TorT
i (T/(z), T/J) = Hi(z; T/J) = 0.

Hence if F is a graded minimal free T -resolution of T/J it follows that F/(z)F
is acyclic with

H0(F/(z)F) ∼= (T/J)/(z)(T/J) ∼= S/I.
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If Fi =
⊕

j T (−j)βij(J), then Fi/(z)Fi
∼=

⊕
j S(−j)βij(J). Thus F/(z)F is a

free S-resolution of S/I. Obviously, it is again a minimal resolution, which
then implies that βij(I) = βij(J).

(b) follows from Formula (6.3) in Subsection 6.1.3.
(c) is a consequence of (b) and the fact that the Hilbert function of a

module determines its dimension; see Theorem 6.1.3.
(d) is an immediate implication of (a).
(e) By the Auslander–Buchsbaum formula (see Corollary A.4.3) one has

proj dimM + depth M = n for any finitely generated graded S-module M .
On the other hand, M is Cohen–Macaulay if and only of depthM = dim M .
Thus (a) and (c) together imply that S/I is Cohen–Macaulay if and only if
T/J is Cohen–Macaulay.

Since the Gorenstein property can be characterized by the fact (see A.6.6)
that the last non-vanishing Betti number of S/I resp. T/J is equal to 1, we
see that (a) implies the remaining assertion of (e) as well. ��

Problems

1.1. Let I ⊂ S = K[x1, . . . , xn] be a monomial ideal.
(a) Show that dimK S/I < ∞ if and only if there exists an integer a ∈ Z+

such that xa
i ∈ I for all i.

(b) Given integers ai ∈ Z+, compute dimK S/I for I = (xa1
1 , . . . , xan

n ).

1.2. We use the standard notation [n] for the set {1, 2, . . . , n}. Let F ⊂ [n].
We denote by PF ⊂ K[x1, . . . , xn] the monomial ideal generated by the vari-
ables xi with i ∈ F . Given an integer d ∈ [n], compute the intersection
I =

⋂
F,|F |=d PF ; in other words, describe the elements of G(I).

1.3. Let d > 0 be an integer, and let I ⊂ K[x1, . . . , xn] be the monomial ideal
generated by all monomials xa1

1 xa2
2 · · ·xan

n with
∑n

i=1 ai = d and ai < d for
all i. Compute the saturation Ĩ and the radical

√
I of I.

1.4. The smallest integer k such that I : mk = I : mk+1 is called the satura-
tion number of I. What is the saturation number of I in Problem 1.3?

1.5. Find an example of a monomial ideal I for which Ĩ2 �= (Ĩ)2.

1.6. Show that the monomial ideal (x2
1, x1x2) has infinitely many different

irredundant primary decompositions.

1.7. For n = 3, find the standard primary decomposition of the ideals de-
scribed in Problem 1.3.

1.8. Let P = (x1, . . . , xr) ⊂ S = K[x1, . . . , xn]. Show that a monomial ideal
Q is P -primary if and only if there exists a monomial ideal Q′ ⊂ T =
K[x1, . . . , xr] such that dimK T/Q′ < ∞ and Q = Q′S.
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1.9. Compute the integral closure of the monomial ideal (x3, y5) ⊂ K[x, y].

1.10. Show that the ideal (xy, xz, yz) ⊂ K[x, y, z] is not normally torsionfree
but normal.

1.11. Let Δ be the simplicial complex on the vertex set [5] whose Stanley–
Reisner ideal is IΔ = (x1x4, x1x5, x2x5, x1x2x3, x3x4x5). Compute IΔ∨ .

1.12. Let u1, . . . , um be a (not necessarily minimal) system of generators of
the monomial ideal I. Let vi be the polarization of ui for i = 1, . . . , m, J
the polarization of I and J ′ the ideal generated by v1, . . . , vm. Show that
G(J) = G(J ′).

1.13. Let I1, I2 ⊂ S be monomial ideals and let J1 be the polarization of
I1, J2 the polarization of I2 and J the polarization of I1 ∩ I2. Show that
G(J) = G(J1 ∩ J2). Prove a similar result for the sum of I1 and I2.

Notes

Monomial ideals are the bridge between commutative algebra and combina-
torics. Another reason for their importance is the fact that monomial ideals
appear as initial ideals of arbitrary ideals; see Chapter 2. Since many proper-
ties of an initial ideal are inherited by its original ideal, it is an often applied
strategy to study general ideals via their initial ideal, thereby reducing a given
question concerning an ideal to that of a monomial ideal.

The systematic study of squarefree monomial ideals began with the work of
Stanley [Sta75] and Reisner [Rei76]. In 1983 Stanley wrote his influential book
Combinatorics and Commutative Algebra, where he discussed the upper bound
conjecture for spheres by using algebraic properties of squarefree monomial
ideals.

Almost all topics explained here are already contained in several stan-
dard textbooks on combinatorics and commutative algebra, including Bruns–
Herzog [BH98], Eisenbud [Eis95], Hibi [Hib92], Miller–Sturmfels [MS04], Stan-
ley [Sta95] and Villarreal [Vil01].

In the presentation of the integral closure of monomial ideals in Subsec-
tion 1.4.1 we follow closely the book of Swanson and Hunecke [SH06]. Nor-
mally torsionfree squarefree monomial ideals are special classes of normal ide-
als. They also have the property that their symbolic powers coincide with the
ordinary powers. The relationship of this property with Mengerian simplicial
complexes is discussed in Chapter 10.

More recently the application of Alexander duality of simplicial complexes
has turned out to be a powerful technique in the study of algebraic and com-
binatorial properties of squarefree monomial ideals. This will be discussed in
Chapters 8 and 9.
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The technique of polarization which allows to pass from arbitrary mono-
mial ideals to squarefree monomial ideals was first used by Hartshorne in his
paper “Connectedness of the Hilbert scheme” [Har66]. It became a popular
tool in the study of monomial ideals after Hochster’s article “Cohen–Macaulay
rings, combinatorics and simplicial complexes”, which appeared in [Hoc77].
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A short introduction to Gröbner bases

We summarize fundamental material on Gröbner bases, including Dickson’s
lemma and Buchberger’s criterion and algorithm. Our presentation is a quick
and self-contained introduction to the theory.

2.1 Dickson’s lemma and Hilbert’s basis theorem

2.1.1 Dickson’s lemma

Let, as before, S = K[x1, . . . , xn] denote the polynomial ring in n variables
over a field K with each deg xi = 1, and Mon(S) the set of monomials of S.

For monomials xa = xa1
1 xa2

2 · · ·xan
n and xb = xb1

1 xb2
2 · · ·xbn

n of S, we say
that xb divides xa if each bi ≤ ai. We write xb |xa if xb divides xa.

Let M be a nonempty subset of Mon(S). A monomial xa ∈ M is said to
be a minimal element of M with respect to divisibility if whenever xb |xa

with xb ∈ M, then xb = xa. Let Mmin denote the set of minimal elements
of M.

Theorem 2.1.1 (Dickson’s lemma). Let M be a nonempty subset of
Mon(S). Then Mmin is a finite set.

Proof. We prove Dickson’s lemma by using induction on n, the number of
variables of S = K[x1, x2, . . . , xn]. Let n = 1. If d is the smallest integer for
which xd

1 ∈ M, then Mmin = {xd
1}. Thus Mmin is a finite set.

Let n ≥ 2 and B = K[x] = K[x1, x2, . . . , xn−1]. We use the notation y
instead of xn. Thus S = K[x1, x2, . . . , xn−1, y]. Let M be a nonempty subset of
Mon(S). Write N for the subset of Mon(B) which consists of those monomials
xa, where a ∈ Z

n−1
+ , such that xayb ∈ M for some b ≥ 0. Our assumption

of induction says that Nmin is a finite set. Let Nmin = {u1, u2, . . . , us}. By
the definition of N , for each 1 ≤ i ≤ s, there is bi ≥ 0 with uiy

bi ∈ M. Let
b = max{b1, b2, . . . , bs}. Now, for each 0 ≤ ξ < b, define the subset Nξ of N
to be
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Nξ = {xa ∈ N :xayξ ∈ M}.

Again, our assumption of induction says that, for each 0 ≤ ξ < b, the set Nξ
min

is finite. Let Nξ
min = {u(ξ)

1 , u
(ξ)
2 , . . . , u

(ξ)
sξ }. We now show that each monomial

belonging to M is divisible by one of the monomials in the following list:

u1y
b1 , u2y

b2 , . . . , usy
bs ,

u
(0)
1 , u

(0)
2 , . . . , u

(0)
s0 ,

u
(1)
1 y, u

(1)
2 y, . . . , u

(1)
s1 y,

· · · · · ·
u

(b−1)
1 yb−1, u

(b−1)
2 yb−1, . . . , u

(b−1)
sb−1 yb−1.

In fact, since for each monomial w = xayγ ∈ M with xa ∈ Mon(B) one has
xa ∈ N , it follows that if γ ≥ b, then w is divisible by one of the monomials
u1y

b1 , u2y
b2 , . . . , usy

bs , and that if 0 ≤ γ < b, then w is divisible by one of
the monomials u

(γ)
1 yγ , u

(γ)
2 yγ , . . . , u

(γ)
sγ yγ . Hence Mmin is a subset of the set

of monomials listed above. Thus Mmin is finite, as desired. ��

2.1.2 Monomial orders

Recall that a partial order on a set P is a relation ≤ on P such that, for all
x, y, z ∈ P one has

(i) x ≤ x (reflexivity);
(ii) x ≤ y and y ≤ x ⇒ x = y (antisymmetry);
(iii) x ≤ y and y ≤ z ⇒ x ≤ z (transitivity).

A total order on a set P is a partial order ≤ on P such that, for any two
elements x and y belonging to P , one has either x ≤ y or y ≤ x.

A monomial order on S is a total order < on Mon(S) such that

(i) 1 < u for all 1 �= u ∈ Mon(S);
(ii) if u, v ∈ Mon(S) and u < v, then uw < vw for all w ∈ Mon(S).

Example 2.1.2. (a) Let a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) be vectors
belonging to Z

n
+. We define the total order <lex on Mon(S) by setting xa <lex

xb if either (i)
∑n

i=1 ai <
∑n

i=1 bi, or (ii)
∑n

i=1 ai =
∑n

i=1 bi and the leftmost
nonzero component of the vector a − b is negative. It follows that <lex is a
monomial order on S, which is called the lexicographic order on S induced
by the ordering x1 > x2 > · · · > xn.

(b) Let a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) be vectors belonging
to Z

n
+. We define the total order <rev on Mon(S) by setting xa <rev xb if

either (i)
∑n

i=1 ai <
∑n

i=1 bi, or (ii)
∑n

i=1 ai =
∑n

i=1 bi and the rightmost
nonzero component of the vector a − b is positive. It follows that <rev is a
monomial order on S, which is called the reverse lexicographic order on
S induced by the ordering x1 > x2 > · · · > xn.
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(c) Let a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) be vectors belonging to
Z

n
+. We define the total order <purelex on Mon(S) by setting xa <purelex xb if

the leftmost nonzero component of the vector a−b is negative. It follows that
<purelex is a monomial order on S, which is called the pure lexicographic
order on S induced by the ordering x1 > x2 > · · · > xn. (Can we also define
the pure reverse lexicographic order?)

Let π = i1i2 · · · in be a permutation of 1, 2, . . . , n. How can we define
the lexicographic order (or the reverse lexicographic order) induced by the
ordering xi1 > xi2 > · · · > xin? The answer is easy. For a monomial u =
xa1

1 xa2
2 · · ·xan

n of S, we set

uπ = xb1
1 xb2

2 · · ·xbn
n , where bj = aij .

We then define the total order <π
lex (resp. <π

rev) on Mon(S) by setting u <π
lex v

if uπ <lex vπ (resp. uπ <rev vπ), where u, v ∈ Mon(S). It follows that <π
lex

(resp. <π
rev) is a monomial order on S, which is called the lexicographic order

(resp. reverse lexicographic order) on S induced by the ordering xi1 > xi2 >
· · · > xin .

Unless otherwise stated, we only consider monomial orders satisfying

x1 > x2 > · · · > xn.

Example 2.1.3. Fix a vector ω = (ω1, ω2, . . . , ωn) ∈ R
n with each ωi ≥ 0.

Given an arbitrary monomial order < on S, we introduce the total order <ω

on Mon(S) by setting xa <ω xb if either (i)
∑n

i=1 ωi(ai − bi) is negative
or (ii)

∑n
i=1 ωi(ai − bi) = 0 and xa < xb, where a = (a1, a2, . . . , an) and

b = (b1, b2, . . . , bn). Then <ω is a monomial order on S.

2.1.3 Gröbner bases

We will work with a fixed monomial order < on S. Let f =
∑

u∈Mon(S) auu
be a nonzero polynomial of S with each au ∈ K. The initial monomial of
f with respect to < is the biggest monomial with respect to < among the
monomials belonging to supp(f). We write in<(f) for the initial monomial of
f with respect to <. The leading coefficient of f is the coefficient of in<(f)
in f .

Lemma 2.1.4. Let u, v be monomials of S and f, g nonzero polynomials of
S. Then one has

(i) if u divides v, then u ≤ v;
(ii) in<(uf) = u in<(f);
(iii) in<(fg) = in<(f) in<(g).
(iv) in<(f + g) ≤ max{in<(f), in<(g)} with equality if in<(f) �= in<(g).
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Proof. (i) In fact, if u divides v and if v = uw with w ∈ Mon(S), then since
1 ≤ w one has 1 · u ≤ w · u. Thus u ≤ v, as desired.

(ii) Let w ∈ supp(f) with w < in<(f), then uw < u in<(f). Hence
in<(uf) = u in<(f).

(iii) Let w ∈ supp(f) with w < in<(f) and w′ ∈ supp(g) with w′ < in<(g).
Then ww′ < w in<(g) < in<(f) in<(g). Hence in<(fg) = in<(f) in<(g).

(iv) is obvious. ��

Let I ⊂ S be a monomial ideal. It follows that I is generated by a subset
N ⊂ Mon(S) if and only if (I ∩ Mon(S))min ⊂ N . Hence (I ∩ Mon(S))min is
a unique minimal system of monomial generators of I (see also Proposition
1.1.6). Dickson’s Lemma guarantees that (I ∩Mon(S))min is a finite set. Thus
in particular every monomial ideal I of S is finitely generated.

Let I be a nonzero ideal of S. The initial ideal of I with respect to <
is the monomial ideal of S which is generated by {in<(f) : 0 �= f ∈ I }. We
write in<(I) for the initial ideal of I. Thus

in<(I) = ({in<(f) : 0 �= f ∈ I }).

Since (in<(I)∩Mon(S))min is the minimal system of monomial generators of
in<(I) and since (in<(I) ∩ Mon(S)) = {in<(f) : 0 �= f ∈ I }), there exist a
finite number of nonzero polynomials g1, g2, . . . , gs belonging to I such that
in<(I) is generated by their initial monomials in<(g1), in<(g2), . . . , in<(gs).

Definition 2.1.5. Let I be a nonzero ideal of S. A finite set of nonzero poly-
nomials {g1, g2, . . . , gs} with each gi ∈ I is said to be a Gröbner basis of I
with respect to < if the initial ideal in<(I) of I is generated by the monomials
in<(g1), in<(g2), . . . , in<(gs).

A Gröbner basis of I with respect to < exists. If G is a Gröbner basis of I
with respect to <, then every finite set G′ with G ⊂ G′ ⊂ I is also a Gröbner
basis of I with respect to <. If G = {g1, . . . , gs} is a Gröbner basis of I with
respect to < and if f1, . . . , fs are nonzero polynomials belonging to I with
each in<(fi) = in<(gi), then {f1, . . . , fs} is a Gröbner basis of I with respect
to <.

Example 2.1.6. (a) Let S = K[x1, x2, . . . , x7] and <lex the lexicographic order
on S induced by x1 > x2 > · · · > x7. Let f = x1x4−x2x3 and g = x4x7−x5x6

with their initial monomials in<lex(f) = x1x4 and in<lex(g) = x4x7. Let I =
(f, g). Then {f, g} is not a Gröbner basis of I with respect to <lex. In fact,
the polynomial h = x7f − x1g = x1x5x6 − x2x3x7 belongs to I, but its initial
monomial in<lex(h) = x1x5x6 can be divided by neither in<lex(f) nor in<lex(g).
Hence in<lex(h) �∈ (in<lex(f), in<lex(g)). Thus in<lex(I) �= (in<lex(f), in<lex(g)).
In other words, {f, g} is not a Gröbner basis of I with respect to <lex. It will
be shown in Example 2.3.6 that {f, g, h} is a Gröbner basis of I with respect
to <lex.
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(b) Let S = K[x1, x2, . . . , x7] and <rev the reverse lexicographic order on
S induced by x1 > x2 > · · · > x7. Let f = x2x3 − x1x4 and g = x4x7 − x5x6.
Later by using Corollary 2.3.4 it turns out that {f, g} is a Gröbner basis of
I = (f, g) with respect to <rev.

Lemma 2.1.7. Let < be a monomial order on S = K[x1, . . . , xn]. Then, for
any monomial u of S, there is no infinite descending sequence of the form

· · · < u2 < u1 < u0 = u. (2.1)

Proof. Suppose, on the contrary, that one has an infinite descending sequence
(2.1) and write M for the set of monomials {u0, u1, u2, . . .}. It follows from
Dickson’s Lemma that Mmin is a finite set, say Mmin = {ui1 , ui2 , . . . , uis}
with i1 < i2 < · · · < is. Then the monomial uis+1 is divided by uij for some
1 ≤ j ≤ s. Thus uij < uis+1, which contradicts ij < is + 1. ��

2.1.4 Hilbert’s basis theorem

Theorem 2.1.8. Let I be a nonzero ideal of S = K[x1, . . . , xn] and G =
{g1, . . . , gs} a Gröbner basis of I with respect to a monomial order < on S.
Then I = (g1, . . . , gs). In other words, every Gröbner basis of I is a system
of generators of I.

Proof. (Gordan) Let 0 �= f ∈ I. Since in<(f) ∈ in<(I), it follows that there
is gi0 such that in<(gi0) divides in<(f). Let in<(f) = w0 in<(gi0) with w0 ∈
Mon(S). Let h0 = f−c−1

i0
c0w0gi0 , where c0 is the coefficient of in<(f) in f and

where ci0 is the coefficient of in<(gi0) in gi0 . Then h0 ∈ I. Since in<(w0gi0) =
w0 in<(gi0) it follows that in<(h0) < in<(f). If h0 = 0, then f ∈ (g1, . . . , gs).

Let h0 �= 0. Then the same technique as we used for f can be applied
for h0. Thus h1 = f − c−1

i1
c1w1gi1 − c−1

i0
c0w0gi0 , where c1 is the coefficient of

in<(h0) in h0 and where ci1 is the coefficient of in<(gi1) in gi1 . Then h1 ∈ I
and in<(h1) < in<(h0). If h1 = 0, then f ∈ (g1, . . . , gs).

If h1 �= 0, then we proceed as before. Lemma 2.1.7 guarantees that
this procedure must terminate. Thus we obtain an expression of the form
f =

∑N
q=0 c−1

iq
cqwqgiq . In particular, f belongs to (g1, g2, . . . , gs). Thus

I = (g1, g2, . . . , gs), as desired. ��

Corollary 2.1.9 (Hilbert’s basis theorem). Every ideal of the polynomial
ring is finitely generated.

It is natural to ask if the converse of Theorem 2.1.8 is true or false. That is
to say, if I = (f1, f2, . . . , fs) is an ideal of S = K[x1, . . . , xn], then does there
exist a monomial order < on S such that {f1, f2, . . . , fs} is a Gröbner basis
of I with respect to < ?

Example 2.1.10. Let S = K[x1, x2, . . . , x10] and I the ideal of S generated by
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f1 = x1x8 − x2x6, f2 = x2x9 − x3x7, f3 = x3x10 − x4x8,
f4 = x4x6 − x5x9, f5 = x5x7 − x1x10.

We claim that there exists no monomial order < on S such that {f1, . . . , f5}
is a Gröbner basis of I with respect to <.

Suppose, on the contrary, that there exists a monomial order < on S such
that G = {f1, . . . , f5} is a Gröbner basis of I with respect to <. First, note
that each of the five polynomials

x1x8x9 − x3x6x7, x2x9x10 − x4x7x8, x2x6x10 − x5x7x8,
x3x6x10 − x5x8x9, x1x9x10 − x4x6x7

belongs to I. Let, say, x1x8x9 > x3x6x7. Since x1x8x9 ∈ in<(I), there is g ∈ G
such that in<(g) divides x1x8x9. Such g ∈ G must be f1. Hence x1x8 > x2x6.
Thus x2x6 �∈ in<(I). Hence there exists no g ∈ G such that in<(g) divides
x2x6x10. Hence x2x6x10 < x5x7x8. Thus x5x7 > x1x10. Continuing these
arguments yields

x1x8x9 > x3x6x7, x2x9x10 > x4x7x8, x2x6x10 < x5x7x8,
x3x6x10 > x5x8x9, x1x9x10 < x4x6x7

and

x1x8 > x2x6, x2x9 > x3x7, x3x10 > x4x8,
x4x6 > x5x9, x5x7 > x1x10.

Hence

(x1x8)(x2x9)(x3x10)(x4x6)(x5x7) > (x2x6)(x3x7)(x4x8)(x5x9)(x1x10).

However, both sides of the above inequality coincide with x1x2 · · ·x10. This
is a contradiction.

2.2 The division algorithm

2.2.1 The division algorithm

The division algorithm generalizes the following well-known result in high
school algebra: given polynomials f and g �= 0 in one variable x, there exist
unique polynomials q and r such that f = gq + r, where either r = 0 or
deg r < deg g.

Theorem 2.2.1 (The division algorithm). Let S = K[x1, . . . , xn] denote
the polynomial ring in n variables over a field K and fix a monomial order <
on S. Let g1, g2, . . . , gs be nonzero polynomials of S. Then, given a polynomial
0 �= f ∈ S, there exist polynomials f1, f2, . . . , fs and f ′ of S with

f = f1g1 + f2g2 + · · · + fsgs + f ′, (2.2)

such that the following conditions are satisfied:
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(i) if f ′ �= 0 and if u ∈ supp(f ′), then none of the initial monomials
in<(g1), in<(g2), . . . , in<(gs) divides u, i.e. no monomial u ∈ supp(f ′)
belongs to (in<(g1), in<(g2), . . . , in<(gs));

(ii) if fi �= 0, then
in<(f) ≥ in<(figi).

The right-hand side of equation (2.2) is said to be a standard expression
for f with respect to g1, g2, . . . , gs, and the polynomial f ′ is said to be a
remainder of f with respect to g1, g2, . . . , gs. One also says that f reduces
to f ′ with respect g1, . . . , gs.

Proof (of Theorem 2.2.1). Let I = (in<(g1), . . . , in<(gs)). If none of the mono-
mials u ∈ supp(f) belongs to I, then the desired expression can be obtained
by setting f ′ = f and f1 = · · · = fs = 0.

Now, suppose that a monomial u ∈ supp(f) belongs to I and write u0

for the monomial which is biggest with respect to < among the monomials
u ∈ supp(f) belonging to I. Let, say, in<(gi0) divide u0 and w0 = u0/ in<(gi0).
We rewrite

f = c′0c
−1
i0

w0gi0 + h1,

where c′0 is the coefficient of u0 in f and ci0 is that of in<(gi0) in gi0 . One has

in<(w0gi0) = w0 in<(gi0) = u0 ≤ in<(f).

If either h1 = 0 or, in case of h1 �= 0, none of the monomials u ∈ supp(h1)
belongs to I, then f = c′0c

−1
i0

w0gi0 + h1 is a standard expression of f with
respect to g1, g2, . . . , gs and h1 is a remainder of f .

If a monomial of supp(h1) belongs to I and if u1 is the monomial which
is biggest with respect to < among the monomials u ∈ supp(h1) belonging to
I, then one has

u0 > u1.

In fact, if a monomial u with u > u0(= in<(w0gi0)) belongs to supp(h1),
then u must belong to supp(f). This is impossible. Moreover, u0 itself cannot
belong to supp(h1).

Let, say, in<(gi1) divide u1 and w1 = u1/ in<(gi1). Again, we rewrite

f = c′0c
−1
i0

w0gii0 + c′1c
−1
i1

w1gi1 + h2,

where c′1 is the coefficient of u1 in h1 and ci1 is that of in<(gi1) in gi1 . One
has

in<(w1gi1) < in<(w0gi0) ≤ in<(f).

Continuing these procedures yields the descending sequence

u0 > u1 > u2 > · · ·

Lemma 2.1.7 thus guarantees that these procedures will stop after a finite
number of steps, say N steps, and we obtain an expression
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f =
N−1∑

q=0

c′qc
−1
iq

wqgiq + hN ,

where either hN = 0 or, in case hN �= 0, none of the monomials u ∈ supp(hN )
belongs to I, and where

in<(wqgiq ) < · · · < in<(w0gi0) ≤ in<(f).

Thus, by letting
∑s

i=1 figi =
∑N−1

q=0 c′qc
−1
iq

wqgiq and f ′ = hN , we obtain an
expression f =

∑s
i=1 figi +f ′ satisfying the conditions (i) and (ii), as desired.

��

Example 2.2.2. Let <lex denote the lexicographic order on S = K[x, y, z] in-
duced by x > y > z. Let g1 = x2 − z, g2 = xy − 1 and f = x3 − x2y − x2 − 1.
Each of

f = x3 − x2y − x2 − 1 = x(g1 + z) − x2y − x2 − 1
= xg1 − x2y − x2 + xz − 1 = xg1 − (g1 + z)y − x2 + xz − 1
= xg1 − yg1 − x2 + xz − yz − 1 = xg1 − yg1 − (g1 + z) + xz − yz − 1
= (x − y − 1)g1 + (xz − yz − z − 1)

and

f = x3 − x2y − x2 − 1 = x(g1 + z) − x2y − x2 − 1
= xg1 − x2y − x2 + xz − 1 = xg1 − x(g2 + 1) − x2 + xz − 1
= xg1 − xg2 − x2 + xz − x − 1 = xg1 − xg2 − (g1 + z) + xz − x − 1
= (x − 1)g1 − xg2 + (xz − x − z − 1)

is a standard expression of f with respect to g1 and g2, and each of xz− yz−
z − 1 and xz − x − z − 1 is a remainder of f .

Until the end of the present section, we work with a fixed monomial order
< on S = K[x1, . . . , xn]. Example 2.2.2 says that in the division algorithm a
remainder of f is, in general, not unique. However,

Lemma 2.2.3. If G = {g1, . . . , gs} is a Gröbner basis of I = (g1, . . . , gs),
then for any nonzero polynomial f of S, there is a unique remainder of f with
respect to g1, . . . , gs.

Proof. Suppose there exist remainders f ′ and f ′′ with respect to g1, . . . , gs

with f ′ �= f ′′. Since 0 �= f ′ − f ′′ ∈ I, the initial monomial w = in<(f ′ − f ′′)
must belong to in<(I). However, since w ∈ supp(f ′) ∪ supp(f ′′), it follows
that none of the monomials in<(g1), . . . , in<(gs) divides w. Hence in<(I) �=
(in<(g1), . . . , in<(gs)): a contradiction. ��
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Corollary 2.2.4. If G = {g1, . . . , gs} is a Gröbner basis of I = (g1, . . . , gs),
then a nonzero polynomial f of S belongs to I if and only if the unique re-
mainder of f with respect to g1, . . . , gs is 0.

Proof. First, in general, if a remainder of a nonzero polynomial f of S with
respect to g1, g2, . . . , gs is 0, then f belongs to I = (g1, g2, . . . , gs).

Second, suppose that a nonzero polynomial f belongs to I and f = f1g1 +
f2g2+· · ·+fsgs+f ′ is a standard expression of f with respect to g1, g2, . . . , gs.
Since f ∈ I, one has f ′ ∈ I. If f ′ �= 0, then in<(f ′) ∈ in<(I). Since G is a
Gröbner basis of I, it follows that in<(I) = (in<(g1), in<(g2), . . . , in<(gs)).
However, since f ′ is a remainder, none of the monomials u ∈ supp(f ′) can
belong to (in<(g1), in<(g2), . . . , in<(gs)). ��

We conclude this subsection with the presentation of important properties
of initial ideals.

Proposition 2.2.5. Let I be a nonzero ideal of S = K[x1, . . . , xn], and < a
monomial order on S. Then

(a) the set of monomials which do not belong to in<(I) form a K-basis of S/I.
(b) dimK Ij = dimK in<(I)j for all j, if in addition, I ⊂ S is a graded ideal.

Proof. (a) Let g1, . . . , gm be a Gröbner basis of I, let f ∈ S and f ′ the
remainder of f with respect to g1, . . . , gm. Then f +I = f ′ +I and supp(f ′)∩
in<(I) = ∅. This shows that S/I is generated by the monomials u ∈ S\in<(I).
Suppose there exist monomials u1 > u2 > . . . > ur in S \ in>(I) which are
linearly dependent modulo I. Say, f =

∑r
i=1 aiui ∈ I for some ai ∈ K. We

may assume a1 �= 0. Then in<(f) ∈ I, a contradiction.
(b) It follows from (a) that the monomials of degree j in S \ in<(I) form a

K-basis of (S/I)j . Since they also form a K-basis of (S/ in<(I))j it follows that
dimK Sj −dimK Ij = dimK Sj − in<(I)j , and hence dimK Ij = dimK in<(I)j .

��

Proposition 2.2.6. Let I ⊂ J be nonzero ideals of S = K[x1, . . . , xn] with
I �= J , and let < and <′ be monomial orders on S. Then

(a) in<(I) ⊂ in<(J) and in<(I) �= in<(J).
(b) in<(I) = in<′(I), if in<(I) ⊂ in<′(I).

Proof. (a) in<(I) is generated by all monomials in<(f) with f ∈ I. Since
I ⊂ J , each f ∈ I belongs to J . Therefore in<(I) ⊂ in<(J). If I �= J ,
then there exists f ∈ J \ I. Let f ′ be the remainder of f with respect to a
Gröbner basis of I. Then f ′ �= 0, f ′ ∈ J and supp(f ′) �⊂ in<(I). It follows
that in<(f ′) ∈ in<(J) \ in<(I).
(b) By Proposition 2.2.5, the set of monomials in S\in<(I) as well as the set of
monomials in S\in<′(I) form a K-basis of S/I. Suppose that in<(I) ⊂ in<′(I).
Then S \ in<′(I) is a proper subset of S \ in<(I), a contradiction. ��
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2.2.2 Reduced Gröbner bases

A Gröbner basis G = {g1, g2, . . . , gs} is called reduced if the following con-
ditions are satisfied:

(i) The coefficient of in<(gi) in gi is 1 for all 1 ≤ i ≤ s;
(ii) If i �= j, then none of the monomials of supp(gj) is divisible by in<(gi).

Theorem 2.2.7. A reduced Gröbner basis exists and is uniquely determined.

Proof. (Existence) Let I be a nonzero ideal of S and {u1, . . . , us} the unique
minimal system of monomial generators of in<(I). Thus, for i �= j, the mono-
mial ui cannot be divided by uj . For each 1 ≤ i ≤ s, we choose a polynomial
gi ∈ I with in<(gi) = ui.

Let g1 = f2g2 + f3g3 + · · ·+ fsgs + h1 be a standard expression of g1 with
respect to g2, g3, . . . , gs, where h1 a remainder. It follows from the property
(ii) required in the division algorithm that in<(g1) coincides with one of the
monomials in<(f2) in<(g2), · · · , in<(fs) in<(gs), in<(h1). Since u1 = in<(g1)
can be divided by none of the monomials in<(g2), . . . , in<(gs), one has
in<(h1) = in<(g1). Hence {h1, g2, g3, . . . , gs} is a Gröbner basis of I. Since
the monomial h1 is a remainder of a standard expression of g1 with respect to
g2, g3, . . . , gs, each monomial of supp(h1) is divided by none of the monomials
in<(g2), in<(g3), . . . , in<(gs).

Similarly, if h2 is a remainder of a standard expression of g2 with respect
to h1, g3, g4, . . . , gs, then one has in<(h2) = in<(g2) and each monomial of
supp(h2) is divided by none of the monomials in<(h1), in<(g3), . . . , in<(gs).
Moreover, {h1, h2, g3, g4, . . . , gs} is a Gröbner basis of I. Since in<(h2) =
in<(g2), each monomial of supp(h1) is divided by none of the monomials
in<(h2), in<(g3), . . . , in<(gs).

Continuing these procedures yields the polynomials h3, h4, . . . , hs we ob-
tain a Gröbner basis {h1, h2, . . . , hs} which satisfies condition (ii). Dividing
hi by the coefficient of in<(hi) for all i, we obtain a reduced Gröbner basis of
I.

(Uniqueness) Let {g1, . . . , gs} and {h1, . . . , ht} be reduced Gröbner bases
of I. Since {in<(g1), . . . , in<(gs)} and {in<(h1), . . . , in<(ht)} are the minimal
system of monomial generators of the initial ideal in<(I) of I, we may assume
that s = t and in<(gi) = in<(hi) for all 1 ≤ i ≤ s (= t). If gi �= hi, then
0 �= gi −hi ∈ I and in<(gi−hi) < in<(gi). In particular in<(gi) cannot divide
in<(gi − hi). Since the monomial in<(gi − hi) must appear in either supp(gi)
or supp(hi), it follows that in<(gi − hi) cannot be divided by in<(gj) with
j �= i. Hence in<(gi − hi) �∈ in<(I). This contradicts gi − hi ∈ I. ��

We write Gred(I; <) for the reduced Gröbner basis of I with respect to <.

Corollary 2.2.8. Let I and J be nonzero ideals of S. Then I = J if and only
if Gred(I; <) = Gred(J ; <).
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2.3 Buchberger’s criterion

Let, as before, S = K[x1, . . . , xn] denote the polynomial ring over a field K.
We work with a fixed monomial order < on S and will omit the phrase “with
respect to <”, if there is no danger of confusion.

2.3.1 S-polynomials

Given nonzero polynomials f and g of S. Recall that lcm(in<(f), in<(g))
stands for the least common multiple of in<(f) and in<(g). Let cf denote the
coefficient of in<(f) in f and cg the coefficient of in<(g) in g. The polynomial

S(f, g) =
lcm(in<(f), in<(g))

cf in<(f)
f − lcm(in<(f), in<(g))

cg in<(g)
g

is called the S-polynomial of f and g.
We say that f reduces to 0 with respect to g1, g2, . . . , gs if, in the di-

vision algorithm, there is a standard expression (2.2) of f with respect to
g1, g2, . . . , gs with f ′ = 0.

Lemma 2.3.1. Let f and g be nonzero polynomials and suppose that in<(f)
and in<(g) are relatively prime, i.e. lcm(in<(f), in<(g)) = in<(f) in<(g).
Then S(f, g) reduces to 0 with respect to f, g.

Proof. To simplify notation we will assume that each of the coefficients of
in<(f) in f and in<(g) in g is equal to 1. Let f = in<(f) + f1 and g =
in<(g) + g1. Since in<(f) and in<(g) are relatively prime, it follows that

S(f, g) = in<(g)f − in<(f)g
= (g − g1)f − (f − f1)g
= f1g − g1f.

We claim (in<(f1) in<(g) =) in<(f1g) �= in<(g1f) (= in<(g1) in<(f)). In fact,
if in<(f1) in<(g) = in<(g1) in<(f), then, since in<(f) and in<(g) are relatively
prime, it follows that in<(f) must divide in<(f1). However, since in<(f1) <
in<(f), this is impossible. Let, say, in<(f1) in<(g) < in<(g1) in<(f). Then
in<(S(f, g)) = in<(g1f) and S(f, g) = f1g − g1f turns out to be a standard
expression of S(f, g) in terms of f and g. Hence S(f, g) has remainder 0 with
respect to f, g. ��

2.3.2 Buchberger’s criterion

We now come to the most important theorem in the theory of Gröbner bases.

Theorem 2.3.2 (Buchberger’s criterion). Let I be a nonzero ideal of S
and G = {g1, . . . , gs} a system of generators of I. Then G is a Gröbner basis
of I if and only if the following condition is satisfied:
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(∗) For all i �= j, S(gi, gj) reduces to 0 with respect to g1, . . . , gs.

Proof. “Only if”: Since S(gi, gj) ∈ I, it follows from Corollary 2.2.4 that if
G = {g1, . . . , gs} is a Gröbner basis of I, then S(gi, gj) reduces to 0 with
respect to g1, . . . , gs.

“If”: Let G = {g1, g2, . . . , gs} be a system of generators of I which satisfies
the condition (∗). If a nonzero polynomial f belongs to I, then we write Hf

for the set of sequences h = (h1, h2, . . . , hs) with each hi ∈ S such that
f =

∑s
i=1 higi. We associate each sequence h ∈ Hf with the monomial δh =

max{in<(higi) : higi �= 0}. Among such monomials δh with h ∈ Hf , we are
interested in the monomial

δf = min{δh : h ∈ Hf}.

One has in<(f) ≤ δf . It then follows that G is a Gröbner basis of I if in<(f) =
δf for all nonzero polynomials f belonging to I. In fact, if in<(f) = δf and
if δf = δh with h = (h1, h2, . . . , hs) ∈ Hf , then in<(f) = in<(higi) for some
1 ≤ i ≤ s. Hence in<(f) ∈ (in<(g1), in<(g2), . . . , in<(gs)).

Our goal is to show that in<(f) = δf for all nonzero polynomials f ∈ I.
Suppose that there exists f ∈ I with f �= 0 such that in<(f) < δf and choose
a sequence h = (h1, h2, . . . , hs) ∈ Hf with δf = δh. Then

f =
∑

in<(higi)=δf

higi +
∑

in<(higi)<δf

higi

=
∑

in<(higi)=δf

ci in<(hi)gi +
∑

in<(higi)=δf

(hi − ci in<(hi))gi

+
∑

in<(higi)<δf

higi,

where ci is the coefficient of in<(hi) in hi. Since in<(f) < δf , it follows that

in<(
∑

in<(higi)=δf

ci in<(hi)gi) < δf .

By virtue of Lemma 2.3.3 below, it turns out that
∑

in<(higi)=δf
ci in<(hi)gi

is a linear combination of those S-polynomials S(in<(hj)gj , in<(hk)gk) with
in<(hjgj) = in<(hkgk) = δf . In case of in<(hjgj) = in<(hkgk) = δf , one can
easily compute that

S(in<(hj)gj , in<(hk)gk) = (δf/ lcm(in<(gj), in<(gk))S(gj , gk).

Let ujk = δf/ lcm(in<(gj), in<(gk)). It then follows that there exists an ex-
pression of the form

∑

in<(higi)=δf

ci in<(hi)gi =
∑

j,k

cjkujkS(gj , gk), cjk ∈ K, (2.3)



2.3 Buchberger’s criterion 35

with
in<(ujkS(gj , gk)) < δf .

By using the condition (∗), there exists an expression of the form

S(gj , gk) =
s∑

i=1

pjk
i gi, pjk

i ∈ S, (2.4)

with
in<(pjk

i gi) ≤ in<(S(gj , gk)).

Combining the equalities (2.4) with (2.3) yields the equality

∑

in<(higi)=δf

ci in<(hi)gi =
∑

j,k

cjkujk(
s∑

i=1

pjk
i gi). (2.5)

If we write the right-hand side of (2.5) as
∑s

i=1 h′
igi, then

in<(h′
igi) < δf .

Consequently, the polynomial f finally can be expressed as

f =
s∑

i=1

h′′
i gi, in<(h′′

i gi) < δf . (2.6)

The existence of such an expression (2.6) contradicts the definition of δf . ��

Lemma 2.3.3. Let w be a monomial of S and f1, f2, . . . , fs polynomials of
S with in<(fi) = w for all 1 ≤ i ≤ s. Let g =

∑
bifi (�= 0) be a linear

combination of f1, f2, . . . , fs with each bi ∈ K and suppose that in<(g) < w.
Then g is a linear combination of the S-polynomials S(fj , fk), 1 ≤ j, k ≤ s.

Proof. Let ci denote the coefficient of w = in<(fi) in fi. Then
s∑

i=1

bici = 0.

Let gi = (1/ci)fi. Then

S(fj , fk) = gj − gk, 1 ≤ j, k ≤ s.

Now, we compute that
s∑

i=1

bifi =
s∑

i=1

bicigi

= b1c1(g1 − g2) + (b1c1 + b2c2)(g2 − g3)
+(b1c1 + b2c2 + b3c3)(g3 − g4)
+ · · · + (b1c1 + · · · + bs−1cs−1)(gs−1 − gs)
+(b1c1 + · · · + bscs)gs.
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Since
∑s

i=1 bici = 0, it follows that

s∑

i=1

bifi =
s∑

i=2

(b1c1 + · · · + bi−1ci−1)S(fi−1, fi),

as desired. ��

In applying Buchberger’s criterion it is not always necessary to check
whether all S-polynomials S(gi, gj) with i �= j reduce to 0 with respect to
g1, . . . , gs. This may substantially save time in Buchberger’s algorithm which
is described in the next subsection.

The first result in this direction is the following

Corollary 2.3.4. If g1, . . . , gs are nonzero polynomials of S such that in<(gi)
and in<(gj) are relatively prime for all i �= j, then {g1, . . . , gs} is a Gröbner
basis of I = (g1, . . . , gs).

Secondly we have

Proposition 2.3.5. Let I be a nonzero ideal of S and G = {g1, . . . , gs}
a system of generators of I. Consider the S-module epimorphism ε: Ss →
(in(g1), . . . , in(gs)) which for i = 1, . . . , s maps the canonical basis element ei

to in(gi). Then

(a) for all i, j = 1, . . . , s with i < j the elements

rij =
lcm(in<(gi), in<(gj))

in<(gi)
ej −

lcm(in<(gj), in<(gi))
in<(gi)

ei

generate Ker(ε).

(b) Let R be any subset of the relations rij with the property that R generates
Ker(ε). Then G is a Gröbner basis of I if and only if S(gi, gj) reduces to
0 with respect to g1, . . . , gs for all i, j such that rij ∈ R.

Proof. (a) Set ui = in(gi) and deg ei = deg ui = ai for i = 1, . . . , s. Then ε
is a Z

n-graded S-module homomorphism, and hence Ker(ε) is generated by
Z

n-graded elements. Let r =
∑s

i=1 riei be a nonzero element in Ker(ε) of Z
n-

degree a. Then each ri ∈ S is homogeneous of degree a−ai. Hence each ri �= 0
is of the form civi, where ci ∈ K and where vi is a monomial of degree a−ai.
Since r ∈ Ker(ε), it follows that 0 = ε(r) =

∑
i civiui = (

∑
i ci)xa, where each

of the sums is taken over those i for which ri �= 0. For simplicity let us assume
that ci �= 0 for i = 1, . . . , k and ci = 0 for i = k + 1, . . . , s. Then

∑k
i=1 ci = 0

and r =
∑k

i=2 ci(viei−v1e1). Each of the summands ci(viei−v1e1) in r belongs
to Ker(ε) and hence is a multiple of (lcm(u1, ui)/ui)ei − (lcm(u1, ui)/u1)e1,
as desired.
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(b) We go back to the proof of Theorem 2.3.2. In equation (2.3) we
express the sum (∗)

∑
in<(higi)=δf

ci in<(hi)gi as a linear combination of S-
polynomials. We only need to show: if R is a set of relations of type rij

generating Ker(ε), then (∗) can be written as a linear combination of those
S-polynomials S(gi, gj) for which rij ∈ R. Indeed, since it is assumed that
in<(f) < δf , it follows from (∗) that

∑
in<(higi)=δf

ci in<(hi) in<(gi) = 0.
Therefore part (a) implies that

∑
in<(higi)=δf

ci in<(hi)ei is a linear combina-
tion of the relations rij ∈ R. For simplicity we may assume that the coefficient
of in<(gi) in gi is 1 for all i. Then, replacing the basis elements ei by the poly-
nomials gi the relation rij becomes the S-polynomial S(gi, gj), and hence it
follows that (∗) is a linear combination of the S-polynomials S(gi, gj) with
rij ∈ R, as desired. ��

2.3.3 Buchberger’s algorithm

The Buchberger criterion supplies an algorithm to compute a Gröbner basis
starting from a system of generators of an ideal.

Let {g1, g2, . . . , gs} be a system of generators of a nonzero ideal I of S.
Compute the S-polynomials S(gi, gj). If all S(gi, gj) reduce to 0 with re-
spect to g1, . . . , gs, then, by the Buchberger criterion, {g1, g2, . . . , gs} is a
Gröbner basis. Otherwise one of the S(gi, gj) has a nonzero remainder gs+1.
Then none of the monomials in<(g1), in<(g2), . . . , in<(gs) divides in<(gs+1).
In other words, the inclusion

(in<(g1), in<(g2), . . . , in<(gs)) ⊂ (in<(g1), in<(g2), . . . , in<(gs), in<(gs+1))

is strict.
Notice that gs+1 ∈ I. Now we replace {g1, g2, . . . , gs} by {g1, . . . , gs, gs+1}

and compute all the S-polynomials for this new system of generators.
If all S-polynomials reduce to 0 with respect to g1, g2, . . . , gs, gs+1, then

{g1, g2, . . . , gs, gs+1} is a Gröbner basis. Otherwise there is a nonzero remain-
der gs+2 and we obtain the new system of generators {g1, g2, . . . , gs+1, gs+2},
and the inclusion

(in<(g1), in<(g2), . . . , in<(gs), in<(gs+1))
⊂ (in<(g1), in<(g2), . . . , in<(gs), in<(gs+1), in<(gs+2))

is strict.
By virtue of Dickson’s lemma, it follows that these procedures will termi-

nate after a finite number of steps, and a Gröbner basis can be obtained.
In fact, if this were not the case, then a strictly increasing infinite sequence

of monomial ideals

(in<(g1), in<(g2), . . . , in<(gs)) ⊂ (in<(g1), . . . , in<(gs), in<(gs+1))
⊂ · · · ⊂ (in<(g1), . . . , in<(gs), in<(gs+1), . . . , in<(gj)) ⊂ · · ·
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would arise. However, if M = {in<(g1), . . . , in<(gs), in<(gs+1), . . .} and if

Mmin = {in<(gi1), in<(gi2), . . . , in<(giq )}, i1 < i2 < · · · < iq,

then, for all j > iq, one would have

(in<(gi1), in<(gi2), . . . , in<(giq ))
= (in<(g1), in<(g2), . . . , in<(giq ), in<(giq+1), . . . , in<(gj)),

which is a contradiction.
The above algorithm to find a Gröbner basis starting from a system of

generators of I is said to be Buchberger’s algorithm.

Example 2.3.6. We continue Example 2.1.6. Let S = K[x1, x2, . . . , x7] and
<lex the lexicographic order on S induced by x1 > x2 > · · · > x7. Let f =
x1x4−x2x3 and g = x4x7−x5x6 with their initial monomials in<lex(f) = x1x4

and in<lex(g) = x4x7. Let I = (f, g). Then {f, g} is not a Gröbner basis
of I with respect to <lex. Now, as a remainder of S(f, g) = x7f − x1g =
x1x5x6 − x2x3x7 with respect to f and g, we choose S(f, g) itself. Let h =
x1x5x6 − x2x3x7 with in<lex(h) = x1x5x6. Then in<lex(g) and in<lex(h) are
relatively prime. On the other hand, S(f, h) = x2x3(x4x7−x5x6) reduces to 0
with respect to f, g, h. It follows from the Buchberger criterion that {f, g, h}
is a Gröbner basis of I with respect to <lex.

A binomial is a polynomial of the form u−v where u and v are monomials.
A binomial ideal is an ideal generated by binomials.

Proposition 2.3.7. Let I ⊂ S be an ideal and < a monomial order on S.

(a) If I is graded, then the reduced Gröbner basis of I with respect to < consists
of homogeneous polynomials.

(b) If I is a binomial ideal, then the reduced Gröbner basis of I consists of
binomials.

Proof. (a) If f and g are homogeneous polynomials, then the S-polynomial
S(f, g) is again homogeneous. In the division algorithm, if g1, . . . , gs and f are
homogeneous polynomials, then a remainder f ′ of f with respect to g1, . . . , gs

is again homogeneous. The above two facts, together with Buchberger’s algo-
rithm, guarantee that a homogeneous ideal I possesses a Gröbner basis consist-
ing of homogeneous polynomials. Thus by using the algorithm to compute the
reduced Gröbner basis of I, which is discussed in the proof of Theorem 2.2.7,
it turns out that the reduced Gröbner basis of I consists of homogeneous
polynomials.

(b) Replacing “homogeneous polynomial” with “binomial” in the proof of
(a) yields a proof of (b). ��
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Problems

2.1. Give a direct proof of Dickson’s Lemma for n = 2.

2.2. (a) Show that there is a unique monomial order on K[x1].
(b) Let n ≥ 2. Show that there are infinite many monomial orders on S =
K[x1, . . . , xn].

2.3. Let S = K[x1, . . . , x6]. Let f = x1x5 − x2x4 and g = x2x4 − x3x6.
(a) Find a monomial order < on S such that {f, g} is a Gröbner basis of
I = (f, g) with respect to <.
(b) Find a K-basis of S/I consisting of monomials.

2.4. Let S = K[x1, . . . , x6]. Let f = x1x5 − x2x4, g = x1x6 − x3x4 and
h = x2x6 − x3x5.
(a) Find a monomial order < on S such that {f, g, h} is a Gröbner basis of
I = (f, g, h) with respect to <.
(b) Find a K-basis of S/I consisting of monomials.

2.5. Work with the same situation as in Example 2.2.2. Compute a remainder
of the following polynomials:
(i) x5 − x2y3 − x3 − 1;
(ii) y4 − x2y2 + y3 − 1.

2.6. Show that G = {g1, . . . , gs} is a Gröbner basis of I = (g1, . . . , gs) if and
only if each nonzero polynomial f ∈ I reduces to 0 with respect to g1, . . . , gs.

2.7. By using the Buchberger algorithm compute the reduced Gröbner basis
of the ideal discussed in Example 2.1.10 with respect to the lexicographic
order <lex.

2.8. Let S = K[x1, x2, . . . , x8] and I the ideal of S generated by

f1 = x2x8 − x4x7, f2 = x1x6 − x3x5, f3 = x1x3 − x2x4.

(a) Show that there exists no monomial order < on S such that {f1, f2, f3} is
a Gröbner basis of I with respect to <.
(b) By using the Buchberger algorithm compute the reduced Gröbner basis
of I with respect to the lexicographic order <lex.

2.9. Let S = K[x1, . . . , xn] and B = K[xm, . . . , xn], where 1 ≤ m ≤ n. Let
<S be a monomial order on S.
(a) For u, v ∈ Mon(B), we define u <B v if u <S v. Show that <B is a
monomial order on B.
(b) Let I be an ideal of S. Show that I ∩ B is an ideal of B.
(c) Let G be a Gröbner basis of a nonzero ideal I of S with respect to <S and
suppose that, for each g ∈ G, one has g ∈ B if in<S

(g) ∈ B. Show that G ∩B
is a Gröbner basis of I ∩B with respect to <B . Thus in particular I ∩B = 0
if G ∩ B = ∅.
(d) Let <purelex be the pure lexicographic order on S. Show that, for a nonzero
polynomial f of S, one has f ∈ B if in<purelex(f) ∈ B.
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2.10. Let f1, . . . , fs be binomials and m a monomial. Show that every remain-
der of m with respect to f1, . . . , fs is again a monomial.

Notes

Nowadays, we can easily find well-written textbooks that introduce Gröbner
bases, for example Adams–Loustaunau [AL94], Becker–Weispfenning [BW93],
Cox–Little–O’Shea [CLO92] and Kreutzer–Robbiano ([KR00] and [KR05]).
The computational aspects of commutative algebra are highlighted in the
book [GP08] by Greuel and Pfister and the book of Vasconcelos [Vas98]. A
short but rather comprehensive introduction to Gröbner bases is given in the
book of Eisenbud [Eis95, Chapter 15].

In history, the lexicographic order was first used by C. F. Gauss in his
proof (e.g. [CLO92, pp. 312–314]) of the fundamental theorem of symmetric
polynomials, i.e. every symmetric polynomial can be written uniquely as a
polynomial of the elementary symmetric functions.

Gordan’s proof ([Gor00]) of Theorem 2.1.8 might be the earliest use of
the technique of Gröbner bases. Later, in 1927, initial ideals with respect to
lexicographic order essentially appeared in Macaulay [Mac27] to characterize
the possible Hilbert function of homogeneous ideals of the polynomial ring.

In the mid-1960s, Buchberger introduced the notion of Gröbner basis in
his thesis, where a Gröbner basis criterion and an algorithm to compute a
Gröbner basis was presented.

At the same time, in 1964, Hironaka independently introduced “standard
bases” in his major paper on resolution of singularities of an algebraic variety.
Standard bases are analogous to Gröbner bases in the formal power series
ring.

Sturmfels [Stu96] discusses the Gröbner basis technique in the theory of
convex polytopes. The article of Bruns and Conca [BC03] is a compact pre-
sentation of how to apply Gröbner basis theory to the study of determinantal
ideals. For information about computer algebra systems we refer the reader
to [CLO92, Appendix C], [CLO98] and Eisenbud [Eis95, Chapter 15].
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Monomial orders and weights

For a given ideal I and a given monomial order <, the initial ideal in<(I) of
I can also be obtained as the initial ideal with respect to a suitable integral
weight. This point of view allows us to consider in<(I) as the special fibre of a
flat family which is parameterized by the elements of the base field and whose
general fibre is I. From this fact we deduce that the graded Betti numbers of
in<(I) are greater than or equal to the corresponding graded Betti numbers
of I. This fundamental observation has many applications.

3.1 Initial terms with respect to weights

3.1.1 Gradings defined by weights

Let w = (w1, . . . , wn) ∈ N
n be an integer vector. We call this vector a weight

and define a new grading on S = K[x1, . . . , xn], different from the standard
grading, by setting degw xi = wi for i = 1, . . . , n. Then

degw xa = 〈a,w〉 =
n∑

i=1

aiwi.

A polynomial f ∈ S is called homogeneous of degree j with respect to the
weight w, if degw u = j for all u ∈ supp(f).

For example, if we let w = (1, 2, 3), then f = 3x6
1−x1x2x3 is homogeneous

of degree 6 with respect to this weight.
Now we fix a weight w, and let Sj be the K-vector space spanned by all ho-

mogeneous polynomials of degree j. The vector space Sj is finite-dimensional,
and the monomials u with degw u = j form a K-basis of this vector space.
Moreover,

S =
⊕

j

Sj .

J. Herzog, T. Hibi, Monomial Ideals, Graduate Texts in Mathematics 260,
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Therefore, each polynomial f ∈ S can be uniquely written as f =
∑

j fj with
fj ∈ Sj . The summands fj are called the homogeneous components of f .

The degree of f is defined to be degw f = max{j : fj �= 0}, and if
i = degw f , then fi is called the initial term of f , and is denoted by inw(f).
Of course, inw(f) is in general not a monomial but a polynomial.

Let I ⊂ S be an ideal. Similarly as for monomial orders we define the
initial ideal of I with respect to w as

inw(I) = ({inw(f) : f ∈ I}).
By its definition, inw(I) is a homogeneous ideal with respect to the grad-
ing given by w, and of course is finitely generated. A set of polynomials
f1, . . . , fm ∈ I such that inw(I) = (inw(f1), . . . , inw(fm)) is called a stan-
dard basis of I with respect to w.

3.1.2 Initial ideals given by weights

The similarities between Gröbner bases and standard bases are apparent. We
shall now see that the Gröbner basis of an ideal may be viewed as the standard
basis with respect to a suitable weight. To see this we shall need

Lemma 3.1.1. Given a monomial order < and a finite number of pairs of
monomials (u1, v1), . . . , (um, vm) such that ui > vi for all i. Then there exists
a weight w such that degw ui > degw vi for all i.

Proof. Let ui = xai and vi = xbi for i = 1, . . . ,m. We are looking for an
integral vector w ∈ N

n such that 〈ai − bi,w〉 > 0 for all i. Suppose no such
w exists. Then by the Farkas Lemma (see [Sch98, Section 7.3]) there exist
ci ∈ Z+ with ci > 0 for at least one i such that the vector g =

∑m
i=1 ci(ai −

bi) has entries ≤ 0. Then this implies that
∏m

i=1(x
bi)ci =

∏m
i=1(x

ai)cix−g,
contradicting the fact that ui > vi for all i, see Lemma 2.1.4. �	

Now we have

Theorem 3.1.2. Given an ideal I ⊂ S and a monomial order <, there exists
a weight w such that

in<(I) = inw(I).

Proof. Let g1, . . . , gm be a Gröbner basis of I. We consider all pairs (in<(gi), u)
where u ∈ supp(gi) and u �= in<(gi). There are finitely many such pairs. Hence
by Lemma 3.1.1 there exists a weight w such that degw in<(gi) > degw u for
all u ∈ supp(gi) with u �= in<(gi) and for all i. It follows that inw(gi) =
ci in<(gi), where ci is the coefficient of in<(gi) in gi. In particular we see that

in<(I) = (inw(g1), . . . , inw(gm)) ⊂ inw(I).

Consequently, we obtain

in<(I) = in<(in<(I)) ⊂ in<(inw(I)) = in<w(I),

where <w is the monomial order defined in Example 2.1.3. Thus the assertion
follows from statement (b) in Proposition 2.2.6. �	
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3.2 The initial ideal as the special fibre of a flat family

3.2.1 Homogenization

Similarly to the standard gradings there is a process of homogenizing for the
grading defined by a weight w.

Let f ∈ S be a nonzero polynomial with homogeneous components fj

(with respect to the weight w). We introduce a new variable t, and define the
homogenizationof f with respect to w as the polynomial

fh =
∑

j

fjt
degw f−j ∈ S[t]

Note that fh is homogeneous in S[t] with respect to the extended weight
w′ = (w1, . . . , wn, 1) ∈ N

n+1 which assigns to the new variable t the degree 1.
In case of the standard grading (where w = (1, 1, . . . , 1)) this is the usual

homogenization.
One easily verifies that for any two polynomials f, g ∈ S one has

(fg)h = fhgh, (3.1)

and

(f + g)h = tdegw(f+g)−degw ffh + tdegw(f+g)−degw ggh. (3.2)

The second equation is only valid in S[t, t−1]. Indeed, the exponents of t may
be negative.

Let I ⊂ S be an ideal. The homogenization of I is defined to be the
ideal

Ih = ({fh: f ∈ I}) ⊂ S[t].

Let f1, . . . , fm be a system of generators of I. In general Ih �= (fh
1 , . . . , fh

m).
However, a system of generators of Ih can be computed by using Gröbner
bases.

We first show

Lemma 3.2.1. Let f ∈ S[t] be homogeneous. Then f ∈ Ih if and only if
f = tmgh for some g ∈ I and some m ∈ Z+.

Proof. The “if” part of the assertion is obvious. Conversely, assume that f ∈
Ih. Then f =

∑r
i=1 gif

h
i with fi ∈ I and gi ∈ S[t] homogeneous.

For any homogeneous polynomial p ∈ S[t], let p̄ ∈ S denote the dehomog-
enization of p which is obtained from p by substituting t by 1. Then

f̄ =
r∑

i=1

ḡif̄h
i =

r∑

i=1

ḡifi ∈ I.

Since f = tmf̄h for some m ∈ Z+, we may take g = f̄ . �	
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Given a weight w on S. A monomial order < is said to be graded with
respect w, if whenever degω(u) < degω(v) for u, v ∈ Mon(S), then u < v. For
example, the lexicographic order and reverse lexicographic order introduced
in Example 2.1.2 are graded with respect to the standard grading. More gen-
erally, if < is any monomial order, then the monomial order <ω introduced
in Example 2.1.3 is graded with respect to w.

For a monomial order < which is graded with respect to w we define a
natural extension <′ to S[t] as follows:

xatc <′ xbtd if and only if (i) xa < xb, or (ii) xa = xb and c < d.

This monomial order has the property that in<(g) = in<′(gh) for all
nonzero g ∈ S.

Proposition 3.2.2. Let I ⊂ S be an ideal and G = {g1, . . . , gs} a Gröbner
basis of I with respect to a monomial order < which is graded with respect to
w. Then Gh = {gh

1 , . . . , gh
s } is a Gröbner basis of Ih with respect to <′.

Proof. Since Ih is homogeneous it suffices to show that for any homoge-
neous element f ∈ Ih one has in<′(f) ∈ (in<′(gh

1 ), . . . , in<′(gh
s )). In fact,

in<′(f) = in<′(fj) for some homogeneous component fj of f , and since Ih is
homogeneous, all homogeneous components of f belong to Ih.

By virtue of Lemma 3.2.1 we have f = tmgh for some g ∈ I and some
m ∈ Z+. By the choice of our monomial order,

in<′(f) = tm in<′(gh) = tm in<(g).

Since G is a Gröbner basis of I, there exists u ∈ Mon(S) such that in<(g) =
u in<(gi) for some i, and since in<(gi) = in<′(gh

i ) we obtain

in<′(f) = tmu in<′(gh
i ),

as desired. �	

Example 3.2.3. Let I = (x1x2 − 1, x2
1 − x2). Then I has the Gröbner basis

{x1x2 − 1, x2
1 − x2, x

2
2 − x1} with respect to the reverse lexicographic order.

Thus the homogenization of I with respect to the standard grading is given
by

Ih = (x1x2 − t2, x2
1 − tx2, x

2
2 − tx1).

3.2.2 A one parameter flat family

Let I ⊂ S be an ideal. The inclusion K[t] ⊂ S[t] induces a natural K-algebra
homomorphism K[t] → S[t]/Ih. This gives S[t]/Ih a natural K[t]-module
structure. We will show that S[t]/Ih is a flat K[t]-module. One even has

Proposition 3.2.4. S[t]/Ih is a free K[t]-module.
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Proof. Let < be monomial order which is graded with respect to w. According
to Proposition 3.2.2, {gh

1 , . . . , gh
s } is Gröbner basis of Ih provided {g1, . . . , gs}

is Gröbner basis of I. Moreover, one has in<′(gh
i ) = in<(gi) for all i. There-

fore, by Proposition 2.2.5, the residue classes modulo Ih of the monomials in
S[t] which do not belong to (in<(g1), . . . , in<(gs))S[t] establish a K-basis of
S[t]/Ih. This implies at once that S[t]/Ih is a free K[t]-module whose basis
consists of the residue classes modulo Ih of monomials in S which do not
belong to (in<(g1), . . . , in<(gs)). �	

Corollary 3.2.5. For all a ∈ K, the element t − a is a nonzero divisor of
S[t]/Ih.

Proof. We know from Proposition 3.2.4 that S[t]/Ih is a free K[t]-module. Let
(ej)j∈J be a K[t]-basis, and suppose (t− a)f = 0 for some f ∈ S[t]/Ih. Write
f =

∑
j fjej with fj ∈ K[t]. Then 0 =

∑
j(t − a)fjej , and so (t − a)fj = 0

for all j. This implies that all fj = 0. Consequently, f = 0. �	

A one parameter flat family of K-algebras is a family of K-algebras
Ra, a ∈ K, for which there exists a K-algebra R and a flat K-algebra ho-
momorphism K[t] → R whose fibres R/(t − a)R are isomorphic to Ra for all
a ∈ K. The K-algebra R0 is called the special fibre, and Ra for a �= 0 a
general fibre of the family.

Corollary 3.2.6. Let I ⊂ S be an ideal, and let w be a weight. Then there ex-
ists a one parameter flat family of K-algebras whose special fibre is isomorphic
to S/ inw(I) and whose general fibres are all isomorphic to S/I.

Proof. The one parameter flat family is defined by the graded flat K-algebra
homomorphism K[t] → S[t]/Ih. It is clear that the substitution t �→ 0 maps
Ih to inw(I). Thus the special fibre of the family is the one announced.

On the other hand, by Proposition 3.2.2 there exists a system of generators
g1, . . . , gs of I (in fact a Gröbner basis) such that gh

1 , . . . , gh
s is a system of

generators of Ih. Say, gi =
∑

u ci
uu; then the substitution t �→ a for a ∈ K

with a �= 0, maps gh
i to gi,a =

∑
u ci

uadegw gi−degw uu.
The automorphism ϕ : S → S with ϕ(xi) = awixi for all i, maps gi,a to

adegw gigi. This shows that the general fibre is isomorphic to S/I. �	

3.3 Comparison of I and in(I)

Throughout this section I ⊂ S will always be a graded ideal (with respect to
the standard grading of S). We fix a weight w. Then Ih ⊂ S[t] has a system of
generators of the form gh

1 , . . . , gh
s , where g1, . . . , gs is a suitable homogeneous

system of generators of I, see Proposition 3.2.2.
If we assign to each xi the bidegree (wi, 1) and to t the bidegree (1, 0),

then all the generators gh
i are bihomogeneous, and hence Ih is a bigraded
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ideal. Therefore Ih has a minimal bigraded resolution F. The minimality of
the resolution is equivalent to the condition that all entries in the matrices
describing the differentials of the resolution F belong to n = (x1, . . . , xn, t).
The reader who is not so familiar with resolutions is referred to Appendix A2.

We set T = S[t], and let

F : 0 −→ Fp −→ Fp−1 −→ · · · −→ F1 −→ F0 −→ T/Ih −→ 0

with Fi =
⊕

k,j T (−k,−j)βi,(k,j) .

Since t is a nonzero divisor on T with t ∈ n, the complex F̄ = F/tF is a
bigraded minimal free S-resolution of (T/Ih)/t(T/Ih) = S/ inw(I), and it has
the same bigraded shifts as F. Note that the second component of the shifts
in the resolution are the ordinary shifts of the standard graded ideal inw(I).
Thus we have shown that

βij(S/ inw(I)) =
∑

k

βi,(k,j) for all i and j (3.3)

On the other hand, let G = F/(t−1)F. Since t−1 is a nonzero divisor on T , the
complex G is a free S-resolution of (T/Ih)/(t−1)(T/Ih) = S/I. However, t−1
is only homogeneous with respect to the second component of the bidegree.
Therefore, G is no longer a bigraded resolution of S/I. However, the second
components of the shifts in the resolution of F are preserved. Hence G is a
graded free resolution of the standard graded ring S/I. But in general G may
not be a minimal free resolution of S/I, because t − 1 �∈ n.

A comparison with the minimal graded free resolution of S/I then implies
that

βij(S/I) ≤
∑

k

βi,(k,j) for all i and j. (3.4)

Thus combining (3.3) with (3.4) we obtain the important

Theorem 3.3.1. Let I be a graded ideal I ⊂ S and w a weight. Then

βij(I) ≤ βij(inw(I)) for all i and j.

The following example illuminates what happens in this deformation pro-
cess.

Example 3.3.2. Let I = (x1x2−x2
3,−x1x3+x2

2, x
2
1−x2x3) ⊂ S = K[x1, x2, x3].

Then with respect to the lexicographic order we obtain the Gröbner basis

{−x3
2 + x3

3, x1x2 − x2
3,−x1x3 + x2

2, x
2
1 − x2x3}.

Thus the homogenization of I with respect to the weight (2, 1, 1) gives the
ideal

Ih = (−x3
2 + x3

3, x1x2 − x2
3t,−x1x3 + x2

2t, x
2
1 − x2x3t

2).
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The bigraded T -resolution of Ih is then given by

F : 0 → T (−6,−4) α−−−−→ T (−4,−3) ⊕ T (−5,−3)2 ⊕ T (−5,−4)
β−−−−→ T (−3,−3) ⊕ T (−3,−2)2 ⊕ T (−4,−2) → Ih → 0

Here the maps are described by the matrices

α =

⎛

⎜⎜⎝

x1

x2

−x3

t

⎞

⎟⎟⎠ and β =

⎛

⎜⎜⎝

t 0 0 −x1

x3 x2t x1 −x2
2

x2 −x1 −x3t −x2
3

0 −x3 −x2 0

⎞

⎟⎟⎠ .

If we now specialize t to 0, then we obtain from F the minimal graded free
S-resolution F̄ of inw(I) = (x1x3, x1x2, x

2
1,−x3

2 + x3
3), namely

F̄ : 0 → S(−4) −→ S(−3)3 ⊕ S(−4) −→ S(−3) ⊕ S(−2)3 −→ inw(I) → 0,

with the maps described by the matrices
⎛

⎜⎜⎝

x1

x2

−x3

0

⎞

⎟⎟⎠ and

⎛

⎜⎜⎝

0 0 0 −x1

x3 0 x1 −x2
2

x2 −x1 0 −x2
3

0 −x3 −x2 0

⎞

⎟⎟⎠ .

On the other hand, if we specialize t to 1, then we obtain a graded free S-
resolution G of I with the same shifts as in the resolution of F̄. But now this
resolution is not minimal, because the entries of the matrices describing the
maps in the resolution contain units. Indeed, the matrices are

⎛

⎜⎜⎝

x1

x2

−x3

1

⎞

⎟⎟⎠ and

⎛

⎜⎜⎝

1 0 0 −x1

x3 x2 x1 −x2
2

x2 −x1 −x3 −x2
3

0 −x3 −x2 0

⎞

⎟⎟⎠

However by cancelling isomorphic summands in G one obtains the graded
minimal free S-resolution of I:

0 → S(−3)2 −→ S(−2)3 −→ I → 0,

where (
−x2 x1 x3

−x1 x3 x2

)

is the relation matrix of I.

Theorem 3.3.1 together with Theorem 3.1.2 now yields

Corollary 3.3.3. Let < be a monomial order on S. Then for any graded ideal
I ⊂ S one has

βij(I) ≤ βij(in<(I)) for all i and j.
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There are two important invariants attached to a graded ideal I ⊂ S
defined in terms of the minimal graded free resolution of S/I:

(1) the projective dimensionof S/I,

proj dimS/I = max{i : βij(S/I) �= 0 for some j}, and

(2) the regularity of I,

reg I = max{j : βi,i+j(I) �= 0 for some i}.

The following theorem summarizes the comparison between in<(I) and I.

Theorem 3.3.4. Let I ⊂ S be a graded ideal and < a monomial order on S.
Then

(a) dimS/I = dim S/ in<(I);
(b) proj dimS/I ≤ proj dimS/ in<(I);
(c) reg S/I ≤ reg S/ in<(I);
(d) depth S/I ≥ depth S/ in<(I);

Proof. (a) follows from the fact that the residue classes of the monomials
which do not belong to in<(I) form a K-basis of S/I. Indeed, this implies
that S/I and S/ in<(I) have the same Hilbert function and hence the same
dimension; see Theorem 6.1.3.

(b) and (c) are immediate consequences of Corollary 3.3.3, while (d) follows
from (b) and the Auslander–Buchsbaum formula which says that

depth M + proj dimM = dim S

for any finitely generated graded S-module M ; see Corollary A.4.3. �	

Corollary 3.3.5. S/I is Cohen–Macaulay (resp. Gorenstein) if S/ in<(I) has
the corresponding property.

Proof. Since, by definition, a finitely generated graded S-module M is Cohen–
Macaulay if and only if dimM = depth M , Theorem 3.3.4 implies the state-
ment about Cohen–Macaulayness.

Concerning the Gorenstein property we use the fact (see A.6.6) that for a
graded ideal J ⊂ S we have: S/J is Gorenstein if and only if S/J is Cohen–
Macaulay and the last non-vanishing Betti number of S/J is equal to 1. There-
fore, using again Theorem 3.3.4 and Corollary 3.3.3, the assertion follows. �	

Example 3.3.6. Of course it may happen, and in indeed in most cases it does,
that S/I is Cohen–Macaulay but S/ in<(I) is not. For example, consider
the ideal I = (x2

1 − x2x3, x1x2 − x2
3, x

2
2 − x1x3) ⊂ S = K[x1, x2, x3]. Then

in<lex(I) = (x1x3, x1x2, x
2
1, x

3
2), and the resolutions are

0 −→ S(−3)2 −→ S(−2)3 −→ I −→ 0,
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and

0 −→ S(−4) −→ S(−3)3 ⊕ S(−4) −→ S(−2)3 ⊕ S(−3) −→ in<lex(I) −→ 0.

We have dim S/I = dim S/ in<lex(I) = 1. From the resolutions we deduce
that depth S/I = 1 and that depthS/ in<lex(I) = 0. Thus S/I is Cohen–
Macaulay and S/ in<lex(I) is not Cohen–Macaulay. We also see that 2 =
reg I < reg in<lex(I) = 3.

Theorem 3.3.4 remains true more generally if we replace in<(I) by inw(I)
everywhere in the statements.

As a final useful result concerning the comparison of I with in(I) we show

Proposition 3.3.7. Let I ⊂ S be a graded ideal and suppose that inw(I) is
a prime (resp. a radical) ideal. Then I is a prime (resp. a radical) ideal. In
particular, if in<(I) is a squarefree monomial ideal, then I is a radical ideal.

Proof. Let Ih ∈ S[t] be the homogenization of I with respect to the weight
w. Then Ih is a graded ideal in S[t], if we set deg xi = wi and deg t =
1. We claim that Ih is a prime ideal (resp. a radical) ideal, if inw(I) has
this property. Once this claim is shown, the desired conclusion follows since
IS[t, t−1] ∼= IhS[t, t−1]. This isomorphism is induced by the automorphism
ϕ: S[t, t−1] → S[t, t−1] which is defined by xi �→ tωixi for i = 1, . . . , n.

In order to prove the claim we use Corollary 3.2.5 together with the fol-
lowing fact: let R be a finitely generated positively graded K-algebra, and let
t ∈ R be a homogeneous nonzero divisor of R such that R/tR is a domain or
a reduced ring. Then R has this property, too.

Indeed, set R̄ = R/tR and denote by ā ∈ R̄ the residue class of an element
a ∈ R. Suppose R̄ is reduced and that an = 0 for some n, then ān = 0, and
so ā = 0. Therefore a = bt for some b ∈ R, and so bntn = 0. However, since t
is a nonzero divisor on R, it follows that bn = 0. Again, since R̄ is reduced it
follows that b̄ = 0 which implies that b ∈ (t), so that a ∈ (t)2. By induction we
have that a ∈ (t)k for all k. By Krull’s intersection theorem,

⋂
k≥0(t)

k = (0),
and so a = 0, as desired. In the same way one shows that the property of R̄
being a domain can be lifted to R. �	

Problems

3.1. What is the homogenization of the ideal I = (x1x2−x3, x2x3−x1, x1x3−
x2) with respect to the standard grading?

3.2. Give an example of a graded ideal I ⊂ S for which depth I > depth in<(I)
and reg I < reg in<(I).
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3.3. A graded ideal I ⊂ S is called a complete intersection if I is generated by
a regular sequence f1, . . . , fm of homogeneous polynomials. Let I be graded
ideal such that in<(I) is a complete intersection.
(a) Show that I is a complete intersection.
(b) Give an example of a complete intersection I for which in<(I) is not even
Cohen–Macaulay.

3.4. Let n ≥ 2 and I ⊂ S = K[x1, . . . , xn] be the ideal generated by the
elements x2

1 −x2
i , i = 2, . . . , n and by the monomials xixj with 1 ≤ i < j ≤ n.

Show that S/I is Gorenstein but in<(I) is never Gorenstein, no matter which
monomial order < on S we choose.

3.5. (a) Show that I is a complete intersection if in<(I) is a complete inter-
section for some monomial order on S.
(b) Show that I = (x2

1 − x2
2, x1x2) ⊂ K[x1, x2] is a complete intersection, but

in<(I) is never a complete intersection, no matter which monomial order <
on K[x1, x2] we choose.

3.6. Let f ∈ S = K[x1, . . . , xn] be a nonzero polynomial. We denote by f∗

the highest nonzero homogeneous component of f . For an ideal I ⊂ S we let
I∗ be the ideal generated by all f∗ with f ∈ I and f �= 0. Show that I is a
prime (resp. radical) ideal, if I∗ has this property.

3.7. Show that the ideal (x1y2 − x2y1, x1y3 − x3y1) ⊂ K[x1, x2, x3, y1, y2, y3]
is a radical ideal, but not a prime ideal.

Notes

The fact that for any graded ideal in the polynomial ring and for any monomial
order the graded Betti numbers of the initial ideal are greater than or equal
to the graded Betti numbers of the original ideal has many theoretical and
practical applications. Indeed, this inequality of graded Betti numbers implies
that if the initial ideal has nice algebraic properties, then so does the original
ideal. For example, an elegant proof of the fact that determinantal ideals are
Cohen–Macaulay was given by Sturmfels [Stu90] by showing that the initial
of a determinantal ideal is the Stanley–Reisner ideal of a shellable simplicial
complex. Another interesting example of how to use the comparison with the
initial ideal is given in the theory of Koszul algebras, namely if the initial ideal
of a graded ideal is generated by quadratic monomials, then the quotient
algebra of the original ideal is Koszul. Here it is used that any quadratic
monomial ideal defines a Koszul algebra, as shown in [BF85]. A simple proof
of this fact can also be found in [HHR00]. More detailed information about
the comparison of I and in(I) can be found in the survey article [BC04] by
Bruns and Conca. There one can also find more references to this topic.
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Generic initial ideals

Generic initial ideals play an essential role in geometry as well as in shifting
theory, which will be studied in Chapter 11. Let S = K[x1, . . . , xn] be a
polynomial ring over an infinite field K, and < a monomial order on S which
satisfies x1 > x2 > · · · > xn. For a graded ideal I ⊂ S it will be shown
that there exists a nonempty open set U of linear automorphisms of S such
that in<(αI) does not depend on α ∈ U . The resulting initial ideal is called
the generic initial ideal of I with respect to <. It turns out that generic
initial ideals are Borel-fixed, and are even strongly stable if the base field is
of characteristic 0. Generic annihilator numbers will be introduced and it will
be shown that the extremal Betti numbers of an ideal and its generic initial
coincide.

4.1 Existence

Let K be a field. Recall that a subset of the affine space Km is called Zariski
closed if it is the set of common zeroes of a set of polynomials in m variables.
A Zariski open subset of Km is by definition the complement of a Zariski
closed subset. The topology so defined on Km is called the Zariski topology.

Note that if K is a finite field, then any subset of Km is Zariski closed,
and consequently any subset of Km is Zariski open as well.

Throughout this chapter we will assume that K is an infinite field, because
otherwise the statements which refer to Zariski open sets would be meaning-
less.

An important property of Zariski open sets is given in

Lemma 4.1.1. Let U1, . . . , Ur ⊂ Km be nonempty Zariski open sets. Then
U1 ∩ . . . ∩ Ur �= ∅.

Proof. It is enough to show that U ∩U ′ �= ∅, if U and U ′ are nonempty Zariski
open sets of Km. Let A = Km \ U and A′ = Km \ U ′, and assume that A is
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the common set of zeroes of the polynomials f1, . . . , fr and A′ is the common
set of zeroes of the polynomials g1, . . . , gs. Let x ∈ U and x′ ∈ U ′. Then
there exist fi and gj with fi(x) �= 0 and gj(x′) �= 0. It follows that figj �= 0.
Since K is infinite, there exists x′′ ∈ Km such that figj(x′′) �= 0. This implies
fi(x′′) �= 0 and gj(x′′) �= 0. Hence x′′ ∈ U ∩ U ′. ��

Lemma 4.1.1 says that any nonempty Zariski open set is a dense subset of
Km.

Let S = K[x1, . . . , xn] be the polynomial ring in n variables and let
GLn(K) denote the general linear group, that is, the group of all invertible
n × n-matrices with entries in K. Any α ∈ GLn(K), α = (aij) induces an
automorphism

α : S → S, f(x1, . . . , xn) 
→ f(
n∑

i=1

ai1xi, . . . ,

n∑

i=1

ainxi).

This type of automorphism of S is called a linear automorphism.
The set Mn(K) of all n × n matrices may be identified with the points in

Kn×n, the coordinates of the points being the entries of the corresponding
matrices. It is then clear that GLn(K) is a Zariski open subset of Mn(K),
because α ∈ Mn(K) belongs to GLn(K) if and only if detα �= 0. This is the
case if and only if α does not belong to the Zariski closed set which is defined
as the set of zeroes of the polynomial det(xij) ∈ K[{xij}i,j=1,...,n].

Since GLn(K) itself is open, a subset of GLn(K) is open if and only if it
is a Zariski open subset of Kn×n.

Theorem 4.1.2. Let I ⊂ S be a graded ideal and < a monomial order on S.
Then there exists a nonempty open subset U ⊂ GLn(K) such that in<(αI) =
in<(α′I) for all α, α′ ∈ U .

Definition 4.1.3. The ideal in<(αI) with α ∈ U and U ⊂ GLn(K) as given
in Theorem 4.1.2 is called the generic initial ideal of I with respect to the
monomial order <. It is denoted gin<(I).

In preparation of the proof of Theorem 4.1.2 we introduce some concepts
and notation: Let d, t ∈ N with t ≤ dimK Sd. We consider the tth exterior
power

∧t
Sd of the K-vector space Sd, cf. Chapter 5.

Given a monomial order < on S, an element u1 ∧ u2 ∧ · · · ∧ ut where each
ui is a monomial of degree d and where u1 > u2 > · · · > ut, will be called a
standard exterior monomial of

∧t
Sd. It is clear that the standard exterior

monomials form a K-basis of
∧t

Sd. In particular, any element f ∈
∧t

Sd is a
unique linear combination of standard exterior monomials. The support of
f is the set supp(f) of standard exterior monomials which appear in f with
a nonzero coefficient.

We order the standard exterior monomials lexicographically by setting

u1 ∧ u2 ∧ · · · ∧ ut > v1 ∧ v2 ∧ · · · ∧ vt,
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if ui > vi for the smallest index i with ui �= vi. This allows us to define
the initial monomial in<(f) of a nonzero element f ∈

∧t
Sd as the largest

standard exterior monomial in the support of f .
Now let V ⊂ Sd be a t-dimensional linear subspace of Sd and f1, . . . , ft a

K-basis of V . Then the 1-dimensional K-vector space
∧t

V is generated by
f1 ∧ f2 ∧ · · · ∧ ft.

We let in<(V ) be the K-vector space generated by all the monomials
in<(f) with 0 �= f ∈ V . Then we have

Lemma 4.1.4. Let w1, . . . , wt be monomials in St with w1 > w2 > · · · > wt.
The following conditions are equivalent:

(a) the monomials w1, . . . , wt form a K-basis of in<(V );
(b) if wi = in<(gi) with gi ∈ V , then g1, . . . , gt is a K-basis of V and

in<(g1 ∧ · · · ∧ gt) = in<(g1) ∧ · · · ∧ in<(gt);

(c) if f1, . . . , ft is a K-basis of V , then in<(f1 ∧ · · · ∧ ft) = w1 ∧ · · · ∧ wt.

Proof. (a) ⇒ (b): Let 0 �= f ∈ V ; then in<(f) = wi for some i. Hence there
exists a ∈ K such that f −agi = 0 or in<(f −agi) < wi. Arguing by induction
on i we see that f − agi is a K-linear combination of gi+1, . . . , gt. This shows
that g1, . . . , gt is a system of generators of V .

Suppose
∑t

i=1 aigi = 0 with ai ∈ K and not all ai = 0. Let j be the small-
est integer such that aj �= 0. Then in<(

∑t
i=1 aigi) = wj �= 0: a contradiction.

Thus the elements g1, . . . , gt are linearly independent.
Since w1 > w2 > · · · > wt it follows that in<(g1) ∧ · · · ∧ in<(gt) is a

standard exterior monomial. Let g = g1 ∧ · · · ∧ gt; then, up to a sign, a
standard exterior monomial of supp(g) is of the form u1 ∧ u2 ∧ · · · ∧ ut with
ui ∈ supp(gi). Since wi ≥ ui it follows that any standard exterior monomial
of supp(g) is less than or equal to w1 ∧w2 ∧ · · · ∧wt. On the other hand, since
w1 ∧ w2 ∧ · · · ∧ wt ∈ supp(g), the desired conclusion follows.

(b) ⇒ (c): Since f1 ∧ · · · ∧ ft and g1 ∧ · · · ∧ gt differ only by a nonzero
scalar, we have

in<(f1 ∧ · · · ∧ ft) = in<(g1 ∧ · · · ∧ gt) = w1 ∧ · · · ∧ wt.

(c) ⇒ (a): We claim that each wi ∈ in<(V ). Then, since dimK V =
dimK in<(V ), this implies that w1, . . . , wt is a K-basis of in<(V ), as we want
to show. Indeed, since in<(f1 ∧ · · · ∧ ft) = in<(h1 ∧ · · · ∧ ht) for any other
basis h1, . . . , ht of V , we may assume that in<(f1) > in<(f2) > · · · > in<(ft).
But then wi = in<(fi). ��

Now let α ∈ GLn(K) be a linear automorphism of S, and f1, f2, . . . , ft a
K-basis of V . Then α(f1), α(f2), . . . , α(ft) is a K-basis of the vector subspace
αV ⊂ Sd, and if in<(α(f1) ∧ · · · ∧ α(ft)) = w1 ∧ w2 ∧ · · · ∧ wt, then in<(αV )
has the K-basis w1, . . . , wt; see Lemma 4.1.4.
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Lemma 4.1.5. Let w1 ∧ · · · ∧wt be the largest standard exterior monomial of∧t
Sd with the property that there exists α ∈ GLn(K) with

in<(α(f1) ∧ · · · ∧ α(ft)) = w1 ∧ · · · ∧ wt.

Then the set U = {α ∈ GLn(K) : in<(α(f1) ∧ · · · ∧ α(ft)) = w1 ∧ · · · ∧wt} is
a nonempty Zariski open subset of GLn(K).

Proof. By its definition, U �= ∅. Let p(α) be the coefficient of w1 ∧ · · · ∧ wt

in the presentation of α(f1) ∧ · · · ∧ α(ft) as a linear combination of standard
exterior monomials. Then α belongs to U if and only if p(α) �= 0.

Basic linear algebra implies that p(α) is a polynomial function of the entries
α whose coefficients are determined by f1, . . . , ft; see Example 4.1.6. This
yields the desired conclusion. ��
Example 4.1.6. Let S = K[x1, x2], and < the lexicographic monomial order
on S. Then the standard exterior monomials in

∧2
S2 are:

x2
1 ∧ x1x2 > x2

1 ∧ x2
2 > x1x2 ∧ x2

2.

Let f1 = x2
1, f2 = x2

2 and α ∈ GL2(K). Then α(f1) = α2
11x

2
1 + 2α11α21x1x2 +

α2
21x

2
2 and α(f2) = α12x

2
1 + 2α12α22x1x2 + α2

22x
2
2. Therefore,

α(f1) ∧ α(f2) = (2α2
11α12α22 − 2α2

12α1α21)x2
1 ∧ x1x2 + · · · ,

and so p(α) = 2(α2
11α12α22 − α2

12α1α21).

Now we are ready to give the proof of Theorem 4.1.2.

Proof. Let d ∈ Z+ with Id �= 0. We define the nonempty Zariski open subset
Ud ⊂ GLn(K) for the linear subspace Id ⊂ Sd similarly to how we defined
in Lemma 4.1.5 the Zariski open subset U ⊂ GLn(K) for V ⊂ Sd. For those
d ∈ Z+ with Id = 0, we set Ud = GLn(K).

Let α ∈ Ud and set Jd = in<(αId). By the definition of Ud and by
Lemma 4.1.4, Jd does not depend on the particular choice of α ∈ Ud. We
claim that J =

⊕
d Jd is an ideal. In fact, for a given d ∈ Z+, we have

Ud ∩ Ud+1 �= ∅. Then for any α ∈ Ud ∩ Ud+1 it follows that

S1Jd = S1 in<(αId) ⊂ in<(αId+1) = Jd+1,

which shows that J is indeed an ideal.
Let c be the highest degree of a generator of J , and let U = U1∩U2∩· · ·∩Uc.

For any α ∈ U we will show that Jd = in<(αId) for all d. This is obviously
the case for d ≤ c, because α ∈ Ud for all d ≤ c. Now let d ≥ c. We show by
induction on d, that Jd = in<(αId). For d = c, there is nothing to prove. Now
let d > c. Applying the induction hypothesis we get

Jd = S1Jd−1 = S1 in<(αId−1) ⊂ in<(αId).

Since dimK Jd = dimK in<(αId) we conclude that Jd = in<(αId).
The (nonempty) Zariski open set U just defined, has the desired property.

��
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The proof of Theorem 4.1.2 gives us the following additional information
about gin<(I).

Proposition 4.1.7. Let t = dimK Id and let w1∧w2∧· · ·∧wt be the standard
exterior monomial generating

∧t gin<(I)d. Then

w1 ∧ w2 ∧ · · · ∧ wt = max{in<(f) : 0 �= f ∈
t∧

α(I)d, α ∈ GLn(K)}.

How can gin<(I) be computed? The nonempty Zariski open set U with
gin<(I) = in<(αI) for all α ∈ U is a dense subset of Km with respect to the
Zariski topology. (Here m = n2.) Suppose K is a subfield of the real numbers,
for example K = Q, then U is also a dense subset of Km with respect to
the standard topology on Km. Indeed, suppose U is the complement of the
Zariski closed set A ⊂ Km, which is defined as the common set of zeroes of
the polynomials fj , j ∈ J . Then a point x ∈ Km belongs to U if and only if
fj(x) �= 0 for at least one j. To simplify notation we set f = fj . Let y ∈ Km

and ε > 0. We set Uε = {z ∈ Km : |z − y| < ε} and show that Uε ∩ U �= ∅.
Suppose this is not the case, then f(z) = 0 for all z ∈ Uε. But then also

∂f

∂xj
(a) = lim

t→0,
a+tej∈Uε

f(a + tej) − f(a)
t

= 0

for all a ∈ Uε, where ej denotes the jth standard basis vector of Km. By
induction it follows that all higher partial derivatives of f vanish. This implies
that f = 0, a contradiction.

Now as we know that U ⊂ Km is a dense subset of Km in the standard
topology, it is hard to avoid U when choosing a point x ∈ Km. In other words,
if we pick x ∈ Km randomly, i.e. “generic enough”, then most likely x will
belong to U . This is how most computer algebra systems compute gin<(I). An
uncertainty remains. Therefore it is advisable to make several random choices
of coordinates. If the result is always the same, then there is a good reason to
believe that this is gin<(I).

4.2 Stability properties of generic initial ideals

4.2.1 The theorem of Galligo and Bayer–Stillman

The subgroup B ⊂ GLn(K) of all nonsingular upper triangular matrices is
called the Borel subgroup of GLn(K). A matrix α = (aij) ∈ B is called
an upper elementary matrix, if aii = 1 for all i and if there exist integers
1 ≤ k < l ≤ n such that akl �= 0 while aij = 0 for all i �= j with {i, j} �= {k, l}.
Recall from linear algebra that the subgroup D ⊂ B of all nonsingular diagonal
matrices together with the set of all upper elementary matrices generate B.

The main goal of this section is to show that gin<(I) is fixed under the
action of B. To be precise, we have
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Theorem 4.2.1 (Galligo, Bayer–Stillman). Let I ⊂ S be a graded ideal
and < a monomial order on S. Then gin<(I) is a Borel-fixed ideal, that is,
α(gin<(I)) = gin<(I) for all α ∈ B.

Proof. We first notice that an invertible diagonal matrix δ keeps monomial
ideals fixed, because if d1, . . . , dn is the diagonal of δ and u is a monomial,
then δ(u) = u(d1, . . . , dn)u and u(d1, . . . , dn) ∈ K \ {0}. Here u(d1, . . . , dn)
denotes the evaluation of the monomial u at the point (d1, . . . , dn), that is, if
u = xa1

1 xa2
2 · · ·xan

n , then u(d1, . . . , dn) = da1
1 da2

2 · · · dan
n .

Suppose now there is an element α ∈ B with α(gin<(I)) �= gin<(I). Then,
since B is generated by invertible diagonal matrices (which fix gin<(I)) and
by upper elementary matrices, we may assume that α is an upper elementary
matrix.

Now since α(gin<(I)) �= gin<(I), there exists d ∈ Z+ with α(gin<(I)d) �=
gin<(I)d. Let t = dimK Id = dimK gin<(I)d. We let α act as a K-linear map
on

∧t
Sd by setting

α(w1 ∧ w2 ∧ · · · ∧ wt) = α(w1) ∧ α(w2) ∧ · · · ∧ α(wt)

for all standard exterior monomials w1 ∧ w2 ∧ · · · ∧ wt in
∧t

Sd.
If w = w1 ∧ w2 ∧ · · · ∧ wt is a standard exterior monomial gener-

ating
∧t gin<(I)d, then, since α is an upper triangular matrix and since

α(gin<(I)) �= gin<(I), it follows that there exists a standard exterior mono-
mial u ∈ supp(α(w)) with u > w.

Let β ∈ GLn(K) with gin<(I) = in<(βI), and let f1, . . . , ft be a K-basis
of βId with in<(fi) = wi and set f = f1 ∧ f2 ∧ · · · ∧ ft. We will show that
u ∈ supp(γ(f)) for a suitable γ ∈ B, contradicting Proposition 4.1.7.

The element γ ∈ B that we are going to construct will be of the form αδ
for a suitable nonsingular diagonal matrix δ. If we apply such δ with diagonal
d1, · · · , dn to f , then all standard exterior monomials v = v1∧· · ·∧vt ∈ supp(f)
for which v1v2 · · · vt is the same monomial m ∈ Std are mapped to the scalar
multiple m(d1, . . . , dn) of themselves. Thus if we take the sum of all terms
avv1 ∧ · · · ∧ vt in f with v1v2 · · · vt = m and call this sum fm, then we have

f = fm0 +
∑

m�=m0

fm,

where fm0 = aw1 ∧ w2 ∧ · · · ∧ wt = a in<(f) and a ∈ K \ {0}, and get

δ(f) = am0(d1, . . . , dn) in<(f) +
∑

m�=m0

m(d1, . . . , dt)fm.

Hence after applying α we obtain

(αδ)(f) = am0(d1, . . . , dn)α(in<(f)) +
∑

m�=m0

m(d1, . . . , dt)α(fm).
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Since u appears in α(in<(f)), say with coefficient c ∈ K �= {0}, we see that
the coefficient of u in (αδ)(f) equals

acm0(d1, . . . , dn) +
∑

m∈W

cmm(d1, . . . , dt)

with cm ∈ K and where W is the set of all m for which u ∈ supp(α(fm)).
Since p = acm0 +

∑
m∈W cmm is a nonzero polynomial in S and since K

is infinite, there exists d1, . . . , dn with p(d1, . . . , dn) �= 0. Thus if we choose δ
with this diagonal and let γ be αδ, then u ∈ supp(γ(f)), as desired. ��

4.2.2 Borel-fixed monomial ideals

We say that a graded monomial ideal I ⊂ S is Borel-fixed if it is fixed under
the action of B. Theorem 4.2.1 theorem tells us that the generic initial ideal
of a graded ideal is Borel-fixed.

If charK = 0, then the Borel-fixed ideals can be easily characterized, as
we shall see in a moment.

Definition 4.2.2. Let I ⊂ S be a monomial ideal. Then I is called strongly
stable if one has xi(u/xj) ∈ I for all monomials u ∈ I and all i < j such that
xj divides u.

The defining property of a strongly stable ideal needs to be checked only
for the set of monomial generators of a monomial ideal.

Lemma 4.2.3. Let I be a monomial ideal. Suppose of all u ∈ G(I), and for
all integers 1 ≤ i < j ≤ n such that xj divides u one has xi(u/xj) ∈ I. Then
I is strongly stable.

Proof. Let v ∈ I be a monomial and 1 ≤ i < j ≤ n integers such that xj

divides v. There exists u ∈ G(I) and a monomial w such that v = uw. If xj |u,
then xi(u/xj) ∈ I by assumption, and so xi(v/xj) = xi(u/xj)w ∈ I. If xj |w,
then xi(v/xj) = xiu(w/xj) ∈ I. ��

Proposition 4.2.4. (a) Let I ⊂ S be a graded ideal. Then I is a monomial
ideal, if I is Borel-fixed.
(b) Let I be a Borel-fixed ideal and a the largest exponent appearing among
the monomial generators of I. If char K = 0 or char K > a, then I is strongly
stable.
(c) If I is strongly stable, then I is Borel-fixed.

Proof. (a) We show that if f ∈ I is a nonzero homogeneous polynomial,
and u ∈ supp(f), then there exists a homogeneous polynomial g ∈ I with
supp(g) = supp(f) \ {u}.

Suppose f = auu+
∑

v �=u avv, and α ∈ B is a diagonal matrix with diagonal
c1, c2, . . . , cn. Then α(f) = auu(c1, . . . , cn)u+

∑
v �=u avv(c1, . . . , cn)v. Since K



58 4 Generic initial ideals

is infinite, we may choose c1, . . . , cn such that u(c1, . . . , cn) �= v(c1, . . . , cn) for
all v �= u. Let g = u(c1, . . . , cn)f − α(f). Then, indeed, we have supp(g) =
supp(f) \ {u}.

(b) Let u ∈ I be a monomial, xj a variable which divides u and 1 ≤ i < j
a number. Let α ∈ B be the upper elementary matrix which induces the linear
automorphism on S with xk 
→ xk for k �= j and xj 
→ xi + xj .

Suppose that u = xa1
1 xa2

2 · · ·xan
n ; then

α(u) = xa1
1 xa2

2 · · · (xi + xj)aj · · ·xan
n = u + ajxi(u/xj) + · · · .

Since I is Borel-fixed, it follows that α(u) ∈ I, and since I is a monomial
ideal, we have supp(α(u)) ⊂ I. The assumption on the characteristic on K
and the above calculation then shows that xi(u/xj) ∈ I.

(c) Let u ∈ I be a monomial. Since the upper elementary matrices and
the diagonal matrices generate B and since δI = I for any diagonal matrix δ,
it is enough to show that for 1 ≤ i < j and α ∈ GLn(K) with α(xk) = xk for
j �= k and α(xj) = cxi + xj with c ∈ K \ {0}, one has α(u) ∈ I.

If u = xa1
1 xa2

2 · · ·xan
n , then

α(u) =
aj∑

k=0

(
aj

k

)
ckxk

i (u/xk
j ).

Since I is strongly stable, we see that all monomials in the support of α(u)
belong to I. ��

There is another interesting characterization of strongly stable ideals. To
describe it, we introduce the Borel order. This is the partial order on
Mon(Sd) defined as follows: let u, v ∈ Mon(Sd), where u = xi1xi2 · · ·xid

with
i1 ≤ i2 ≤ · · · ≤ id and v = xj1xj2 · · ·xjd

with j1 ≤ j2 ≤ · · · ≤ jd. We say that
u ≥Borel v if ik ≤ jk for k = 1, . . . , d.

Lemma 4.2.5. (a) Let u, v ∈ Mon(Sd) with u >Borel v. Then

(i) there exist monomials w1, . . . , wr ∈ Mon(Sd) with w1 = u and wr = v,
and such that for each k there exist integers i > j such that xj divides wk

and wk+1 = xi(wk/xj). In particular we have

u = w1 >Borel w2 >Borel · · · >Borel wr = v.

(ii) u > v with respect to any monomial order > on S with x1 > x2 > · · · > xn.

(b) A monomial ideal I ⊂ S is strongly stable, if and only if for all d, Mon(Id)
is an order filter in Mon(Sd) with respect to the Borel order. In other words,
if v ∈ Mon(Id) and u ∈ Mon(Sd) with u >Borel v, then u ∈ Id.

Proof. (a)(i) Let u = xi1xi2 · · ·xid
with i1 ≤ i2 ≤ · · · ≤ id and v =

xj1xj2 · · ·xjd
with j1 ≤ j2 ≤ · · · ≤ jd. Since u >Borel v, there exists an integer

k such that id = jd, . . . , ik+1 = jk+1 and ik < jk. It follows that ik + 1 ≤
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jk ≤ jk+1 = ik+1, and we set w1 = u and w2 = xi1 . . . xik−1xik+1xik+1 · · ·xid
.

Then w2 = xik+1(w1/xik
). If w2 = v, we are done. Otherwise we apply the

same argument to w2 and obtain the next monomial w3. In a finite number
of steps we arrive at v and the construction of the sequence w1, w2, . . . , wr is
completed.

(a)(ii) By (i) it suffices to consider the case that v = xi(u/xj) with i > j.
Then xiu = xjv > xiv, and so u > v.

(b) is an immediate consequence of (a)(i). ��

Now we have

Proposition 4.2.6. Let I ⊂ S be a graded ideal and < a monomial order on
S. Then the following holds:

(a) gin<(I) is strongly stable, if char K = 0.
(b) (Conca) gin<(I) = I if and only if I is Borel-fixed.

Proof. (a) By Theorem 4.2.1 the ideal gin<(I) is Borel-fixed. Thus the state-
ment follows from Proposition 4.2.4.

(b) One direction of the assertion is a consequence of Theorem 4.2.1. For
the other direction we use the fact that a matrix α whose principal minors
are all nonzero, can be written as a product βγ where β is an invertible lower
triangular matrix and γ an invertible upper triangular matrix. This is an
open condition. Thus we may choose α ∈ GLn(K) with gin<(I) = in<(αI)
and which has a product presentation α = βγ, as described above.

For the invertible lower triangular matrix β and any monomial u one has
β(u) = au + · · · with a ∈ K \ {0} and with u >Borel v for all v ∈ supp(β(u))
such that v �= u. It follows therefore from Lemma 4.2.5(a)(ii) that for every
homogeneous polynomial f , one has in<(β(f)) = in<(f). This implies that
in<(βI) = in<(I).

Therefore,

gin<(I) = in<(βγI) = in<(γI) = in<(I) = I.

Here we used that γI = I, since by assumption, I is Borel-fixed. The last
equation holds, since I is a monomial ideal. ��

Theorem 4.2.1 together with Proposition 4.2.6(b) implies

Corollary 4.2.7. Let I ⊂ S be a graded ideal and < a monomial order on S.
Then gin<(gin<(I)) = gin<(I).

Example 4.2.8. Proposition 4.2.6 is false in positive characteristic. For exam-
ple, assume char K = p > 0, and consider the ideal I = (xp

1, x
p
2) ⊂ K[x1, x2].

Let α ∈ GLn(K) be any element, say, α(xi) = ai1x1 + ai2x2. Then

α(xp
i ) = α(xi)p = (ai1x1 + ai2x2)p = ap

i1x
p
1 + ap

i2x
p
2.

Since the matrix with entries ap
ij is also nonsingular, we see that αI = I.

Hence I is Borel-fixed but not strongly stable.
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We say that a monomial ideal I ⊂ S = K[x1, . . . , xn] is of Borel type if

I : x∞
i = I : (x1, . . . , xi)∞ for i = 1, . . . , n.

Let u be a monomial. We denote by νi(u) be highest power of xi which
divides u. Borel type ideals can be characterized as follows:

Proposition 4.2.9. Let I ⊂ S be a monomial ideal. The following conditions
are equivalent:

(a) I is of Borel type.
(b) For each monomial u ∈ I and all integers i, j, s with 1 ≤ j < i ≤ n and

s > 0 such that xs
i |u there exists an integer t ≥ 0 such that xj

t(u/xs
i ) ∈ I.

(c) For each monomial u ∈ I and all integers i, j with 1 ≤ j < i ≤ n there
exists an integer t ≥ 0 such that xj

t(u/x
νi(u)
i ) ∈ I.

(d) If P ∈ Ass(S/I), then P = (x1, . . . , xj) for some j.

Observe that condition (b) or (c) is satisfied for all monomials u ∈ I if
and only if it is satisfied for all u ∈ G(I). Thus one has to check only finitely
many conditions.

Proof (of Proposition 4.2.9). (a) ⇒ (b): Let u ∈ I be a monomial such that
xs

i |u for some s > 0, and let j < i. Then u = xs
i v with v ∈ I : x∞

i . Condition
(a) implies that I : x∞

i ⊂ I : x∞
j . Therefore, there exists an integer t ≥ 0 such

that xt
j(u/xs

i ) = xt
jv ∈ I.

(b)⇒ (a): We will show that I : x∞
i ⊂ I : x∞

j for j < i. This will imply
(a). Let u ∈ I : x∞

i be a monomial. Then xs
i u ∈ I for some s > 0, and so (b)

implies that xt
ju ∈ I for some t, that is, u ∈ I : x∞

j .
The implication (b) ⇒ (c) is trivial. For the converse, let u ∈ I be a

monomial such that xs
i |u for some s > 0, and let j < i. By (c) there ex-

ists an integer t ≥ 0 such that xt
j(u/x

νi(u)
i ) ∈ I. Therefore, xt

j(u/xs
i ) =

x
νi(u)−s
i xt

j(u/x
νi(u)
i ) ∈ I.

(b) ⇒ (d): Let P ∈ Ass(S/I); then, according to Proposition 1.3.10, there
exists a monomial v such that P = I : v. Notice that v �∈ I, since P �= S.
By Corollary 1.3.9 the ideal P is generated by a subset of the variables. Let
xi ∈ P and let j < i. We show that xj ∈ P . Indeed, let u = xiv. Then
u ∈ I, and hence by condition (b) there exists an integer t ≥ 0 such that
xt

jv = xt
j(u/xi) ∈ I. Therefore, xt

j ∈ I : v = P . Since v �∈ I it follows that
t > 0 and since P is a prime ideal we conclude then that xj ∈ P .

(d) ⇒ (b): Consider the (unique) standard primary decomposition of I =⋂m
i=1 Qi, cf. Section 1.3. Then each Qi is of the form (xa1

i1
, . . . , x

aj

ij
) and Pi =√

Pi = (xi1 , . . . , xij ) is an associated prime ideal of S/I. Thus (d) implies
that each Qi is of the form (xa1

1 , . . . , x
aj

j ). Write I = J ∩ Qm. Obviously, Qm

satisfies condition (b), and proceeding by induction on m, we may as well
assume that J satisfies condition (b). Thus if u ∈ I and xs

i |u, then for any
j < i there exists t1 and t2 such that xt1(u/xs

i ) ∈ J and xt2(u/xs
i ) ∈ Qm. It

follows that xt(u/xs
i ) ∈ I for t = max{t1, t2}. ��
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Ideals of Borel type include strongly stable ideals. But they are also im-
portant because of the following result.

Theorem 4.2.10 (Bayer–Stillman). Borel-fixed ideals are of Borel type.

Proof. We know from Proposition 4.2.4(a) that I is a monomial ideal. We
will show that I satisfies condition (c) of Proposition 4.2.9. Let u ∈ I with
a = νi(u), and let 1 ≤ j < i. We want to find an integer t such that xt

j(u/xa
i ) ∈

I. If a = 0, there is nothing to show. Suppose now that a > 0. Since I
is Borel-fixed, the polynomial

∑a
k=0

(
a
k

)
xk

j (u/xk
i ) belongs to I (cf. the proof

of Proposition 4.2.4(c)). Thus, since I is a monomial ideal, it follows that
xk

j (u/xk
i ) ∈ I for all k with

(
a
k

)
�= 0 in K. Hence if charK = 0, then xk

j (u/xk
i ) ∈

I for all k = 0, . . . , a. Now assume that char K = p > 0, and let a =
∑

i aip
i

be the p-adic expansion of a. Let j be an index such that aj �= 0, and let
k = pj . Then

(
a
k

)
= aj �= 0 in K. This follows from the following identity

(
a

k

)
=

∏

i

(
ai

ki

)
mod p,

of Lucas, where k =
∑

i kip
i is the p-adic expansion of k.

Therefore in all cases there exists an integer k with 1 ≤ k ≤ a such that
xk

j (u/xk
i ) ∈ I. Set a′ = a − k and u′ = xk

j (u/xk
i ). Then νi(u′) = a′ < a.

Arguing by induction on a, we may assume that there exists an integer t′

such that xt′

j (u′/xa′

i ) ∈ I. Thus if set t = t′ +k, then xt
j(u/xa

i ) ∈ I, as desired.
��

4.3 Extremal Betti numbers

We introduce the generic annihilator numbers of a graded K-algebra. These
numbers are closely related to Betti numbers. We will use this approach to
prove Theorem 4.3.17 on extremal Betti numbers by Bayer, Charalambous
and Popescu. From this we will deduce the classical results on generic initial
ideals by Bayer and Stillman.

4.3.1 Almost regular sequences and generic annihilator numbers

Let M be a finitely generated graded S-module, where S = K[x1, . . . , xn] is
the polynomial ring and K is an infinite field (which is the standard assump-
tion in this chapter).

Let y ∈ S1 be a linear form. Then multiplication with y induces the ho-
mogeneous homomorphism M(−1) → M , m 
→ ym. Let

0 :M y = {m ∈ M : ym = 0}.
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be the submodule of M consisting of all elements of M which are annihilated
by y. Note that 0:M y is a graded submodule of M , and that

Ker(M(−1) → M) = (0 :M y)(−1).

If y is a nonzero divisor on M , then 0 :M y = 0. Instead if we require that
0 :M y is a module of finite length, then only finitely many graded components
of 0 :M y are nonzero. This is equivalent to saying that the multiplication map
y: Mi−1 → Mi is injective for all i � 0. We call an element y ∈ S1 with this
property an almost regular element on M .

For any finitely generated graded S-module there exists an almost regular
element. Indeed we have

Lemma 4.3.1. Let M be a finitely generated graded S-module. Then the set

U = {y ∈ S1: y is almost regular on M}

is a nonempty Zariski open subset of S1.

Proof. Let N be the graded submodule of M consisting of those elements of
M which are annihilated by some power of m = (x1, . . . , xn). (Note that N
is just the 0th local cohomology module of M . But we will not use this fact.)
Obviously, N =

⋃
k(0:M mk). Since 0:M m ⊂ 0:M m2 ⊂ · · · is an ascending

sequence of submodules of M and since M is Noetherian, there exists a number
k0 such that 0:M mk0 = 0:M mk0+1 = · · ·. In other words, we have N =
0:M mk0 . In particular, mk0N = 0, so that N has finite length.

Let P1, . . . , Pr be the associated prime ideals of M/N . Observe that m �∈
Ass(M/N), because otherwise there would exist an element 0 �= m+N ∈ M/N
with m(m + N) = 0. This would imply that mm ∈ N . But then we would
have that mk0+1m = 0, and hence m ∈ N , a contradiction.

Now since all Pi �= m, we have that Pi ∩ S1 is a proper linear subspace
of S1. Since K is an infinite field, S1 cannot be the union of finitely many
proper linear subspaces. Indeed, if the union of the linear subspaces would be
S1, then the intersection of the complements of these linear subspaces in S1

would be the empty set, contradicting Lemma 4.1.1 since these complements
are nonempty Zariski open subsets of S1.

It follows that the set U = S1 \
⋃r

i=1 Pi is nonempty. It is also a Zariski
open subset of S1, since a finite union of linear subspaces of S1 is a Zariski
closed subset of S1.

Let y ∈ U . Then y is a nonzero divisor on M/N since y belongs to no
associated prime ideal of M/N .

Choose any element m ∈ 0:M y. Then y(m + N) = 0, and so m + N = 0,
since y is a nonzero divisor on M/N . Hence we have shown that 0:M y ⊂ N .
In particular, 0:M y has finite length and y is almost regular on M . ��

We call a sequence y = y1, . . . , yr with yi ∈ S1 an almost regular se-
quence on M , if yi is an almost regular element on M/(y1, . . . , yi−1)M for all
i = 1, . . . , r.

As an immediate consequence of Lemma 4.3.1 we obtain
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Corollary 4.3.2. Let M be a finitely generated graded S-module. Then there
exists K-basis of S1 which is an almost regular sequence on M .

An explicit example of an almost regular sequence is given in

Proposition 4.3.3. Let I ⊂ S be a monomial ideal of Borel type. Then
xn, xn−1, . . . , x1 is an almost regular sequence on S/I.

Proof. By using an induction argument it suffices to show that xn is almost
regular. But this is obvious since by Proposition 4.2.9(d) the element xn does
not belong to any associated prime ideal of S/I which is different from m =
(x1, . . . , xn). ��

We denote by Ai−1(y; M) the graded module 0 :M/(y1,...,yi−1)M yi and call
the numbers

αij(y; M) =
{

dimK Ai(y; M)j , if i < n,
β0j(M), if i = n.

the annihilator numbersof M with respect to the sequence y. For each i
one has αij(y; M) = 0 for almost all j, in case y is an almost regular sequence.

We have the following vanishing and non-vanishing property for the anni-
hilator numbers.

Proposition 4.3.4. Let y a K-basis of S1 which is almost regular on M
and set αi(y; M) =

∑
j αij(y; M) for all i. Then αi(y; M) = 0 if and only

i < depth M .

Proof. Set αi = αi(y; M) for all i. Then αi−1 = dimK 0 :M/(y1,...,yi−1)M yi for
i = 1, . . . , n and αn = β0(M).

Assume first that depth M > 0. Since 0 :M y1 is a submodule of M of
finite length, and since depth M > 0, we see that α0 = 0 and that y1 is a
nonzero divisor on M . Therefore depth M/y1M = depth M − 1. Arguing by
induction on the depth of M we may assume αi(y2, . . . , yn; M/y1M) = 0 for
i < depth M/y1M = depth M − 1. Since αi = αi−1(y2, . . . , yn; M/y1M) for
all i, we see that αi = 0 for i < depth M .

Next we want to show that αi �= 0 for i ≥ t = depth M . Replacing M
by M/(y1, . . . , yt)M , we may assume that depth M = 0, and show (i) α0 �= 0
and (ii) depthM/y1M = 0. The desired assertion follows then from (i) and
(ii) and by induction on n.

(i) follows from the fact that 0 :M m ⊂ 0 :M y1 and that 0 :M m �= 0 since
depth M > 0.

For the proof of (ii) assume to the contrary that depthM/y1M > 0. For
each integer i > 0 consider the map ϕi: yi−1

1 M/yi
1M → yi

1M/yi+1
1 M induced

by multiplication with y1. Clearly ϕi is surjective. Let a+yiM ∈ Ker ϕi; then
y1a ∈ yi+1

1 M . Hence there exists b ∈ yi
1M such that y1a = y1b. Let c = a− b;

then c ∈ (0 :M y1) and a + yi
1M = c + yi

1M . This shows that Ker ϕi is a
module of finite length for all i.
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We will show by induction on i that ϕi is indeed an isomorphism for
all i. To this end it suffices to show that Kerϕi = 0 for all i. For i =
1, we have Ker ϕ1 ⊂ M/y1M . Since Kerϕ1 has finite length and since
depth M/y1M > 0 by assumption, it follows that Kerϕ1 = 0. Assume now
that ϕj is an isomorphism for all j < i. Then yi−1

1 M/yi
1M

∼= M/y1M , so that
depth yi−1

1 M/yi
1M > 0. Since Ker ϕi ⊂ yi−1

1 M/yi
1M and Ker ϕi has finite

length, it follows that Kerϕi = 0.
The proof of (i) shows that y2 is a nonzero divisor on M/y1M and since

yi−1
1 M/yi

1M
∼= M/y1M for all i, it follows that y2 is a nonzero divisor on

yi−1
1 M/yi

1M for all i, which by virtue of the exact sequence

0 → yi
1M −→ yi−1

1 M → yi−1
1 M/yi

1M −→ 0

yields that (0 :M y2) ∩ yi−1
1 M ⊂ yi

1M for all i. This implies that (0 :M y2) ⊂⋂
i≥0 yi

1M = 0. Hence y2 is a nonzero divisor on M . This is a contradiction,
since depth M = 0 by assumption. ��

Next we study Koszul homology of almost regular sequences. For some
basic facts on Koszul homology we refer the reader to Appendix A.3.

A sequence y ⊂ S1 is a regular sequence on M if and only if Hi(y; M) = 0
for all i > 0, see Theorem A.3.4. Thus the following result is not surprising.

Proposition 4.3.5. Let M be a finitely generated graded S-module, and
y = y1, . . . , yr a sequence of elements in S1. The following conditions are
equivalent:

(a) y is an almost regular sequence on M .
(b) Hj(y1, . . . , yi; M) has finite length for all j > 0 and all i = 1, . . . , r.
(c) H1(y1, . . . , yi; M) has finite length for all i = 1, . . . , r.

Proof. (a) ⇒ (b): We prove the assertion by induction on i. We have
Hj(y1; M) = 0 for j > 1 and H1(y1; M) ∼= 0:M y1. This module is of finite
length by assumption.

Now let i > 1. Then there is the long exact sequence of graded Koszul
homology

→ Hj(y1, . . . , yi−1; M) → Hj+1(y1, . . . , yi; M) → Hj(y1, . . . , yi−1; M)(−1) →
· · · → H1(y1, . . . , yi−1; M) → H1(y1, . . . , yi; M) → Ai−1(y; M)(−1) → 0.

Since Ai−1(y; M) has finite length and since by induction hypothesis the mod-
ules Hj(y1, . . . , yi−1; M) have finite length for all j > 0, the exact sequence
implies that also Hj(y1, . . . , yi; M) has finite length for all j > 0.

(b) ⇒ (c) is trivial.
(c) ⇒ (a): the beginning of the above exact sequence

H1(y1, . . . , yi−1; M) → H1(y1, . . . , yi; M) → Ai−1(y; M)(−1) → 0

shows that all the annihilators Ai−1(y; M) have finite length. ��
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The length of the annihilators Ai−1(y; M) may depend on the almost
regular sequence y. However, we have

Theorem 4.3.6. Let I ⊂ S be a graded ideal. With each γ = (gij) ∈ GLn(K)
we associate the sequence y = γ(x) with yj =

∑n
i=1 gijxi for j = 1, . . . , n.

Then there exists a nonempty Zariski open subset U ⊂ GLn(K) such that γ(x)
is almost regular for all γ ∈ U . Moreover, the open set U has the property that
dimK Ai−1(γ(x); S/I)j = dimK Ai−1(xn, xn−1, . . . , x1; S/ gin<rev

(I))j for all
i and j and all γ ∈ U .

The following lemma is crucial for the proof of Theorem 4.3.6, and it is
the step in the chain of arguments where the reverse lexicographic order is
indispensable.

Lemma 4.3.7. Let I ⊂ S be a graded ideal. Then for all i one has

in<rev(I, xi+1, . . . , xn) = (in<rev(I), xi+1, . . . , xn), and

in<rev((I, xi+1, . . . , xn):S xi) = (in<rev(I), xi+1, . . . , xn):S xi.

Proof. We only prove the statements for the colon ideals. That the left-hand
side is contained in the right-hand side is easy to see and true not only for
the reverse lexicographic order but for any other monomial order as well.

For the converse inclusion it suffices to show that each monomial u in
(in<rev(I), xi+1, . . . , xn):S xi belongs to in<rev((I, xi+1, . . . , xn):S xi). We may
assume that no xj with j > i divides u. Then there exists a homogeneous
element f ∈ I with uxi = in<rev(f). Because we use the reverse lexicographic
order it follows that f = cuxi +h with h ∈ (xi, . . . , xn) and c ∈ K \{0}. Write
h = gixi + · · ·+ gnxn, and set f1 = cu + gi. Then f1xi ∈ (I, xi+1, . . . , xn) and
in<rev(f1) = u. This shows that u ∈ in<rev((I, xi+1, . . . , xn):S xi). ��

Before giving the proof of Theorem 4.3.6 we need the following technical
result.

Lemma 4.3.8. Let U ⊂ GL(n;K) be a Zariski open subset, and σ ∈ GL(n;K).
We set U−1 = {ϕ−1: ϕ ∈ U} and Uσ = {ϕσ: ϕ ∈ U}. Then U−1 and Uσ are
Zariski open sets in GL(n;K).

Proof. Let ξ = (xij) be an n × n matrix of indeterminates. We write
U = GLn(K) \ A where A is the common set of zeroes of the polynomials
f1(ξ), . . . , fm(ξ) in the variables xij . Let D(fi) = {ϕ ∈ GLn(K): fi(ϕ) �= 0}.
Then U is the union of the Zariski open sets D(fi). We let gi(ξ) = fi(ξσ−1);
then gi(ϕσ) = fi(ϕ) for all ϕ ∈ GLn(K). Therefore, ϕσ ∈ D(gi) if and only if
ϕ ∈ D(fi), and so D(gi) = D(fi)σ. Thus Uσ =

⋃m
i=1 D(fi)σ =

⋃m
i=1 D(gi) is

Zariski open.
Since U =

⋃m
i=1 D(fi), it follows that U−1 =

⋃m
i1 D(fi)−1. It suffices

therefore to show that each D(fi)−1 is Zariski open. Let η = ((−1)i+jδji/δ),
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where δ = det(ξ) and δji is the minor of ξ which is obtained by skipping the jth
column and ith row. Suppose d = deg fi. Then gi(ξ) = δdfi(η) is a polynomial
in the variables xij , and for each ϕ ∈ GLn(K) we have gi(ϕ−1) = cfi(ϕ) with
c = det(ϕ)−d �= 0. Therefore, ϕ−1 ∈ D(gi) if and only if ϕ ∈ D(fi). In other
words, D(fi)−1 = D(gi) is Zariski open. ��

Proof (of Theorem 4.3.6). By Theorem 4.1.2 there exists a nonempty Zariski
open set U ′ ⊂ GLn(K) such that gin<rev

(I) = in<rev(ϕI) for all ϕ ∈ U ′. Let
σ ∈ GLn(K) be the automorphism with σ(xi) = xn−i+1 for i = 1, . . . , n. The
set U = {ϕ−1σ: ϕ ∈ U ′} ⊂ GLn(K) is a nonempty Zariski open subset of
GLn(K), see Lemma 4.3.8.

We claim that U satisfies the conditions of the theorem. To see this we
first show that

dimK Ai−1(γ(x); S/I)j = dimK Ai−1(xn, xn−1, . . . , x1; S/ gin<rev
(I))j

for all i and j and all γ ∈ U . In other words, we show that Ai−1(γ(x); S/I) and
Ai−1(σ(x); S/ gin<rev

(I)) have the same Hilbert function for all γ ∈ U . (See
Chapter 6 for the definition and basic properties of Hilbert functions.) The
equality of the Hilbert functions then also implies that γ(x) is almost regular
for all γ ∈ U , because by Theorem 4.2.10 and Proposition 4.3.3, σ(x) is almost
regular on S/ gin<rev

(I) from which it follows that Ai−1(σ(x); S/ gin<rev
(I))

and hence also Ai−1(γ(x); S/I) has finite length for all i.
In order to prove the equality of the Hilbert functions, let γ = ϕ−1σ ∈ U

and set yi = γ(xi) for i = 1, . . . , n. Then ϕ(yi) = xn−i+1 for i = 1, . . . , n, and
hence

S/(I, y1, . . . , yi) ∼= S/(ϕ(I), xn, xn−1, . . . , xn−i+1) for all i.

In particular, S/(I, y1, . . . , yi) and S/(ϕ(I), xn, xn−1, . . . , xn−i+1) have the
same Hilbert function for all i. By Corollary 6.1.5 the Hilbert functions of
S/(ϕ(I), xn, xn−1, . . . , xn−i+1) and S/ in<rev(ϕ(I), xn, xn−1, . . . , xn−i+1) co-
incide as well. Thus, since ϕ ∈ U ′, we conclude from Lemma 4.3.7 that
S/(I, y1, . . . , yi) and S/(gin<rev

(I), xn, xn−1, . . . , xn−i+1) have the same Hil-
bert function for all i.

Since the Hilbert function is additive on short exact sequences, the exact
sequence

0 → Ai−1(γ(x); S/I) → S/(I, y1, . . . , yi−1)(−1)
→ S/(I, y1, . . . , yi−1) → S/(I, y1, . . . , yi) → 0,

implies that the Hilbert function Ai−1(γ(x); S/I) is determined by the Hilbert
function of S/(I, y1, . . . , yi−1) and that of S/(I, y1, . . . , yi). Correspondingly
the Hilbert function of Ai−1(σ(x); S/ gin<rev

(I)) is determined by those of

S/(gin<rev
(I), xn, xn−1, . . . , xn−j+1) for j = i − 1, i.
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Hence our above considerations imply that

Ai−1(γ(x); S/I) and Ai−1(σ(x); S/ gin<rev
(I))

have the same Hilbert function, as desired. ��

Definition 4.3.9. A sequence y = γ(x) with γ ∈ U and U ⊂ GLn(K) as in
Theorem 4.3.6 is called a generic sequence on S/I.

Since the annihilator number does not depend on the particular chosen
generic sequence we set αij(S/I) = αij(y; S/I) for all i and j, where y is
a generic sequence on S/I. The numbers αij(S/I) are called the generic
annihilator numbers of S/I.

Remark 4.3.10. Let M be a finitely generated graded S-module. With the
same arguments as used in the proof of Theorem 4.3.6 one can show that
there exists a nonempty Zariski open subset U ⊂ GL(K) such that γ(x) is
almost regular on M for all γ ∈ U and such that αij(γ(x); M) is independent
of γ ∈ U , and hence will be denoted by αij(M). Thus generic sequences
and generic annihilator numbers can also be defined for modules. For this
one just has to extend the concept of generic initial ideals to generic initial
submodules. This can be done in an obvious way. We omit the details, since
in this monograph we do not consider Gröbner basis theory for modules.

Of course we cannot expect that each K-basis of S1 which is almost reg-
ular on a graded S-module M is also generic for this module. Indeed, if
I ⊂ S is a graded ideal such that S/I has Krull dimension 0, then any
K-basis of S1 is an almost regular sequence on S/I, since (S/I) < ∞.
On the other hand, not all K-bases of S1 are generic sequences. For in-
stance, if we choose the ideal I = (x4

1, x
3
1x

2
2, x

3
2 + x3

3, x
4
3) in S = K[x1, x2, x3].

Then ((I:S x1)/I) = ((I:S x2)/I) = 12 and ((I:S x3)/I) = 11, while
((gin<rev

(I):S x3)/ gin<rev
(I)) = 10, as can be easily checked with CoCoA.

This shows that x1, x2, x3 and none of its permutations are generic on S/I.

The following statement is almost tautological but of crucial importance.

Proposition 4.3.11. Let I ⊂ S be a graded ideal. Then

αij(S/I) = αij(S/ gin<rev
(I)).

Proof. Let i < n. According to the definition of the generic annihilator num-
bers we have αij(S/I) = dimK Ai(xn, xn−1, . . . , x1; S/ gin<rev

(I)), and

αij(S/ gin<rev
(I)) = dimK Ai(xn, xn−1, . . . , x1; S/ gin<rev

(gin<rev
(I)))

= dimK Ai(xn, xn−1, . . . , x1; S/ gin<rev
(I)).

The last equation follows from Corollary 4.2.7. Hence the conclusion. ��
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4.3.2 Annihilator numbers and Betti numbers

Annihilator numbers of almost regular sequences and Betti numbers are in-
timately related to each other. The purpose of this subsection is to describe
this relationship.

We shall use the convention that
(

i

−1

)
=

{
0, if i �= −1,
1, if i = −1

The first basic fact is given in

Proposition 4.3.12. Let M be a graded S-module and let y = y1, . . . , yn be
a K-basis of S1 which is almost regular on M . Then

βi,i+j(M) ≤
n−i∑

k=0

(
n − k − 1

i − 1

)
αkj(y; M) for all i ≥ 0 and all j.

Proof. After a suitable change of coordinates we may assume that x1, x2, . . . , xn

is almost regular on M .
To simplify notation we set Hi(r)j = Hi(x1, . . . , xr; M)j and hij(r) =

dimK Hi(r)j . Furthermore we set A(r)j = Ar(x; M)j , αrj = dimK A(r)j and
βij = βij(M).

For i = 0 the assertion is trivially true. Now let i > 0. We will show by
induction on i that

hi,i+j(r) ≤
r−i∑

k=0

(
r − k − 1

i − 1

)
αkj for all r. (4.1)

Since βi,i+j = hi,i+j(n), this will then prove the proposition.
For i = 1, the claim is that h1,1+j(r) ≤

∑r−1
k=0 αkj . However, this follows

easily by induction on r from the exact sequences

H1(r − 1)1+j −→ H1(r)1+j −→ A(r − 1)j −→ 0

which yield the inequalities h1,1+j(r) ≤ h1,1+j(r − 1) + αr−1,j .
Now let i > 1. We proceed by induction on r. If r < i, then hi,i+j(r) = 0,

and the assertion is trivial. So now let r ≥ i. Then the exact sequence

Hi(r − 1)i+j −→ Hi(r)i+j −→ Hi−1(r − 1)i+j−1

and the induction hypothesis imply

hi,i+j(r) ≤ hi,i+j(r − 1) + hi−1,i+j−1(r − 1)

≤
r−i−1∑

k=0

(
r − 2 − k

i − 1

)
αkj +

r−i∑

k=0

(
r − 2 − k

i − 2

)
αkj
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=
r−i−1∑

k=0

[(r − 2 − k

i − 1

)
+

(
r − 2 − k

i − 2

)]
αkj + αr−i,k

=
r−i∑

k=0

(
r − k − 1

i − 1

)
αkj .

��

Chapter 7 discusses the conditions under which the inequalities in Propo-
sition 4.3.12 become equalities.

Definition 4.3.13. Let M be a finitely generated graded S-module and let y
be a K-basis of S1 which is almost regular on M . Let αij be the annihilator
numbers of M with respect to y and βij be the graded Betti numbers of M .

(a) An annihilator number αij �= 0 is called extremal if αk� = 0 for all pairs
(k, ) �= (i, j) with k ≤ i and  ≥ j.

(b) A Betti number βi,i+j �= 0 is called extremal if βk,k+� = 0 for all pairs
(k, ) �= (i, j) with k ≥ i and  ≥ j.

Remark 4.3.14. We define a partial order on the set of pairs of integers by
setting (i, j) ≤ (k, l) if i ≤ k and j ≤ l. Let βi1,i1+j1(M), . . . , βir,ir+jr (M) be
the extremal Betti numbers of M . Then βi,i+j(M) = 0 for all (i, j) such that
(i, j) �≤ (ik, jk) for k = 1, . . . , r. In particular, if m = max{ik + jk: k =
1, . . . , r}, then βi,m(M) is an extremal Betti number for all i such that
βi,m(M) �= 0.

Figure 4.1 displays the α-diagram and Betti diagram of a finitely generated
graded S-module. The entry with coordinates (i, j) in the α-diagram is the
generic annihilator number αij . The outside corners of the dashed line give
the positions of the extremal annihilator numbers.

Similarly, the entry with coordinates (i, j) in the Betti diagram is the
graded Betti number βi,i+j . Again the outside corners of the dashed line give
the positions of the extremal Betti numbers.

Fig. 4.1. An α-diagram and a Betti diagram

The following result is of central importance.
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Theorem 4.3.15. Let M be a graded S-module and let y be a K-basis of
S1 which is almost regular on M . Let αij be the annihilator numbers of M
with respect to y and βij be the graded Betti numbers of M . Then βi,i+j is
an extremal Betti number of M if and only if αn−i,j is an extremal generic
annihilator number of M . Moreover, if the equivalent conditions hold, then

βi,i+j = αn−i,j .

Proof. We adopt the simplified notation introduced in the proof of Proposi-
tion 4.3.12, and first treat the case i ≥ 1.

Let r ∈ [n]. Just as for Betti numbers we say that hi,i+j(r) is extremal if
hi,i+j(r) �= 0 and hk,k+�(r) = 0 for all (k, ) �= (i, j) with k ≥ i and  ≥ j.

The proof of the theorem for i ≥ 1 is based on the following two observa-
tions:

(i) hi,i+j(r) is extremal for r ≥ 2 if and only if hi−1,i−1+j(r−1) is extremal,
and if the equivalent conditions hold, then hi,i+j(r) = hi−1,i−1+j(r − 1).

(ii) h1,1+j(r) is extremal if and only if αr−1,j is extremal, and if the equiv-
alent conditions hold, then h1,1+j(r) = αr−1,j .

Assuming (i) and (ii) and recalling that βi,i+j = hi,i+j(n) it follows for
i ≥ 1 that βi,i+j is extremal if and only if h1,1+j(n− i + 1) is extremal which
in turn is equivalent to the condition that αn−i,j is extremal. Furthermore,
(i) and (ii) imply that in this case βi,i+j = αn−i,j , as desired.

Proof of (i): the long exact sequence of Koszul homology

· · · → Hk(r − 1) → Hk(r) → Hk−1(r − 1)(−1) → Hk−1(r − 1) →

induces for each k and  the exact sequence of vector spaces

· · · → Hk(r − 1)k+� → Hk(r)k+� → (4.2)
Hk−1(r − 1)k−1+� → Hk−1(r − 1)(k−1)+�+1

Suppose that hi−1,i−1+j(r − 1) is extremal. Then Hi−1(r − 1)(i−1)+j+1 = 0
and Hi−1(r − 1)(i−1)+j �= 0. Therefore (4.2) implies that Hi(r)i+j �= 0. Next
suppose that (k, ) �= (i, j) and that k ≥ i and  ≥ j. Then Hk(r − 1)k+� = 0
and Hk−1(r − 1)k−1+� = 0, and hence (4.2) implies that Hk(r)k+� = 0. This
shows that hi,i+j(r) is extremal.

Conversely, assume hi,i+j(r) is extremal. Then (4.2) implies that

Hk−1(r − 1)k−1+� → Hk−1(r − 1)(k−1)+�+1 is injective (4.3)

for all (k − 1, ) �= (i − 1, j) with k − 1 ≥ i − 1 and  ≥ j.
Since Hk−1(r− 1) has finite length, we have Hk−1(r− 1)(k−1)+�+1 = 0 for

 � 0. Then (4.3) implies that also Hk−1(r−1)(k−1)+� = 0 in the range where
the map is injective. Repeating this argument we conclude by induction that
Hk−1(r − 1)k−1+� = 0 for all (k − 1, ) �= (i − 1, j) with k − 1 ≥ i − 1 and
 ≥ j. In particular, Hi(r − 1)i+j = 0 and Hi−1(r − 1)(i−1)+j+1 = 0, so that
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Hi−1(r−1)i−1+j � Hi(r)i+j �= 0, by (4.2). This shows that hi−1,(i−1)+j(r−1)
is extremal.

Proof of (ii): Let N be a graded S-module of finite length. We set

s(N) =
{

max{j: Nj �= 0}, if N �= 0,
−∞, if N = 0,

and set si = s(A(i − 1)), ti = max{s(Hj(i)) − j: j ≥ 1} and ui =
max{s(Hj(i)) − j: j ≥ 2}. With these numbers so defined we have

(1) αr−1,j is extremal if and only if j = sr and si < sr for i < r, and
(2) h1,1+j(r) is extremal if and only if j = tr and ur < tr.

We will show that

ui = ti−1 for i > 1, and ti = max{s1, . . . , si} for i ≥ 1. (4.4)

Now if we suppose that αr−1,j is extremal, then (1) and (4.4) imply that
j = sr = tr, and that ur = tr−1 < tr. Hence h1,1+j(r) is extremal, by (2).
Conversely, if we suppose that h1,1+j(r) is extremal, then (2) and (4.4) imply
that j = tr = sr and that si < sr for i < r. Hence αr−1,j is extremal, by (1).

Finally, considering the equivalent conditions (1) and (2) and the exact
sequence

· · · → H1(r − 1)1+tr → H1(r)1+tr → A(r − 1)sr → 0,

we see that H1(r−1)1+tr = 0 since tr−1 < tr. It follow that h1,1+j(r) = αr−1,j

for j = tr = sr, as desired.
It remains to prove (4.4): In order to show that ui = ti−1 for i > 1, we

consider the exact sequence (4.2) with r = i > 1 and k = j ≥ 2. Since
for  > ti−1 we have Hj(i − 1)j+� = Hj−1(i − 1)j−1+� = 0 it follows from
(4.2) that Hj(i)j+� = 0. This shows that ui ≤ ti−1. For  = ti−1 we have
Hj−1(i−1)j−1+ti−1 �= 0 for some j ≥ 2 and Hj−1(i−1)j−1+ti−1+1 = 0. Hence
(4.2) implies that Hj(i)j+ti−1 �= 0 for this j. This shows that ui ≥ ti−1.

In order to complete the proof of (4.4) we show by induction on i that
ti = max{ti−1, si}, where we set t0 = −∞. For i = 1 we have Hj(1) = 0 for
j > 1 and H1(1) � A(0)(−1). Therefore, t1 = s1.

Now let i > 1. Our induction hypothesis implies that

max{s1, . . . , si} = max{ti−1, si} = max{ui, si},

and by definition ti = max{ui, c − 1} where c = s(H1(i)).
It follows from the exact sequence

H1(i − 1)1+j → H1(i)1+j → A(i − 1)j → 0 (4.5)

that si ≤ c − 1. If si = c − 1, then ti = max{ui, si}, as desired. On the other
hand, if si < c − 1, then (4.5) yields the exact sequence
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H1(i − 1)c → H1(i)c → 0

with H1(i)c �= 0. This implies that H1(i−1)c �= 0. It follows that si ≤ c−1 ≤
ti−1 = ui, and hence max{ui, si} = ui = max{ui, c − 1} = ti, as desired.

At last we consider the case i = 0. If β0j is an extremal Betti number of
M , then M = N ⊕ S(−j)β0j with βi,i+�(N) = 0 for all i and  ≥ j. By what
we have already proved in case i > 0, if follows that αk�(N) = 0 for k < n
and  ≥ j. Since αk� = αk�(M) = αk�(N) for k < n, we conclude that αk� = 0
for (k, ) �= (n, j) with k ≤ n and  ≥ j. Moreover since αnj = β0j �= 0, we see
that αnj is an extremal generic annihilator number.

Conversely, if we assume that αnj is an extremal generic annihilator num-
ber. Then αk� = 0 for (k, ) �= (n, j) with k ≤ n and  ≥ j. Therefore,
Proposition 4.3.12 implies that βk,k+� = 0 for (k, ) �= (0, j) with k ≥ 0 and
 ≥ j. Since β0j = αnj �= 0, it follows that β0j is an extremal Betti number.

��

Theorem 4.3.15 has the following obvious consequence.

Corollary 4.3.16. For any two almost regular sequences on M which form a
K-basis of S1, the extremal annihilator numbers coincide.

We have seen in Chapter 3 that for a graded ideal I ⊂ S and any monomial
order < on S one has βij(I) ≤ βij(in<(I)) for all i and j, and indeed in most of
the cases the inequalities are strict. However, we will see in a moment that the
extremal Betti numbers remain unchanged when passing from I to gin<rev

(I).
In fact, combining Theorem 4.3.15 and Proposition 4.3.11 we immediately
obtain the following important result:

Theorem 4.3.17 (Bayer, Charalambous, Popescu). Let I ⊂ S be a
graded ideal. Then for any two numbers i, j ∈ N one has:

(a) βi,i+j(I) is extremal if and only if βi,i+j(gin<rev
(I)) is extremal;

(b) if βi,i+j(I) is extremal, then βi,i+j(I) = βi,i+j(gin<rev
(I)).

This theorem yields at once the following fundamental results

Corollary 4.3.18 (Bayer, Stillman). Let I ⊂ S be a graded ideal. Then

(a) proj dim(I) = proj dim(gin<rev
(I));

(b) depth(S/I) = depth(S/ gin<rev
(I));

(c) S/I is Cohen–Macaulay if and only if S/ gin<rev
(I) is Cohen–Macaulay;

(d) reg(I) = reg(gin<rev
(I)).

Problems

4.1. Eliahou and Kervaire introduced stable ideals, a class of ideals which
contains the class of strongly stable ideals but still shares most of the nice
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properties of this smaller class. The definition is this: let u ∈ S be a monomial.
We denote by m(u) the maximal number j such that xj |u. Then a monomial
ideal I ⊂ S is called a stable ideal if for all monomials u ∈ I and all i < m(u)
one has xi(u/xm(u)) ∈ I.

Suppose that u ∈ G(I) and all i < m(u) one has xi(u/xm(u)) ∈ I. Show
that I is stable.

4.2. A monomial ideal I ⊂ S is called a lexsegment ideal if for all monomials
u ∈ I and all monomials v with deg v = deg u and v >lex u one has v ∈ I.
Show that lexsegment ideals are strongly stable, and give an example of an
ideal which is strongly stable but not lexsegment and an example of an ideal
which is stable but not strongly stable, as well as an example which is of Borel
type but not stable.

4.3. Let I and J be monomial ideals of Borel type. Show that IJ is of Borel
type.

4.4. Let I = (x2, y2) ⊂ K[x, y]. Compute gin(I) for a base field of character-
istic 2 and of characteristic �= 2.

4.5. We say that a graded ideal I ⊂ S generated in degree d has a linear
resolution if βii+j = 0 for all j �= d. Show that βii+j(I) = βii+j(gin(I)) if I
has a linear resolution.

4.6. Let I ⊂ S be a graded ideal such that S/I is Cohen–Macaulay. Then
show that I has only one extremal Betti number.

4.7. Find an example of a graded ideal I ⊂ S such that I has exactly two
extremal Betti numbers.

4.8. Let I ⊂ S be a strongly stable ideal. Compute the annihilator numbers
of S/I with respect to the almost regular sequence xn, xn−1, . . . , x1.

Notes

The existence of generic initial ideals and their invariance under the action
of the Borel subgroup of GLn(K) was first proved in characteristic 0 by Gal-
ligo [Gal74], and later by Bayer and Stillman [BS87b] for any order and any
characteristic. In [BS87b] it is shown that Borel fixed ideals are strongly sta-
ble. The nature of Borel fixed ideals in positive characteristic was described
by Pardue [Par94].

The remarkable result of Bayer and Stillman [BS87a], which says that a
graded ideal and its generic initial ideal have the same regularity, has been
nicely extended by Bayer, Charalambous and S. Popescu [BCP99] by show-
ing that the position as well as the values of the extremal Betti numbers are
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preserved under the taking of generic initial ideals. For the proof of this re-
sult we followed the treatment given [AH00] by Aramova and Herzog, which
uses generic annihilator numbers, since the same kind of arguments apply
to exterior algebraic shifting which is discussed in Chapter 11. Comprehen-
sive accounts of generic initial ideals are given in the book by Eisenbud [Eis95,
Chapter 15] and in the article by Green [Gre98]. Additional interesting aspects
of generic initial ideals can be found in the articles by Conca [Con04], Conca,
Herzog and Hibi [CHH04] and Bigatti, Conca and Robbiano [BCR05]. The
concept of almost regular sequences was first introduced by Schenzel, Trung
and Tu Cuong in [STT78] under the name of “filter regular sequences”.
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The exterior algebra

In this chapter we consider graded modules over the exterior algebra. In par-
ticular, the exterior face ring of a simplicial complex is studied. Alexander
duality is introduced as a special case of a more general duality for graded
modules. Furthermore, the theory of Gröbner bases over the exterior algebra
will be developed.

5.1 Graded modules over the exterior algebra

5.1.1 Basic concepts

Let K be a field and V a finite-dimensional K-vector space. We denote E
the exterior algebra of V . The algebra E is a graded K-algebra with graded
components Ei =

∧i
V .

As a K-algebra E is standard graded with defining relations

v ∧ v = 0 for v ∈ V = E1. (5.1)

We fix a K-basis e1, e2, . . . , en of V . Then for all i, j ∈ [n] one has

0 = (ei + ej) ∧ (ei + ej) = ei ∧ ei + ei ∧ ej + ej ∧ ei + ej ∧ ej

= ei ∧ ej + ej ∧ ei,

and so ei ∧ ej = −ej ∧ ei. From this fact one deduces that the elements
eF = ej1 ∧ ej2 ∧ · · · ∧ eji with F = {j1 < j2 < · · · < ji} ⊂ [n] span the
K-vector space E. By using that e1 ∧ · · · ∧ en �= 0, we see that the elements
eF are linearly independent. Here we set eF = 1, if F = ∅. In particular we
see that Ei = 0 for i < 0 and i > n, and that dimK Ei =

(
n
i

)
for i = 0, . . . , n.

The identity ei ∧ ej = −ej ∧ ei can be easily generalized to obtain

eF ∧ eG =
{

(−1)σ(F,G)eF∪G, if F ∩ G = ∅,
0, otherwise,

(5.2)

J. Herzog, T. Hibi, Monomial Ideals, Graduate Texts in Mathematics 260,
DOI 10.1007/978-0-85729-106-6 5, © Springer-Verlag London Limited 2011
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where σ(F,G) = |{(i, j): i ∈ F, j ∈ G, i > j}|.
The elements eF with F ⊂ [n] are called the monomials of E. There

are only finitely many monomials in E, namely 2n. An arbitrary element
f ∈ E is a unique K-linear combination f =

∑
F aF eF of monomials. We

call supp(f) = {eF : aF �= 0} the support of f . The element f is called
homogeneous of degree i, if f ∈ Ei. Since E is graded, f has a unique
presentation f =

∑n
i=0 fi with fi ∈ Ei. The summands fi are called the

homogeneous components of f .
Let f and g be homogeneous elements in E. By using (5.2) one obtains

f ∧ g = (−1)deg f deg gg ∧ f. (5.3)

Definition 5.1.1. A finite-dimensional K-vector space M is called a graded
E-module, if

(1) M =
⊕

i Mi is a direct sum of K-vector spaces Mi;
(2) M is a left and right E-module;
(3) for all integers i and j and all f ∈ Ei and x ∈ Mj one has fx ∈ Mi+j and

fx = (−1)ijxf .

We note that for a graded E-module M we have (fx)g = f(xg) for all
f, g ∈ E and all x ∈ M . In other words M is a bimodule.

Let M and N be graded E-modules. A map ϕ: M → N with ϕ(fx) =
fϕ(x) for all f ∈ E and all x ∈ M such that ϕ(Mj) ⊂ Nj+i for all j is called a
homogeneous E-module homomorphism of degree i. For example, let a ∈ E
be homogeneous of degree i. Then the map ϕa: E → E with ϕa(b) = b ∧ a is
homogeneous of degree i.

We denote by G the category of graded E-modules whose morphisms are
the homogeneous E-module homomorphisms of degree 0. The reader who is
not so familiar with the language of categories and functors is referred to
Appendix A.1, where the basic concepts are explained as much as is needed
here and in the following subsections.

Let N be a graded E-module. A subset M ⊂ N is called a graded sub-
module of N , if M is a graded E-module and the inclusion map is a morphism
in G. If M ⊂ N is a graded submodule, then the graded K-vector space N/M
inherits a natural structure as a graded E-module.

A graded submodule of E is called a graded ideal of E. Let J ⊂ E be a
graded ideal. Since J is a two-sided ideal, the graded E-module E/J admits
a natural structure as a graded K-algebra.

Homogeneous elements f1, . . . , fm ∈ J are called a set of generators
of J , if for each (homogeneous) element f ∈ J , there exist (homogeneous)
elements gi ∈ E such that f =

∑m
i=1 gi ∧ fi. (Because of the sign rule (3) in

Definition 5.1.1 we need not to distinguish between right and left generators.)

5.1.2 The exterior face ring of a simplicial complex

Similarly as in the case of the polynomial ring we define monomial ideals in the
exterior algebra, and introduce the exterior face ring of a simplicial complex,
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in complete analogy to the Stanley–Reisner ring, as a factor ring of a suitable
monomial ideal.

A graded ideal J ⊂ E is called a monomial ideal if J is generated by
monomials. As for monomial ideals in the polynomial ring one shows that
an ideal J ⊂ E is a monomial ideal, if and only if the following condition is
satisfied: f ∈ J ⇔ supp(f) ⊂ J.

Definition 5.1.2. Let Δ be a simplicial complex on the vertex set [n], and let
JΔ ⊂ E be the monomial ideal generated by the monomials eF with F �∈ Δ.
The K-algebra K{Δ} = E/JΔ is called the exterior face ring of Δ.

Since JΔ is a graded ideal, the exterior face ring K{Δ} is a graded K-
algebra, and one has

dimK K{Δ}i = fi−1 for i = 0, . . . , d − 1,

where f−1 = 1 and (f0, f1, . . . , fd−1) is the f -vector of Δ. Indeed, the residue
classes of the monomials eF with F ∈ Δ form a K-basis of K{Δ}.

5.1.3 Duality

We will show that E is an injective object in G.
Let M,N ∈ G, and let

∗HomE(M,N) =
⊕

i

HomE(M,N)i

where HomE(M,N)i is the set of homogeneous E-module homomorphisms
ϕ: M → N of degree i. Then ∗HomE(M,N) is a graded E-module with
left and right E-module structure defined as follows: for f ∈ E and ϕ ∈
∗HomE(M,N) we set (fϕ)(x) = ϕ(xf) and (ϕf)(x) = ϕ(x)f for all x ∈ M .

We check condition (3) in Definition 5.1.1: let f ∈ E be homogeneous of
degree i and ϕ ∈ ∗HomE(M,N) be homogeneous of degree j. Then for x ∈ Mk

we have

(fϕ)(x) = ϕ(xf) = (−1)ikϕ(fx) = (−1)ikfϕ(x) = (−1)ik+i(j+k)ϕ(x)f
= (−1)ij(ϕf)(x).

We set M∨ = ∗HomE(M,E) and M∗ = ∗HomK(M,K(−n)). Then M∗ is
a graded E-module with graded components

(M∗)j
∼= HomK(Mn−j , K) for all j.

The left E-module structure of M∗ is defined similarly as for ∗HomE(M,N),
while the right multiplication we define by the equation

ϕf = (−1)ijfϕ for ϕ ∈ (M∗)j and f ∈ Ei.
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It is clear that M �→ M∗ is an exact functor.
Let ϕ ∈ M∨ and x ∈ M . Then ϕ(x) =

∑
F⊂[n] ϕF (x)eF with ϕF (x) ∈ K

for all F ⊂ [n]. Thus for each F ⊂ [n] we obtain a K-linear map ϕF : M →
Ke[n] = K(−n).

As the main result of this section we have

Theorem 5.1.3. The map M∨ → M∗, ϕ �→ ϕ[n] is a functorial isomorphism
of graded E-modules.

Proof. For a subset F ⊂ [n] we set F̄ = [n] \ F . We first consider the map
α : E → E∗ of graded K-vector spaces given by

α(eF )(eG) =
{

(−1)σ(F̄ ,F ), if G = F̄ ,
0, otherwise.

For each G ⊂ [n] we define the element e∗G ∈ E∗ by

e∗G(eF ) =
{

1, if G = F ,
0, otherwise.

The elements e∗G form a K-basis of E∗ (namely the dual basis of the basis eG

with G ⊂ [n]), and we have α(eF ) = (−1)σ(F̄ ,F )e∗
F̄
. This shows that α is an

isomorphism of graded K-vector spaces.
We observe that

eHe∗G =
{

(−1)σ(G\H,H)e∗G\H , if H ⊂ G,
0, otherwise.

Next we notice that α is a morphism in the category G of graded E-modules.
Indeed for all F,G,H ⊂ [n] we have

eHα(eF ) = (−1)σ(F̄ ,F )eHe∗F̄ = (−1)σ(F,F̄ )+σ((F∪H),H)e∗
(F∪H)

,

if H ∩ F = ∅, and eHα(eF ) = 0 if H ∩ F �= ∅.
On the other hand, we have

α(eH ∧ eF ) = (−1)σ(H,F )α(eH∪F ) = (−1)σ(H,F )+σ((H∪F ),H∪F )e∗
(H∪F )

,

if H ∩ F = ∅, and α(eH ∧ eF ) = 0 if H ∩ F �= ∅.
Since (e

(F∪H)
∧ eH) ∧ eF = e

(F∪H)
∧ (eH ∧ eF ) we get

(−1)σ(F̄ ,F )+σ((F∪H),H) = (−1)σ(H,F )+σ((H∪F ),H∪F ).

Thus the above calculations show that eHα(eF ) = α(eH ∧ eF ), so that
α: E → E∗ is an E-module homomorphism. Since α respects the grading
and is bijective, it is indeed an isomorphism of graded E-modules.

Consider the functorial homomorphism
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ψ : ∗HomE(M, ∗HomK(E, K)) −→ ∗HomK(M,K)

which is defined as ψ(ρ)(x) = ρ(x)(1) for all ρ ∈ ∗HomE(M, ∗HomK(E, K))
and all x ∈ M . Note that ψ is an isomorphism of graded E-modules. Thus we
obtain the desired isomorphism M∨ → M∗ with ϕ �→ ϕ[n] as the composition
of the isomorphisms

∗HomE(M,E)
∗Hom(M,α)−−−−−−−→ ∗HomE(M,E∗)

ψ−−−−→ ∗HomK(M,K).

�

Corollary 5.1.4. (a) The functor M �→ M∨ is contravariant and exact. In
particular, E is an injective object in G.
(b) For all M ∈ G one has (i) (M∨)∨ ∼= M , and (ii) dimK M = dimK M∨.

Proof. All statements follow from Theorem 5.1.3 and the fact that the functor
M �→ M∗ obviously has all the desired properties. �

We apply the duality functor M �→ M∨ to face rings. Recall that for a
simplicial complex Δ we denote by Δ∨ the Alexander dual of Δ.

Proposition 5.1.5. Let Δ be a simplicial complex on the vertex set [n]. Then
one has

(a) 0:E JΔ = JΔ∨ ;
(b) K{Δ}∨ = JΔ∨ and (JΔ)∨ = K{Δ∨}.

Proof. (a) Since JΔ is a monomial ideal, it follows that 0:E JΔ is again a
monomial ideal. Then by using (5.2) we see that eF ∈ 0:E JΔ if and only if
F ∩ G �= ∅ for all G �∈ Δ. This is the case if and only if G �⊂ [n] \ F for all
G �∈ Δ. This is equivalent to saying that [n] \ F ∈ Δ, which in turn implies
that F �∈ Δ∨. Hence eF ∈ 0:E JΔ if and only if eF ∈ JΔ∨ . This yields the
desired conclusion.

(b) We dualize the exact sequence

0 −→ JΔ −→ E −→ K{Δ} −→ 0,

and obtain by Corollary 5.1.4 the exact sequence

0 −→ K{Δ}∨ −→ E∨ −→ (JΔ)∨ −→ 0.

Since the homogeneous elements of E∨ are given by right multiplication with
homogeneous elements in E, E∨ can be identified with E and K{Δ}∨ with
0 : JΔ. Thus all assertions follow from (a) and the dualized exact sequence.

�
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5.1.4 Simplicial homology

Let M ∈ G, where as before G is the category of graded E-modules, and let
v ∈ V = E1. Since v ∧ v = 0, left multiplication by v on M yields a finite
complex of finitely generated K-vector spaces

(M,v): · · · v−−−−→ Mi−1
v−−−−→ Mi

v−−−−→ Mi+1
v−−−−→ · · ·

We denote the ith cohomology of this complex by Hi(M,v). Notice that
H(M,v) =

⊕
i Hi(M,v) is again an object in G. Indeed,

H(M,v) =
0 :M v

vM
.

It is clear that a short exact sequence

0 −→ U −→ M −→ N −→ 0,

of finitely generated graded E-modules induces the long exact cohomology
sequence

· · · → Hi(U, v) → Hi(M,v) → Hi(N, v) → Hi+1(U, v) → · · ·

By taking the K-dual of the complex (M,v) we obtain a complex of K-vector
spaces

(M,v)∗ · · · v∗
−−−−→ HomK(Mi+1, K) v∗

−−−−→ HomK(Mi, K)
v∗

−−−−→ HomK(Mi−1, K) v∗
−−−−→ · · ·

whose ith homology we denote by Hi(M,v).
Obviously there exist functorial isomorphisms

HomK(Hi(M,v), K) ∼= Hi(M,v), HomK(Hi(M,v), K) ∼= Hi(M,v). (5.4)

We have the following duality result.

Proposition 5.1.6. Let M be a graded E-module. Then

Hi(M∨, v) ∼= Hn−i(M,v) for all i.

Proof. Consider the following diagram

(M∨)i−1
αi−1−−−−→ HomK(Mn−i+1, K)

v

⏐⏐
 (−1)n−iv∗
⏐⏐


(M∨)i
αi−−−−→ HomK(Mn−i, K),

where the horizontal maps are the graded components of the isomorphism
given in Theorem 5.1.3. This diagram is commutative (and this implies the
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assertion of the proposition). Indeed, let ϕ ∈ (M∨)i−1 and x ∈ Mn−i+1. Then
αi−1(ϕ)(x) = cx, where ϕ(x) = cxe[n] with cx ∈ K. It follows that

(−1)n−iv∗(αi−1(ϕ)(x)) = (−1)n−iαi−1(ϕ)(vx) = (−1)n−icvx,

for any x ∈ Mn−i. On the other hand, αi(vϕ)(x) = cxv, since (vϕ)(x) = ϕ(xv).
Now since ϕ(xv) = ϕ((−1)n−ivx) = (−1)n−iϕ(vx), we see that (−1)n−icvx =
cxv, and this yields the desired conclusion. �

Definition 5.1.7. Let Δ be a simplicial complex on [n], and let e = e1 +
e2 + · · · + en ∈ V . Then for all i we set H̃i(Δ;K) = Hi+1(K{Δ}, e) and
H̃i(Δ;K) = Hi+1(K{Δ}, e). The vector spaces H̃i(Δ;K) and H̃i(Δ;K) are
called the ith reduced simplicial homologyand cohomology of Δ (with
values in K).

We observe that there are functorial isomorphisms

H̃i(Δ;K) ∼= HomK(H̃i(Δ;K), K) and H̃i(Δ;K) ∼= HomK(H̃i(Δ;K), K).

In particular one has dimK H̃i(Δ;K) = dimK H̃i(Δ;K) for all i.

For later applications we record

Proposition 5.1.8. Let Δ1 and Δ2 be two simplicial complexes on [n], and
let Δ = Δ1 ∪ Δ2 and Γ = Δ1 ∩ Δ2. Then

(a) JΔ = JΔ1 ∩ JΔ2 and JΓ = IΔ1 + JΔ2 .
(b) There exists an exact sequence of the following form

· · · −→ H̃k(Γ ; K) −→ H̃k(Δ1; K) ⊕ H̃k(Δ2; K) −→ H̃k(Δ;K)
−→ H̃k−1(Γ ; K) −→ H̃k−1(Δ1; K) ⊕ H̃k(Δ2; K) −→ H̃k−1(Δ;K)
−→ · · · .

This sequence is called the reduced Mayer–Vietoris exact sequence.

Proof. (a) One has eF ∈ JΔ if and only if F �∈ Δ, and this is the case if and
only if F �∈ Δ1 and F �∈ Δ2. The last condition is equivalent to saying that
eF ∈ JΔ1 and eF ∈ JΔ2 , which in turn is equivalent to eF ∈ JΔ1 ∩ JΔ2 . The
equality JΓ = JΔ1 + JΔ2 is proved similarly.

(b) By using part (a) we obtain the short exact sequence

0 → K{Δ} → K{Δ1} ⊕ K{Δ2} → K{Γ} → 0,

and hence the short exact sequence of complexes

0 → (K{Γ}, e)∗ → (K{Δ1}, e)∗ ⊕ (K{Δ2}, e)∗ → (K{Δ}, e)∗ → 0.

The long exact homology sequence of this short exact sequence of complexes
is the desired Mayer–Vietoris exact sequence. �
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It is customary to denote the complex (K{Δ}, e)∗ by C̃(Δ;K) where

C̃j−1(Δ;K) = (K{Δ}j)∗ for all j.

This complex is called the augmented oriented chain complexof Δ (with
respect to K). A K-basis of K{Δ}j+1 is given by the elements eF where
F ∈ Δ and |F | = j + 1. The dual basis elements (eF )∗ establish then a
K-basis of C̃j(Δ;K). Usually one denotes for F = {i0 < i1 < · · · < ij}
the basis element (eF )∗ by [i0, i1, · · · , ij ]. With this notation the chain map
∂: C̃j(Δ;K) → C̃j−1(Δ;K) is given by

∂([i0, i1, . . . , ij ]) =
j∑

k=0

(−1)k[i0, i1, . . . , ik−1, ik+1 . . . , ij ].

Example 5.1.9. (a) It is known from algebraic topology that H̃i(Δ;K) = 0 for
all i, if the geometric realization of Δ is a contractible topological space. In
particular, if Δ is a simplex, say, F(Δ) = {[n]}, then all reduced (co)homology
of Δ vanishes. We can see this directly. Indeed, H̃i(Δ;K) = Hi(E, e). After
applying a linear automorphism, we may assume that e = e1. Obviously the
complex (E, e1) is exact. Hence the conclusion.

Let Δ be a 1-dimensional simplicial complex on the vertex set [n] forming
a cycle of length n, that is, the facets of Δ are {i, i + 1}, i = 1, . . . , n− 1 and
{1, n}. Then dimK H̃1(Δ;K) �= 0. Indeed, H̃1(Δ;K) is the homology of the
complex

(K{Δ}, e): 0 −−−−→ K{Δ}0
e−−−−→ K{Δ}1

e−−−−→ K{Δ}2 −−−−→ 0,

The map e: K{Δ}0 → K{Δ}1 is injective. Since K{Δ}0 = K and K{Δ}1 =⊕n
i=1 Kei the cokernel of this injective map is a K-vector space of dimension

n− 1. Thus the K-dimension of the image of e: K{Δ}1 → K{Δ}2 is ≤ n− 1.
On the other hand, dimK K{Δ}2 is equal to the number of facets of Δ, which
is n. Thus H2(K{Δ}, e) �= 0, as desired.

Actually one has H2(K{Δ}, e) ∼= K. To see this one just has to check that
the above sequence is exact at K{Δ}1.

Now we can show

Proposition 5.1.10 (Alexander duality). Let Δ be a simplicial complex
on [n]. Then for each i one has a functorial isomorphism

H̃i−2(Δ∨; K) ∼= H̃n−i−1(Δ;K).

Proof. By using Proposition 5.1.5 and Proposition 5.1.6 we see that

H̃i−2(Δ∨; K) = Hi−1(K{Δ∨}, e) ∼= Hi−1((JΔ)∨, e) ∼= Hn−i+1(JΔ, e).
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Since Hi(E, e) = 0 for all i, the long exact cohomology sequence attached to
the short exact sequence

0 −→ JΔ −→ E −→ K{Δ} −→ 0

yields the isomorphisms Hi(K{Δ}, e) ∼= Hi+1(JΔ, e). Taking the K-dual we
obtain the isomorphisms Hi(K{Δ}, e) ∼= Hi+1(JΔ, e). It follows that

Hn−i+1(JΔ, e) ∼= Hn−i(K{Δ}, e) = H̃n−i−1(Δ;K),

as desired. �

We conclude this subsection by showing that simplicial (co)homology can
be computed with any generic linear form. In what follows we will assume
that K is an infinite field.

Definition 5.1.11. Let M ∈ G. An element v ∈ V is called generic on M if
dimK Hi(M,v) ≤ dimK Hi(M,u) for all i and all u ∈ V .

We observe that the set of elements v ∈ V which are generic on M is a
nonempty Zariski open subset of V . We set Hi(M) = Hi(M,v) if v is generic
on M , and call Hi(M) the ith generalized simplicial cohomology of M .

Lemma 5.1.12. Let Δ be a simplicial complex. Then

H̃i−1(Δ;K) ∼= Hi(K{Δ}) for all i.

Proof. The assertion follows once we can show that e is generic on K{Δ}.
The subset U ⊂ V of elements v =

∑n
i aiei ∈ E1 with

∏n
i ai �= 0 is a

nonempty Zariski open subset of V . We note that the complexes (K{Δ}, e)
and (K{Δ}, v) are isomorphic for all v ∈ U . In fact, the isomorphism of
complexes is induced by the algebra automorphism ϕ: K{Δ} → K{Δ} with
ϕ(ei) = aiei for i = 1, . . . , n. It follows that

Hi(K{Δ}, e) ∼= Hi(K{Δ}, v) (5.5)

for all i and all v ∈ U . Let W ⊂ V be the nonempty Zariski open subset of V
of generic elements on K{Δ}. Since U ∩ W �= ∅, we may choose v ∈ U ∩ W .
Thus (5.5) implies that Hi(K{Δ}, e) has minimal K-dimension for all i. In
other words, e is generic on K{Δ}. �

5.2 Gröbner bases

Gröbner basis theory for the exterior algebra is very similar to that for the
polynomial ring. We will sketch the main features of the theory and, if nec-
essary, emphasize the differences. The fact that the exterior algebra has zero
divisors is responsible for some modifications on the theory.
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5.2.1 Monomial orders and initial ideals

Most of the concepts discussed in this subsection are completely analogous
to those in the polynomial ring. Let, as before, K be a field, V a finite-
dimensional vector space and E its exterior algebra. After having fixed a
basis e1, . . . , en of V , the elements eF = ej1 ∧ ej2 ∧ · · · ∧ eji with F = {j1 <
j2 < · · · < ji} are the monomials of E. We define a monomial order on E
as a total order < on the set of monomials Mon(E) of E such that (i) 1 < u
for all 1 �= u ∈ Mon(E); (ii) if u, v ∈ Mon(E) and u < v, then u ∧ w < v ∧ w
for all w ∈ Mon(E) such that u ∧ w �= 0 �= v ∧ w.

For each monomial u = eF ∈ Mon(E) we may consider the corresponding
squarefee monomial u∗ = xF ∈ S = K[x1, . . . , xn] with xF = xj1xj2 · · ·xji .

We define the lexicographic order on E induced by e1 > e2 > · · · > en as
follows:

eF <lex eG ⇐⇒ xF <lex xG.

The reverse lexicographic order is defined similarly. Indeed any monomial
order on S induces, by restriction to the squarefree monomials, a monomial
order on E. The converse is true as well: given a monomial order < on E.
Since there are only finitely many monomials in E, there exists a weight
w = (w1, . . . , wn) ∈ N

n such that degw(u) < degw(v) if and only u∗ < v∗,
where degw(eF ) =

∑
i∈F wi. This follows from Lemma 3.1.1. Now let <′ be

any monomial order on S and consider the monomial order <′
w on S defined

in Example 2.1.3. Then it is immediate that

u < v if and only if u∗ <′
w v∗ for all u, v ∈ E.

The (reverse) lexicographic order on E induced by e1 > e2 > · · · > en can
be described more directly as follows: for two subset F,G ⊂ [n] one defines
the symmetric difference as the set F�G = (F \ G) ∪ (G \ F ). Then one has

(i) eF <lex eG, if either |F | < |G|, or else |F | = |G| and the smallest element
in F�G belongs to F ,

(ii) eF <rev eG, if either |F | < |G|, or else |F | = |G| and the largest element
in F�G belongs to G.

For the rest of this chapter we will assume that all monomial orders con-
sidered are induced by e1 > e2 > · · · > en, unless otherwise stated.

Given a monomial order on E, and 0 �= f ∈ E. The initial monomial of
f with respect to <, denoted in<(f), is the biggest monomial (with respect
to the given order) among the monomials belonging to supp(f).

Let 0 �= g ∈ E be another element and u ∈ Mon(E). Then in<(u ∧ f) =
u∧in<(f), as long as u∧in<(f) �= 0, and one has in<(f∧g) = in<(f)∧in<(g),
as long as in<(f) ∧ in<(g) �= 0.

Let J ⊂ E be a graded ideal. We define the initial ideal in<(J) of J as
the monomial ideal in E generated by all monomials in<(f) with 0 �= f ∈ J .

Since J is graded one has
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in<(J) = ({in<(f): 0 �= f ∈ J , f homogeneous}).

In a similar way to Proposition 2.3.7 we have that in<(J) coincides with
the K-vector space spanned by the monomials in<(f) with 0 �= f ∈ J ,
and f homogeneous. Let f1, . . . , fr ∈ J be homogeneous elements such that
in<(f1), . . . , in<(fr) is a K-basis of in<(J). Then it follows that f1, . . . , fr is
a homogeneous K-basis of J . In particular one has

dimK Ji = dimK in<(J)i for all i. (5.6)

Definition 5.2.1. Let J be a nonzero ideal of E. A finite set g1, . . . , gs of
elements of J is said to be a Gröbner basis of J with respect to <, if the
initial ideal in<(J) of J is generated by in<(g1), in<(g2), . . . , in<(gs).

Example 5.2.2. Let E be the exterior algebra of the K-vector space V with
basis e1, e2, e3, e4, and consider the ideal J ⊂ E generated by the element
e1 ∧ e2 + e3 ∧ e4. One has Ji = Ei for i = 3, 4. Therefore if < denotes the
lexicographic order, then in<(J) = (e1 ∧ e2, e1 ∧ e3 ∧ e4, e2 ∧ e3 ∧ e4). Hence
e1 ∧ e2 + e3 ∧ e4, e1 ∧ e3 ∧ e4, e2 ∧ e3 ∧ e4 is a Gröbner basis of J .

Thus, in contrast to the polynomial case, the initial ideal of a principal
ideal in the exterior algebra need not be principal.

It is easy to see that a Gröbner basis of J is also a system of generators
of J , compare Theorem 2.1.8 and its proof.

It is also clear that if we choose homogeneous elements f1, . . . , fr in J such
that in<(f1), . . . , in<(fr) is a K-basis of in<(J), then f1, . . . , fr is Gröbner
basis of J . Such a Gröbner basis is usually much too big. Therefore, as in the
case of the polynomial ring, one defines: a Gröbner basis G = {g1, g2, . . . , gs}
of J is reduced, if for all i the coefficient of in<(gi) in gi is 1, and if for all i
and j with i �= j, in<(gi) divides none of the monomials of supp(gj).

In a similar way to ideals in the polynomial ring we have

Theorem 5.2.3. For any graded ideal J ⊂ E and any monomial order < on
E, a reduced Gröbner basis exists and is uniquely determined.

Proof. Let {u1, . . . , us} be the unique minimal set of monomial generators of
in<(J), and choose homogeneous elements fi ∈ J with in<(fi) = ui. Suppose
that there exists v ∈ supp(f1), which is divisible by ui for some i �= 1, say v =
w∧ui. We may assume that v is the largest such element in supp(f1). Note that
v �= u1, since u1, . . . , us is a minimal system of generators of in<(J). There
exists a ∈ K such that v does not belong to the support of f ′

1 = f1 − aw ∧ fi.
And of course we have in<(f ′

1) = in<(f1).
We replace f1 by f ′

1. If there is still an element v′ ∈ supp(f ′
1) which is

divisible by ui for some i �= 1, then v′ < v, and we may repeat the first step.
Since there are only finitely many monomials in E, this procedure ends after
a finite number of steps, and we obtain a homogeneous element g1 ∈ J with
in<(g1) = u1 and such that no ui with i �= 1 divides any v ∈ supp(g1), v �= u1.
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Now we modify f2 in the same way. Thus induction on |G(J)| guarantees the
existence of a Gröbner basis {g1, . . . , gs} with the property that for all i and
j with i �= j, in<(gi) divides none of the monomials of supp(gj). Dividing gi

by the coefficient of in<(gi) for all i, we obtain a reduced Gröbner basis of J .
In order to prove uniqueness, we first notice that if G = {g1, . . . , gs} is a

reduced Gröbner basis of J , then the leading coefficients of the gi are all 1
and the monomials ui = in<(gi) form the unique minimal system of monomial
generators of in<(J). Thus if G′ = {g′1, . . . , g′t} is another reduced Gröbner
basis of J , then we may assume that ui = in<(g′i) for all i. In particular,
s = t. Suppose, gi �= g′i. Since the leading coefficients of gi and g′i are both 1,
it follows that the leading monomials cancel when we take the difference, so
that either gi −g′i = 0, or in<(gi −g′i) �= ui. Suppose the second case happens.
Since u1, . . . , us generate in<(J), it follows that there exists j �= i such that
uj divides in<(gi − g′i). This contradicts our hypothesis that G is a reduced
Gröbner basis, because in<(gi − g′i) ∈ supp(gi) ∪ supp(g′i). �

5.2.2 Buchberger’s criterion

As in the case of the polynomial ring, there is a division algorithm for ele-
ments in the exterior algebra. But before we formulate the exterior version of
the division algorithm, let us pause for a moment and consider again Exam-
ple 5.2.2, where J = (g) with g = e1 ∧ e2 + e3 ∧ e4. Since each element in J
is a multiple of g, each element in J has remainder 0 with respect to g in the
sense of Chapter 2. Then by analogy with Theorem 2.3.2 one would expect
that g is a Gröbner basis of J , which, as we have seen, is not the case. The
crucial point is that in<(h∧ g) = in<(h)∧ in<(g) only if in<(h)∧ in<(g) �= 0.
Hence we are forced to make the adequate modification in the formulation of
the division algorithm.

In the previous section we have seen that any monomial order < on E
comes from a monomial order < on S by restriction. With the notation intro-
duced in Section 5.2.1 we have

in<(f ∧ g)∗ ≤ in<(f)∗ in<(g)∗ (5.7)

for all f, g ∈ E with f ∧ g �= 0. Equality holds in (5.7) if and only if in<(f) ∧
in<(g) �= 0.

Theorem 5.2.4 (The division algorithm). Fix a monomial order < on E,
and let g1, . . . , gs, f homogeneous nonzero elements of E. Then there exists a
standard expression of f , i.e. homogeneous elements h1, . . . , hs, r ∈ E such
that

f =
s∑

i=1

hi ∧ gi + r,

with the property that no v ∈ supp(r) belongs to (in<(g1), . . . , in<(gs)), and
whenever hi ∧ gi �= 0, then in<(hi)∗ in<(gi)∗ ≤ in<(f)∗.



5.2 Gröbner bases 87

Proof. Let J = (in<(g1), . . . , in<(gs)) and denote by Mon(J) the set of mono-
mials belonging to J . We write f =

∑
u∈Mon(E) auu with au ∈ K as

f = h + r1 with h =
∑

u∈Mon(J)

auu and r1 =
∑

u �∈Mon(J)

auu.

We may assume that h �= 0, because otherwise f = r1 is already the desired
standard expression of f . Since h ∈ J , there exists i and a monomial w such
that in<(h) = w ∧ in<(gi), and there exists a ∈ K, a �= 0 such that h and
aw ∧ gi have the same leading coefficient. We set f̃ = h − aw ∧ gi. Then

in<(f̃) < in<(h) ≤ in<(f).

By using induction on in<(f) we may assume that there exists a standard
expression f̃ =

∑s
j=1 h̃j ∧ gj + r2 of f̃ . Then f =

∑s
j=1 hj ∧ gj + r with

hi = h̃i + aw, hj = h̃j for j �= i and r = r1 + r2.
We claim that this is a standard expression of f . By construction, no

v ∈ supp(r) belongs to (in<(g1), . . . , in<(gs)) and for j �= i with hj ∧ gj �= 0,
we have in<(f)∗ ≥ in<(f̃)∗ ≥ in<(hj)∗ in<(gj)∗. It remains to be shown that
this last statement also holds for j = i. We have w∗ in<(gi)∗ = in<(h)∗ ≤
in<(f)∗, and in<(h̃i)∗ in<(gi)∗ ≤ in<(f̃)∗ < in<(f)∗. Hence, since in<(hi)∗ ≤
max{w∗, in<(h̃i)∗}, it follows that in<(hi)∗ in<(gi)∗ ≤ in<(f)∗. �

Let J ⊂ E be a monomial ideal with G(J) = {eF1 , . . . , eFs}. Let ai =
deg eFi for i = 1, . . . , s, and consider the epimorphism of graded E-modules

ε:
s⊕

i=1

E(−ai) −→ J with bi �→ eFi ,

where b1, . . . , bs is the canonical homogeneous basis of
⊕s

i=1 E(−ai). The
graded submodule U = Ker ε of

⊕s
i=1 E(−ai) is called the relation module

of J .

Lemma 5.2.5. The relation module U of J with G(J) = {eF1 , . . . , eFs} is
generated by two types of relations:

(i) the S-relations (−1)σ(Fj\Fi,Fi)eFj\Fi
bi − (−1)σ(Fi\Fj ,Fj)eFi\Fj

bj for i < j,
and

(ii) the T -relations eibj for all i and j with i ∈ Fj.

Proof. Let c ∈ U ; since bi �→ eFi , we can write c =
∑

F⊂[n] cF with each cF of
the form cF =

∑
i aieGibi with Gi ∪ Fi = F for all i, where the sum is taken

over those i with Fi ⊂ F and where ai ∈ K.
Since ε(cF ) = aeF for some a ∈ K, it follow that ε(c) = 0 if and only if

ε(cF ) = 0 for all F ⊂ [n]. Thus we may as well assume that c is of the form
c =

∑
i aieGibi with Gi∪Fi = F . If for some i we have Gi∩Fi �= ∅, then eGibi
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is a multiple of a T -relation. Hence modulo T -relations we may assume that
Gi ∩ Fi = ∅, so that Gi = F \ Fi for all i with ai �= 0. After a renumbering
of the basis elements bi we may assume that ai �= 0 for i = 1, . . . , r and that
ai = 0 for i > r. Then c =

∑r
i=1 aieF\Fi

bi, and since hence ε(c) = 0, we see
that

0 =
r∑

i=1

aieF\Fi
eFi =

r∑

i=1

(−1)σ(F\Fi,Fi)aieF .

Thus if we set ci = (−1)σ(F\Fi,Fi)ai, then
∑r

i=1 ci = 0, so that

c =
r∑

i=1

ci

(
(−1)σ(F\Fi,Fi)eF\Fi

bi

)

=
r∑

i=2

ci

(
(−1)σ(F\Fi,Fi)eF\Fi

bi − (−1)σ(F\F1,F1)eF\F1b1

)
.

Now for any of the summands of c we have

(−1)σ(F\Fi,Fi)eF\Fi
bi − (−1)σ(F\F1,F1)eF\F1b1

= eF\(F1∪Fi)

(
(−1)σ(F\(F1∪Fi),F1\Fi)+σ(F\Fi,Fi)eF1\Fi

bi

−(−1)σ(F\(F1∪Fi),Fi\F1)+σ(F\F1,F1)eFi\F1b1

)

= (−1)σ(F\(F1∪Fi),F1∪Fi)eF\(F1∪Fi)

(
(−1)σ(F1\Fi,Fi)eF1\Fi

bi (5.8)

−(−1)σ(Fi\F1,F1)eFi\F1b1

)
.

Equation (5.8) follows from

(−1)σ(F\(F1∪Fi),F1∪Fi)+σ(F\Fi,Fi) = (−1)σ(F1\Fi,Fi)+σ(F\(F1∪Fi),F1∪Fi) (5.9)

and the corresponding identity with the role of F1 and Fi exchanged. The
identity (5.9) itself is a consequence of the fact that

(eF\(F1∪Fi) ∧ eF1\Fi
) ∧ eFi = eF\(F1∪Fi) ∧ (eF1\Fi

∧ eFi).

The calculations show that c is a linear combination of S-relations, as desired.
�

Given a sequence g1, g2, . . . , gs of nonzero homogeneous elements in E
with in<(gi) = eGi and leading coefficient ci. According to the two types of
relations described in Lemma 5.2.5 we define the S- and T -polynomials of
g1, . . . , gs as follows:

(i) for each i < j let

S(gi, gj) =
1
ci

(−1)σ(Gj\Gi,Gi)eGj\Gi
∧ gi −

1
cj

(−1)σ(Gi\Gj ,Gj)eGi\Gj
∧ gj ,

and
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(ii) for each i and j with i ∈ Gj set T (ei, gj) = 1
ci

ei ∧ gj .

Let f ∈ E be some nonzero homogeneous element. We say that f reduces
to 0 with respect to g1, g2, . . . , gs, if there exists a standard expression of the
form f =

∑s
i=1 hi ∧ gi.

With this terminology introduced one has

Theorem 5.2.6 (Buchberger’s criterion). Let J be a nonzero graded ideal
of E and G = {g1, . . . , gs} a system of homogeneous generators of J . Then
the following conditions are equivalent:

(a) G is a Gröbner basis of J .
(b) All S- and T -polynomials of G reduce to 0 with respect to g1, . . . , gs.

Proof. (a) ⇒ (b): We may assume that the coefficients of ini<(gi) in gi are
all 1. The S- and T -polynomials belong to J . Let f ∈ J be any nonzero
homogeneous element, and let f =

∑s
i=1 hi ∧ gi + r be standard expression of

f with respect to g1, g2, . . . , gs. Suppose that r �= 0. Then r ∈ J , and hence
in<(r) ∈ in<(J). Since G is a Gröbner basis of J , there exists an integer i
such that in<(r) is a multiple of in<(gi). This a contradicts the property of a
remainder.

(b) ⇒ (a): Let f ∈ J be a nonzero homogeneous element. Then f =∑
i hi ∧ gi and in<(f)∗ ≤ maxi{in<(hi ∧ gi)∗} ≤ maxi{in<(hi)∗ in<(gi)∗},

where the maximum is taken over those i for which hi ∧ gi �= 0. If equality
holds, then in<(f)∗ = in<(hi)∗ in<(gi)∗ for some i. This then implies that
in<(f) = in<(hi) ∧ in<(gi), and we are done.

Let δ = maxi{in<(hi)∗ in<(gi)∗}, and suppose now that in(f)∗ < δ. We
will show that f can be rewritten as f =

∑
i h̃i∧gi with in<(h̃i)∗ in<(gi)∗ < δ

for all i with h̃i ∧ gi �= 0. Proceeding by induction on δ completes then the
proof.

We write f as

f =
∑

in<(hi)∗ in<(gi)∗=δ

hi ∧ gi +
∑

in<(hi)∗ in<(gi)∗<δ

hi ∧ gi

=
∑

in<(hi)∗ in<(gi)∗=δ

ai in<(hi) ∧ gi +
∑

in<(hi)∗ in<(gi)∗=δ

(hi − ai in<(hi)) ∧ gi

+
∑

in<(hi)∗ in<(gi)∗<δ

hi ∧ gi,

where ai is the leading coefficient of hi. Since

in<(hi − ai in<(hi))∗ in<(gi)∗ < δ,

it remains to consider the sum

s =
∑

in<(hi)∗ in<(gi)∗=δ

ai in<(hi) ∧ gi.
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As in<(f)∗ < δ, we also have in<(s)∗ < δ. Hence it follows that
∑

in<(hi)∗ in<(gi)∗=δ

ai in<(hi) ∧ in<(gi) = 0.

In other words,

u =
∑

in<(hi)∗ in<(gi)∗=δ

ai in<(hi)bi ∈ U,

where U is the relation module of (in<(g1), . . . , in<(gs)). By Lemma 5.2.5 the
S- and T - relations generate U . Thus we can write u =

∑t
j=1 cjuj where each

uj is either an S- or a T -relation. Since u is homogeneous of Z
n-degree deg δ,

we may assume that for each j we have the following equation of Z
n-degrees

deg(cjuj) = deg(cj) + deg(uj) = deg δ. (5.10)

Let

η:
s⊕

i=1

E(−ai) −→ J with bi �→ gi.

Then η(uk) is either as S- or T -polynomial. Therefore our assumption implies
that η(uk) =

∑s
i=1 aki ∧ gi with

in<(η(uk))∗ ≥ in<(aki)∗ in<(gi)∗ (5.11)

whenever aki ∧ gi �= 0, and hence

s = η(u) =
t∑

k=1

ck ∧ η(uk)

=
s∑

i=1

(
l∑

k=1

ck ∧ aki) ∧ gi =
s∑

i=1

h̃i ∧ gi,

where h̃i =
∑l

k=1 ck ∧ aki. Since

in<(h̃i)∗ ≤ max
k

{in<(ck ∧ aki)∗} = in<(cj ∧ aji)∗ ≤ in<(cj)∗ in<(aji)∗

for some j with cj �= 0, one obtains together with (5.11) that

in(h̃i)∗ in(gi)∗ ≤ in<(cj)∗(in(aji)∗ in<(gi)∗)
≤ in<(cj)∗ in<(η(uj))∗ < δ,

as desired. The last inequality follows from (5.10), since deg uj >
deg in<(η(uj))∗. �
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Remark 5.2.7. As we know from Lemma 5.2.5, the relation module U of
(in<(g1), . . . , in<(gs)) is generated by the S- and T -relations. This may of
course not be a minimal set of generators for U . However, in the proof of the
Buchberger criterion we have seen that, in order to show that G is a Gröbner
basis of J , it is enough to check that the S- and T -polynomials corresponding
to a minimal set of generators of U reduce to 0 with respect to g1, . . . , gs.

Theorem 5.2.6 provides Buchberger’s algorithm for computing a Gröb-
ner basis:

(1) Start with a set of G = {g1, . . . , gs} of homogeneous generators of J .
If all S- and T -polynomials reduce to 0 with respect of g1, . . . , gs, then G is a
Gröbner basis of J , and the algorithm stops.

(2) If this is not the case, then one of the S- or T -polynomials has a
remainder r �= 0. Then replace G by G′ = G ∪ {r} and proceed with (1) where
G is replaced by G′.

The algorithm terminates simply because there are only finitely many
monomials in E.

5.2.3 Generic initial ideals and generic annihilator numbers in the
exterior algebra

Throughout this section we will assume that K is an infinite field. We let
as before V be an n-dimensional K-vector space with basis e1, . . . , en. We
identify the elements in GL(n;K) with the automorphisms of V . Let α =
(aij) ∈ GL(n;K); then the corresponding automorphism is given by

α(
n∑

i=1

xiei) =
n∑

j=1

(
n∑

i=1

ajixi)ej .

This automorphism induces a K-algebra automorphism E → E which we
denote again by α.

Let < be a monomial order on E with e1 > e2 > · · · > en and J a graded
ideal in E. Then one defines the generic initial ideal gin<(J) as for ideals
in the polynomial ring. The proof of its existence and the property of being
Borel-fixed is verbatim the same as in the case of the polynomial ring.

The next two theorems summarize these facts.

Theorem 5.2.8. Let J ⊂ E be a graded ideal and < a monomial order on E.
Then there exists a nonempty open subset U ⊂ GL(n;K) such that in<(αJ) =
in<(α′J) for all α, α′ ∈ U .

The ideal in<(αJ) for α ∈ U is called the generic initial ideal of J with
respect to <, and is denoted gin<(J).

Theorem 5.2.9. gin<(J) is a Borel-fixed ideal, that is, gin<(J) is stable un-
der the action of the Borel subgroup B of GL(n;K), and gin<(J) = J if J is
Borel-fixed.
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A monomial ideal J ⊂ E is called strongly stable if for each monomial
eF ∈ J and each j ∈ F and i < j one has that ei ∧ eF\{j} ∈ J .

In Proposition 4.2.6 we have seen that the generic initial ideal of a graded
ideal in the polynomial ring is strongly stable (in the sense of monomial ideals
in a polynomial ring), provided char(K) = 0.

The corresponding result holds here. But we need no assumption on the
characteristic of K.

Proposition 5.2.10. The generic initial of a graded ideal J ⊂ E is strongly
stable.

Proof. Suppose gin<(J) is not strongly stable. Then there exists a monomial
eF ∈ gin<(J) and numbers i < j with j ∈ F such that ei ∧ eF\{j} �∈ gin<(J).
Let α ∈ B with α(ej) = ei + ej and α(ek) = ek for k �= j. Then
α(eF ) = eF ± ei ∧ eF\{j}, and hence does not belong to gin<(J), contra-
dicting Theorem 5.2.9. �

Let v = v1, . . . , vn be a K-basis of E1 and M a graded E-module. Then
for each i, the module H(M/(v1, . . . , vi−1)M,vi) is a graded E-module with
jth graded components Hj(M/(v1, . . . , vi−1)M,vi). We set

αij(v; M) =
{

dimK Hj(M/(v1, . . . , vi−1)M,vi), if i < n,
β0j(M), if i = n,

and call these numbers the annihilator numbers of M with respect to v.

Theorem 5.2.11. Let J ⊂ E be a graded ideal. With each γ = (gij) ∈
GLn(K) we associate the sequence v = γ(e) with vj =

∑n
i=1 gijei for

j = 1, . . . , n. Then there exists a nonempty Zariski open subset U ⊂ GLn(K)
such that αij(γ(e); E/J) = αij(f ; E/ gin<rev

(J)) for all i and j and all γ ∈ U ,
where f = en, en−1, . . . , e1.

In Subsection 5.1.4 we introduced generalized simplicial homology. As a
consequence of Theorem 5.2.11 we have

Corollary 5.2.12. Let J ⊂ E be a graded ideal. Then

H(E/J) = H(E/ gin<rev
(J), en) = H(E/ gin<rev

(J)).

Problems

5.1. Let V be a K-vector space with basis e1, . . . , en. By using the fact that
e1 ∧ e2 ∧ · · · ∧ en �= 0, show that the elements eF , F ⊂ [n] are linearly
independent.

5.2. Let E be the exterior algebra of a finite-dimensional K-vector space, and
M a graded E-module (cf. Definition 5.1.1). Show that (fx)g = f(xg) for all
f, g ∈ E and all x ∈ M . (This then proves that M is an E-E bimodule.)
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5.3. Let K be a field of characteristic �= 2, V the K-vector space with basis
e1, e2, e3, e4, E its exterior algebra and f = e1 + e2 ∧ e3 ∈ E. Consider the left
ideal I = ({g ∧ f : g ∈ E}) and the right ideal J = ({f ∧ g : g ∈ E}). Show
that I �= J .

5.4. Show that the map E → E∨ which assigns to each homogeneous element
f ∈ E the element g �→ g ∧ f in E∨ is an isomorphism of graded E-modules.

5.5. By referring to the definition of the oriented chain complex C̃(Δ;K) for
a simplicial complex Δ as given in Subsection 5.1.4, show that the chain map
∂: C̃j(Δ; K) → C̃j−1(Δ; K) is defined by

∂([i0, i1, · · · , ij ]) =
j∑

k=0

(−1)k+1[i0, i1, · · · ik−1, ik · · · , ij ],

where F = {i0 < i1 < · · · < ij} ∈ Δ.

5.6. Let J ⊂ E be a graded ideal and < a monomial order on E. Show that
in<(J) coincides with the K-vector space spanned by the monomials in<(f)
with 0 �= f ∈ J , and f homogeneous.

5.7. Let e =
∑n

i=1 ei and J = (e) ⊂ E. Then for any monomial order, e is a
Gröbner basis for J .

5.8. Let E be the exterior algebra of the K-vector space with basis e1, e2, e3,
and fix a monomial order < with e1 > e2 > e3. Compute gin<(J) for J =
(e2 ∧ e3).

Notes

The exterior face ring was introduced by Gil Kalai [Kal84] in order to define
exterior algebraic shifting, which will be treated in Chapter 11.

Shifting theory is defined by using generic initial ideals. For this purpose
one has to develop Gröbner basis theory over the exterior algebra. In our
presentation of this theory we followed the exposition in [AHH97].
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Hilbert functions and resolutions





6

Hilbert functions and the theorems of
Macaulay and Kruskal–Katona

The Hilbert function of a graded K-algebra R counts the vector space dimen-
sion of its graded components. It encodes important information on R such as
its Krull dimension or its multiplicity. Hilbert’s fundamental theorem tells us
that the Hilbert function is a polynomial function for all large integers. The
possible Hilbert functions are described by Macaulay’s theorem.

The Hilbert function of the Stanley–Reisner ring of a simplicial complex
Δ is determined by the f -vector of Δ, and vice versa. The possible f -vectors
of a simplicial complex are characterized in the theorem of Kruskal–Katona.
This theorem is the “squarefree” analogue of Macaulay’s theorem.

6.1 Hilbert functions, Hilbert series and Hilbert
polynomials

6.1.1 The Hilbert function of a graded R-module

Let K be a field and let R =
⊕

i≥0 Ri be graded K-algebra. R is called
standard graded if R is a finitely generated K-algebra and all its generators
are of degree 1. In other words, R = K[R1] and dimK R1 < ∞. The archetype
of a standard graded K-algebra is the polynomial ring S = K[x1, . . . , xn]
with deg xi = 1 for i = 1, . . . , n. Any other standard graded K-algebra is
isomorphic to the polynomial ring modulo a graded ideal; that is, an ideal
which is generated by homogeneous polynomials.

Let M be a finitely generated graded R-module. All the graded components
Mi of M are finite-dimensional K-vector spaces. An element x ∈ M is called
homogeneous of degree i if x ∈ Mi. Any element in M can be uniquely
written as a (finite) sum of homogeneous elements.

Definition 6.1.1. The numerical function

H(M,−) : Z −→ Z, i �→ H(M, i) := dimK Mi

J. Herzog, T. Hibi, Monomial Ideals, Graduate Texts in Mathematics 260,
DOI 10.1007/978-0-85729-106-6 6, © Springer-Verlag London Limited 2011
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is called the Hilbert function of M . The formal Laurent series HM (t) =∑
i∈Z

H(M, i)ti is called the Hilbert series of M .

Example 6.1.2. Let S = K[x1, . . . , xn] be the polynomial ring in n variables.
The monomials of degree i in S form a K-basis of Si. It follows that

H(S, i) =
(

n + i − 1
i

)
=

(
n + i − 1

n − 1

)
and HS(t) =

1
(1 − t)n

.

Note that H(S,−) is a polynomial function of degree n− 1 and that HS(t) is
a rational function with exactly one pole at t = 1.

For an arbitrary graded R-module the Hilbert function and the Hilbert
series are of the same nature as in the special case described in the example.

Theorem 6.1.3 (Hilbert). Let K be a field, R a standard graded K-algebra
and M a nonzero finitely generated graded R-module of dimension d. Then

(a) there exists a Laurent-polynomial QM (t) ∈ Z[t, t−1] with QM (1) > 0 such
that

HM (t) =
QM (t)
(1 − t)d

;

(b) there exists a polynomial PM (x) ∈ Q[x] of degree d−1 (called the Hilbert
polynomial of M) such that

H(M, i) = PM (i) for all i > deg QM − d.

Proof. (a) After a base field extension we may assume that K is infinite. We
proceed by induction on dimM . If dim M = 0, then Mi = 0 for i � 0, and
the assertion is trivial.

Suppose now that d = dimM > 0. We choose y ∈ R1 such that y ∈
m \

⋃
P∈Ass(M)\{m} P , where m =

⊕
i>0 Ri. Then y is almost regular on M

(cf. the proof of Lemma 4.3.1), and dimM/yM = d−1 since y does not belong
to any minimal prime ideal of M .

The exact sequence

0 −−−−→ N −−−−→ M(−1)
y−−−−→ M −−−−→ M/yM −−−−→ 0

with N = (0 :M y)(−1) yields the identity

HM/yM (t) − HM (t) + tHM (t) − HN (t) = 0.

In other words we have

HM (t) =
HM/yM (t) − HN (t)

1 − t
.

By our induction hypothesis there exists a Laurent polynomial QM/yM (t) with
QM/yM (1) > 0 such that
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HM/yM (t) =
QM/yM (t)
(1 − t)d−1

.

Thus we see that

HM (t) =
QM/yM (t)/(1 − t)d−1 − HN (t)

1 − t
=

QM (t)
(1 − t)d

with

QM (t) = QM/yM (t) − HN (t)(1 − t)d−1. (6.1)

Since HN (t) is a Laurent polynomial it follows from (6.1) that QM (t) is a
Laurent polynomial. Equation (6.1) also implies that QM (1) = QM/yM (1) > 0
if d > 1. Thus it remains to be shown that QM (1) > 0 if d = 1, or equivalently
that �(0 :M y) < �(M/yM) if dimM = 1.

Observe that M is a finitely generated A = K[y]-module, since M/yM
has finite length. Since A is a principal ideal domain, and since M is a graded
A-module of dimension 1, it follows that M = Ar ⊕

⊕s
i=1 A/(yai) with r > 0.

Thus we see that �(M/yM) = r + s > s = �(0 :M y).
(b) Let QM (t) =

∑s
i=r hit

i. Then

HM (t) = (
s∑

i=r

hit
i)/(1 − t)d =

s∑

i=r

hit
i
∑

j≥0

(
d + j − 1

d − 1

)
tj .

By using the convention that
(
a
i

)
= 0 for a < i, we deduce from the preceding

equation that

H(M, i) =
s∑

j=r

hj

(
d + (i − j) − 1

d − 1

)
. (6.2)

In particular, if we set PM (x) =
∑s

j=r hj

(
x+d−j−1

d−1

)
, then PM (x) is a polyno-

mial of degree d − 1 with H(M, i) = PM (i) for i > s − d. �	
Theorem 6.1.3 implies that the Krull dimension d of M is the pole order of

the rational function HM (t) at t = 1. The multiplicity e(M) of M is defined
to be the positive number QM (1). It follows from (6.2) that e(M)/(d − 1)! is
the leading coefficient of the Hilbert polynomial PM (x) of M .

The a-invariant is the degree of the Hilbert series HM (t), that is, the
number deg QM (t) − d.

Let QM (t) =
∑s

i=r hit
i. The coefficient vector (hr, hr+1, . . . , hs) of QM (t)

is called the h-vector of M .

6.1.2 Hilbert functions and initial ideals

Let K be a field, S = K[x1, . . . , xn] the polynomial ring in n variables and
I ⊂ S an ideal. For a given monomial order < there is a natural monomial
K-basis of the residue class ring S/I. We denote by Mon(in<(I)) the set of
monomials in in<(I).
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Theorem 6.1.4 (Macaulay). The set of monomials Mon(S) \Mon(in<(I))
form a K-basis of S/I.

Proof. Let G = {g1, . . . , gr} be a Gröbner basis of I, and let f ∈ S. Then
by Lemma 2.2.3, f has a unique remainder f ′ with respect to G. The residue
class of f modulo I is the same as that of f ′, and no monomial in the support
of f ′ is divided by any of the monomials in<(gi). This shows that Mon(S) \
Mon(in<(I)) is a system of generators of the K-vector space S/I.

Assume there exists a set {u1, . . . , us} ⊂ Mon(S) \ Mon(in<(I)) and ai ∈
K \ {0} such that h =

∑s
i=1 aiui ∈ I. We may assume that u1 = in(h). Then

u1 = in<(h) ∈ Mon(in<(I)), a contradiction. �	

As an immediate consequence we obtain the following important result

Corollary 6.1.5. Let I ⊂ S be a graded ideal and < a monomial order on
S. Then S/I and S/ in<(I) have the same Hilbert function, i.e. H(S/I, i) =
H(S/ in<(I), i) for all i.

We also obtain a Gröbner basis criterion.

Corollary 6.1.6. Let G = {g1, . . . , gr} be a homogeneous system of generators
of I, and let J = (in<(g1), . . . , in<(gr)). Then G is a Gröbner basis of I if
and only if S/I and S/J have the same Hilbert function.

Proof. We have J ⊂ in<(I), so that H(S/J, i) ≥ H(S/ in<(I), i) = H(S/I, i)
for all i. Equality holds if and only if J = in<(I). �	

6.1.3 Hilbert functions and resolutions

Let K be a field, S = K[x1, . . . , xn] the polynomial ring in n variables and M
a finitely generated graded S-module. Let

F: 0 −→ Fp → Fp−1 −→ · · · −→ F1 −→ F0 −→ M −→ 0

be a graded minimal free S-resolution of M with

Fi =
⊕

j

S(−j)βij =
βi⊕

j=1

S(−dij).

By using the fact that the Hilbert function is additive on short exact sequences
and by using that HS(−j)(t) = tj/(1−t)n, we deduce from the free S-resolution
F of M the formula

HM (t) =
RM (t)
(1 − t)n

, (6.3)

where RM (t) =
∑p

i=0(−1)i
∑

j βijt
j =

∑p
i=0(−1)i

∑βi

j=1 tdij . A comparison
with Theorem 6.1.3 shows that
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QM (t)(1 − t)n−d = RM (t)

From this equation we deduce that

R
(n−d)
M (1) = (−1)(n−d)(n − d)!QM (1) = (−1)(n−d)(n − d)!e(M),

and that R
(i)
M (1) = 0 for i = 0, . . . , n−d−1. (Here R

(i)
M denotes the ith formal

derivative of RM ).
Thus

p∑

i=0

(−1)i

βi∑

j=1

k−1∏

r=0

(dij − r) =
{

0, for 0 ≤ k < n − d,
(−1)n−d(n − d)!e(M), for k = n − d.

This immediately implies the following useful formulas

Corollary 6.1.7. With the notation introduced one has

p∑

i=0

(−1)i

βi∑

j=1

dk
ij =

{
0, for 0 ≤ k < n − d,
(−1)n−d(n − d)!e(M), for k = n − d.

6.2 The h-vector of a simplicial complex

The h-vector of a module, as defined in Section 6.1 together with the Krull-
dimension of the module encodes all the information provided by the Hilbert
function. Let Δ be a (d − 1)-dimensional simplicial complex on the vertex
set [n]. In this section we want to relate the h-vector of the Stanley–Reisner
ring K[Δ] to the f -vector f(Δ) = (f0, f1, . . . , fd−1) of Δ. Here fi denotes the
number of faces of Δ of dimension i. Letting f−1 = 1, we defined in Chapter 1
the h-vector h(Δ) = (h0, h1, . . . , hd) of Δ by the formula

d∑

i=0

fi−1(t − 1)d−i =
d∑

i=0

hit
d−i.

Equivalently,

d∑

i=0

fi−1t
i(1 − t)d−i =

d∑

i=0

hit
i. (6.4)

The following result justifies this definition with hindsight.

Proposition 6.2.1. Let Δ be a simplicial complex of dimension d − 1 with
f -vector (f0, f1, . . . , fd−1). Then

HK[Δ](t) =
∑d

i=0 fi−1t
i(1 − t)d−i

(1 − t)d
.
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Proof. Write K[Δ] = S/IΔ where S = k[x1, . . . , xn]. By Corollary 1.1.4 the
monomials not belonging to IΔ form a K-basis of K[Δ]. For a monomial u =
xa we set supp(u) = {i ∈ [n]: ai = 0}. By Proposition 1.5.1, the monomials
u ∈ Mon(S) with supp(u) ∈ Δ form a K-basis of K[Δ].

Fix a face F ∈ Δ. Then

{u ∈ Mon(S): supp(u) = F} = {xF v: v ∈ Mon(K[{xi}i∈F ])}.

Since the disjoint union of the sets {u ∈ Mon(S): supp(u) = F} with F ∈ Δ
establishes a K-basis of K[Δ], we see that

HK[Δ](t) =
∑

F∈Δ

t|F |

(1 − t)|F | ,

and the desired formula for HK[Δ](t) follows. �	

Combining Proposition 6.2.1 with Theorem 6.1.3 we obtain

Corollary 6.2.2. Let Δ be a simplicial complex of dimension d− 1 and K a
field. Then dim K[Δ] = d.

The number χ(Δ) =
∑d−1

i=0 (−1)ifi is called the Euler characteristic of
Δ. In terms of simplicial homology one has

−1 + χ(Δ) =
d∑

i=0

(−1)i−1 dimK K{Δ}i =
d−1∑

i=−1

(−1)i dimK H̃i(Δ; K),

see Definition 5.1.7.
The Euler characteristic of Δ can also be expressed by the h-vector and

the multiplicity of K[Δ] by the f -vector, as follows at once from (6.4).

Corollary 6.2.3. With the notation introduced one has

χ(Δ) = (−1)d−1hd + 1 and e(K[Δ]) = fd−1.

6.3 Lexsegment ideals and Macaulay’s theorem

The purpose of the present section is to give the complete characterization of
the possible Hilbert functions of a standard graded K-algebra R, where K as
usual is a field.

We may write R = S/I where S = K[x1, . . . , xn] is the polynomial ring
with standard grading, and where I ⊂ S is a graded ideal. By Theorem 6.1.5
we know that S/I and S/ in<(I) have the same Hilbert function for any mono-
mial order on S. Therefore we may as well assume that I ⊂ S is a monomial
ideal. Since by Corollary 6.1.4 the monomials in S not belonging to I form
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a K-basis of S/I, and since this K-basis determines the Hilbert functions of
S/I, it is then apparent that the Hilbert function of S/I does not depend on
the base field K. Thus we assume that char K = 0. Now we pass from S/I
to S/ gin<(I), again without changing the Hilbert function. By Proposition
4.2.6 we have that gin<(I) is a strongly stable ideal.

Hence the problem of characterizing the Hilbert function of S/I is reduced
to the case that I is a strongly stable ideal. A further reduction is needed to
characterize the possible Hilbert functions.

Among the strongly stable monomial ideals (introduced in Subsection
4.2.2), there is a very distinguished class of monomial ideals, called lexseg-
ment ideals.

We denote by Mond(S) the set of all monomials of S of degree d. A set
L ⊂ Mond(S) of monomials is called a lexsegment if there exists u ∈ L such
that v ∈ L for all v ∈ Mond(S) with v ≥lex u.

One says that L ⊂ Md(S) is strongly stable, if one has xi(u/xj) ∈ L for
all u ∈ L and all i < j such that xj divides u.

For a monomial u ∈ S we set m(u) = max{i: xi divides u}, and call a set
L ⊂ Mond(S) stable, if xi(u/xm(u)) ∈ L for all u ∈ L, and all i < m(u).

As already defined before, a monomial ideal I is called a lexsegment
ideal, or a (strongly) stable monomial ideal, if for each d the monomials
of degree d in I form a lexsegment, or a (strongly) stable set of monomials,
respectively.

Obviously one has the following implications:

lexsegment ⇒ strongly stable ⇒ stable,

and all implications are strict.
A lexsegment in a polynomial ring may no longer be a lexsegment in a

polynomial ring extension. For example, the set {x2
1, x1x2, x

2
2} is a lexsegment

in K[x1, x2] but not in K[x1, x2, x3]. A set which remains a lexsegment in all
polynomial ring extensions is called a universal lexsegment.

The fundamental result of this section is the following

Theorem 6.3.1. Let I ⊂ S be a graded ideal. Then there exists a unique
lexsegment ideal, denoted I lex, such that S/I and S/I lex have the same Hilbert
function.

The idea of the proof is simple: say, I ⊂ S is a graded ideal. For each
graded component Ij of I, and let I lex

j be the K-vector space spanned by the
(unique) lexsegment Lj with |Lj | = dimK Ij . Then define I lex =

⊕
j I lex

j .
Obviously the I lex so constructed is the only possible candidate meeting

the requirements of the theorem. The only problem is, whether it is an ideal.
If this is the case, then this is the unique lexsegment ideal with the same
Hilbert function as I. It is clear that I lex is indeed an ideal if and only if
{x1, . . . , xn}Lj ⊂ Lj+1.

Let N ⊂ Mon(S) be any set of monomials. Then we call the set
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Shad(N ) = {x1, . . . , xn}N = {xiu: u ∈ N , i = 1, . . . , n}

the shadow of N . Therefore I lex is an ideal if and only if Shad(Lj) ⊂ Lj+1

for all j.
Note that if N ⊂ Mond(S) is stable, strongly stable or a lexsegment, then

so is Shad(N ).
For stable ideals, the length of the shadow can be computed. Let N ⊂

Mond(S) be a set of monomials. We denote by mi(N ) the number of elements
u ∈ N with m(u) = i, and set m≤i(N ) =

∑i
j=1 mj(N ). Then we have

Lemma 6.3.2. Let N ⊂ Mond(S) be a stable set of monomials. Then
Shad(N ) is again a stable set and

(a) mi(Shad(N )) = m≤i(N );
(b) | Shad(N )| =

∑n
i=1 m≤i(N ).

Proof. (b) is of course a consequence of (a). For the proof of (a) we note that
the map

φ: {u ∈ N : m(u) ≤ i} → {u ∈ Shad(N ): m(u) = i}, u �→ uxi

is a bijection. In fact, φ is clearly injective. To see that φ is surjective, we let
v ∈ Shad(N ) with m(v) = i. Since v ∈ Shad(N ), there exists w ∈ N with
v = xjw for some j ≤ i. It follows that m(w) ≤ i. If j = i, then we are
done. Otherwise, j < i and m(w) = i. Then, since N is stable it follows that
u = xj(w/xi) ∈ N . The assertion follows, since v = uxi. �	

Now Theorem 6.3.1 will be an easy consequence of

Theorem 6.3.3 (Bayer). Let L ⊂ Mond(S) be a lexsegment, and N ⊂
Mond(S) be a strongly stable set of monomials with |L| ≤ |N |. Then m≤i(L) ≤
m≤i(N ) for i = 1, . . . , n.

Proof. We first observe that N = N0 ∪N1xn ∪ · · · ∪Ndx
d
n where each Nj is a

strongly stable set of monomials of degree d− j in the variables x1, . . . , xn−1.
Such a decomposition is unique. Similarly, one has the decomposition L =
L0 ∪ L1xn ∪ · · · ∪ Ldx

d
n where each Lj is a lexsegment.

We prove the theorem by induction on the number of variables. For n = 1,
the assertion is trivial. Now let n > 1. The inequality

m≤i(L) ≤ m≤i(N ) (6.5)

is trivial for i = n, since |L| = m≤n(L) and |N | = m≤n(N ).
Note that |L0| = m≤n−1(L) and that |N0| = m≤n−1(N ). Thus in order to

prove (6.5) for i = n − 1 we have to show that

|L0| ≤ |N0|. (6.6)
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Assume for a moment that (6.6) holds. Then by applying our induction hy-
pothesis we obtain

m≤i(L) = m≤i(L0) ≤ m≤i(N0) = m≤i(N ) for i = 1, . . . , n − 1,

as desired. Thus it remains to prove the inequality (6.6).
For each j, let N ∗

j be the lexsegment in Mond−j(K[x1, . . . , xn−1]) with
|N ∗

j | = |Nj | and set N ∗ = N ∗
0 ∪N ∗

1 xn ∪ · · · ∪ N ∗
d xd

n.
We claim that N ∗ is again a strongly stable set of monomials. Indeed, we

need to show that {x1, . . . , xn−1}N ∗
j ⊂ N ∗

j−1 for j = 1, . . . , d. Since the sets
{x1, . . . , xn−1}N ∗

j and N ∗
j−1 are lexsegments, it suffices to show that

|{x1, . . . , xn−1}N ∗
j | ≤ |N ∗

j−1|.

By using that N is a stable set of monomials we have that {x1, . . . , xn−1}Nj ⊂
Nj−1 for j = 1, . . . , d. Now we apply Lemma 6.3.2 and our induction hypoth-
esis and obtain

|{x1, . . . , xn−1}N ∗
j | =

n−1∑

i=1

m≤i(N ∗
j ) ≤

n−1∑

i=1

m≤i(Nj)

= |{x1, . . . , xn−1}Nj | ≤ |Nj−1| = |N ∗
j−1|.

This completes the proof of the fact that N ∗ is a strongly stable set of mono-
mials.

Since |N ∗| = |N |, we may replace N by N ∗ and thus may as well assume
that N0 is a lexsegment.

For a set of monomials S we denote by minS the lexicographically smallest
element in S. Since both L0 and N0 are lexsegments, inequality (6.6) will
follow once we have shown that minL0 ≥ minN0.

Given a monomial m =
∏n

i=1 xai
i , we set m̄ = (xn−1/xn)anm. This assign-

ment is order preserving. In other words, if m, n ∈ Mond(S) with m ≤ n (with
respect to the lexicographic order), then m̄ ≤ n̄. We leave the verification of
this simple fact to the reader.

Let u = minL and v = minN . Since N is a strongly stable set of mono-
mials it follows that v̄ ∈ N0. Hence minN0 ≤ v̄. On the other hand, if
w = minN0, then w ≥ v, and so w = w̄ ≥ v̄. In other words, we have
minN0 = v̄. Similarly, we have minL0 = ū.

Finally we observe that u ≥ v since L is a lexsegment and since |L| ≤ |N |,
by assumption. Hence we conclude that

minL0 = ū ≥ v̄ = minN0,

as desired. �	

Now we are ready to prove Theorem 6.3.1: based on our discussions follow-
ing Theorem 6.3.1 it remains to be shown that if I ⊂ S is a graded ideal and
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Lj is the lexsegment with |Lj | = dimK Ij , then Shad(Lj) ⊂ Lj+1. As we have
seen before, we may assume that I is strongly stable. Let Nj be the strongly
stable set of monomials which spans the K-vector space Ij . Since |Lj | = |Nj |,
Bayer’s theorem together with Lemma 6.3.2 implies that

| Shad(Lj)| =
n∑

i=1

m≤i(Lj) ≤
n∑

i=1

m≤i(Nj) = | Shad(Nj)|.

On the other hand, since I is an ideal we clearly have that Shad(Nj) ⊂ Nj+1.
Hence

| Shad(Lj)| ≤ |Shad(Nj)| ≤ |Nj+1| = |Lj+1|.

Since, both Shad(Lj) and Lj+1 are lexsegments, this implies Shad(Lj) ⊂
Lj+1, as desired.

We shall now use Theorem 6.3.1 to derive the conditions which characterize
the Hilbert functions of standard graded K-algebras. To this end we introduce
the so-called binomial or Macaulay expansion of a number. We first show

Lemma 6.3.4. Let j be a positive integer. Then each positive integer a has a
unique expansion

a =
(

aj

j

)
+

(
aj−1

j − 1

)
+ · · · +

(
ak

k

)

with aj > aj−1 > · · · > ak ≥ k ≥ 1.

Proof. We choose aj maximal such that a ≥
(
aj

j

)
. If equality holds, then this

is the desired expansion. Otherwise let a′ = a−
(
aj

j

)
. Then a′ > 0 and by using

induction on a, and since a′ < a we may assume that a′ =
(
aj−1
j−1

)
+ · · ·+

(
ak

k

)

with aj−1 > · · · > ak ≥ k ≥ 1. Therefore, a =
(
aj

j

)
+

(
aj−1
j−1

)
+ · · · +

(
ak

k

)
, and

it remains to be shown that aj > aj−1. Since
(
aj+1

j

)
> a it follows that

(
aj

j − 1

)
=

(
aj + 1

j

)
−

(
aj

j

)
> a′ ≥

(
aj−1

j − 1

)
.

Hence aj > aj−1. This proves the existence of a binomial expansion.
Next we show that if a =

(
aj

j

)
+

(
aj−1
j−1

)
+ · · ·+

(
ak

k

)
with aj > aj−1 > · · · >

ak ≥ k ≥ 1, then aj is the largest integer such that a ≥
(
aj

j

)
. We prove this by

induction on a. The assertion is trivial for a = 1. So now suppose that a > 1
and that

(
aj+1

j

)
≤ a. Then

a′ =
j−1∑

i=k

(
ai

i

)
≥

(
aj + 1

j

)
−

(
aj

j

)
=

(
aj

j − 1

)
≥

(
aj−1 + 1

j − 1

)
,

contradicting the induction hypothesis.
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Now since the first summand in the expansion of a is uniquely determined,
and since by induction on the length of the expansion we may assume that the
expansion of a′ is unique we conclude that also the expansion of a is unique.

�	

Let a =
(
aj

j

)
+

(
aj−1
j−1

)
+ · · ·+

(
ak

k

)
be the binomial expansion of a with respect

to j. Then we define

a〈j〉 =
(

aj + 1
j + 1

)
+

(
aj−1 + 1

j

)
+ · · · +

(
ak + 1
k + 1

)
.

For convenience we set 0〈j〉 for all positive integers j. One has

Lemma 6.3.5. Let a ≥ b and j be positive integers. Then a〈j〉 ≥ b〈j〉.

Proof. We may assume that a > b. By the construction of the binomial ex-
pansions it follows that there exists an integer l such that

aj = bj , aj−1 = bj−1, . . . , al−1bl−1, al > bl.

Since (
al

l

)
>

(
bl

l

)
+

(
bl−1

l − 1

)
+ · · · +

(
bk

k

)
,

the assertion follows. �	

Binomial expansions naturally appear in the context of lexsegments. In-
deed, let u ∈ Monj(S) and denote by Lu the lexsegment {v ∈ Monj(S): v ≥
u}. We also denote for any integer 1 ≤ i ≤ n by {xi, . . . , xn}j the set of all
monomials in degree j in the variables xi, . . . , xn. Then we have

Lemma 6.3.6. Let u ∈ Monj(S), u = xk1xk2 · · ·xkj with k1 ≤ k2 ≤ · · · ≤ kj.
Then

Monj(S) \ Lu =
j⋃

i=1

{xki+1, . . . , xn}j−i+1
i−1∏

r=1

xkr .

This union is disjoint and in particular we have

|Monj(S) \ Lu| =
j∑

i=1

(
ai

i

)
with ai = n − kj−i+1 + i − 1.

Proof. We notice that

Monj(S) \ Lu = {xk1+1, . . . , xn}j ∪ (Monj−1(S) \ Lux−1
k1

)xk1 .

By using induction on j, the assertion follows. �	

The definition of the binomial operator a �→ a〈j〉 is justified by the follow-
ing result:
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Proposition 6.3.7. Let L ⊂ Monj(S) be a lexsegment with a = |Monj(S) \
L|. Then

|Monj+1(S) \ Shad(L)| = a〈j〉.

Proof. Let u ∈ Monj(S) be such that L = Lu. Then Shad(L) = Luxn , and
the desired equation follows immediately from Lemma 6.3.6. �	

As the final conclusion of all our considerations we now obtain

Theorem 6.3.8 (Macaulay). Let h: Z+ → Z+ be a numerical function. The
following conditions are equivalent:

(a) h is the Hilbert function of a standard graded K-algebra;
(b) there exists an integer n ≥ 0 and a lexsegment ideal I ⊂ S = K[x1, . . . , xn]

such that h(i) = H(S/I, i) for all i ≥ 0;
(c) h(0) = 1, and h(j + 1) ≤ h(j)〈j〉 for all j > 0.

Proof. By Theorem 6.3.1, h is the Hilbert function of a standard graded K-
algebra if and only if it is the Hilbert function of an algebra S/I where each
homogeneous component Ij is spanned by a lexsegment Lj . This proves the
equivalence of (a) and (b).

(b)⇒ (c): Let h(j) be the Hilbert function of a lexsegment ideal of S/I,
where I is a lexsegment ideal for which each homogeneous component Ij is
spanned by a lexsegment Lj . Since Shad(Lj) ⊂ Lj+1 it follows from Proposi-
tion 6.3.7 that

H(S/I, j+1) = |Monj+1(S)\Lj+1| ≤ |Monj+1(S)\Shad(Lj)| = H(S/I, j)〈j〉,

and of course we have H(S/I, 0) = 1. These are exactly the conditions given
in (c).

(c)⇒ (b): Let n = h(1), and set S = K[x1, . . . , xn]. We first show by in-
duction of j that h(j) ≤ dim Sj =

(
n+j−1

j

)
for all j. The assertion is trivial for

j = 1. Now assume that h(j) ≤
(
n+j−1

j

)
for some j ≥ 1. Then the statement

in Lemma 6.3.5 implies that

h(j + 1) ≤ h(j)〈j〉 ≤
(

n + j − 1
j

)〈j〉
=

(
n + j

j + 1

)
,

as desired. It follows that dimK Sj − h(j) ≥ 0 for all j. Now we let Lj ⊂
Monj(S) be the unique lexsegment with |Lj | = dimK Sj − h(j) and let Ij be
the K-vector space spanned by Lj . We claim that I =

⊕
j≥0 Ij is an ideal.

By construction, H(S/I, j) = dim Sj/Ij = h(j) for all j. Thus it remains to
prove the claim, which amounts to show that Shad(Lj) ⊂ Lj+1 for all j > 0,
equivalently that Monj+1(S)\Lj+1 ⊂ Monj+1(S)\Shad(Lj) for all j > 0. By
Proposition 6.3.7 this is the case if and only if h(j+1) = |Monj+1(S)\Lj+1| ≤
|Monj+1(S) \ Shad(Lj)| = h(j)〈j〉 for all j > 0. Thus the conclusion follows.

�	
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6.4 Squarefree lexsegment ideals and the
Kruskal–Katona Theorem

When is a given sequence of integers f = (f0, f1, . . . , fd−1) the f -vector of
a simplicial complex? The Kruskal–Katona theorem gives a complete answer
to this question. The strategy for its proof is as follows: let Δ be a (d − 1)-
dimensional simplicial complex on the vertex set [n], K a field and K{Δ} be
the exterior face ring of Δ, as introduced in Chapter 5. Recall that K{Δ} =
E/JΔ, where E is the exterior algebra of the K-vector space V =

⊕n
i=1 Kei

and JΔ ⊂ E is the graded ideal generated by all exterior monomials eF = ei1∧
ei2 ∧· · ·∧eik

for which F = {i1 < i2 < · · · < ik} ∈ Δ. Then K{Δ} is a graded
K-algebra and HK{Δ}(t) =

∑d
i=0 fi−1t

i where f−1 = 1 and (f0, f1, . . . , fd−1)
is the f -vector of Δ. Thus we have to determine the possible Hilbert functions
of graded algebras of the form E/J . The steps in solving this problem are
completely analogous to those in the proof of Macaulay’s theorem.

Let J ⊂ E be a graded ideal. For the computation of the Hilbert function
one may assume that the base field is infinite. Otherwise we choose a suitable
extension of the base field. In Proposition 5.2.10 we have seen that gin(J) is a
strongly stable ideal (strongly stable in the squarefree sense). Since HE/J (t) =
HE/ gin(J) we may as well assume that J itself is strongly stable.

Let Monj(E) denote the set of monomials of degree j in E. Lexsegments,
stable and strongly stable subsets in Monj(E) as well as lexsegment ideals
are defined in the obvious way. Naturally one defines the shadow of a subset
N ⊂ Monj(E) to be the set

Shad(N ) = {e1, . . . , en}N = {ei ∧ u : u ∈ N , i = 1, . . . , n}.

Let u = ei1 ∧ ei2 ∧ · · · ∧ eij be a monomial with i1 < i2 < · · · < ij . Then we
set m(u) = ij , and for a subset N ⊂ Monj(E) and an integer i ∈ [n] we let
mi(N ) = |{u ∈ N : m(u) = i}|, and set m≤i(N ) =

∑i
j=1 mj(N ).

The following series of statements then lead to the Kruskal–Katona theo-
rem. At the end of this section we indicate where their proofs differ from the
proofs of the corresponding statements in the previous section.

Lemma 6.4.1. Let N ⊂ Monj(E) be a stable set of monomials. Then
Shad(N ) is again a stable set and

(a) mi(Shad(N )) = m≤i−1(N );
(b) |Shad(N )| =

∑n−1
i=1 m≤i(N ).

The exterior version of Bayer’s theorem is the following

Theorem 6.4.2. Let L ⊂ Monj(E) be a lexsegment and N ⊂ Monj(E) a
strongly stable set of monomials with |L| ≤ |N |. Then m≤i(L) ≤ m≤i(N ) for
i = 1, . . . , n.
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Lemma 6.4.1 and Theorem 6.4.2 then yield the result that, like for
graded ideals in the polynomial ring, for each graded ideal J in the ex-
terior algebra there exists a unique lexsegment ideal J lex ⊂ E such that
HE/J(t) = HE/J lex(t). Thus it remains to understand the Hilbert series of a
lexsegment ideal.

Let a =
(
aj

j

)
+

(
aj−1
j−1

)
+ · · · +

(
ak

k

)
be the binomial expansion of a with

respect to j. Then we define the binomial operator a �→ a(j) by

a(j) =
(

aj

j + 1

)
+

(
aj−1

j

)
+ · · · +

(
ak

k + 1

)
.

Again for convenience we set 0(j) = 0 for positive integers j. The reader should
compare this operator with the operator a �→ a〈j〉 defined in the previous
section.

In analogy to Proposition 6.3.7 one has in the exterior case

Proposition 6.4.3. Let L ⊂ Monj(E) be a lexsegment with a = |Monj(E) \
L|. Then

|Monj+1(E) \ Shad(L)| = a(j).

Combining all the results we finally get the algebraic version of the Kruskal–
Katona theorem.

Theorem 6.4.4. Let (h0, h1, . . . , hn) be a sequence of integers. Then the fol-
lowing conditions are equivalent:

(a)
∑n

j=0 hjt
j is the Hilbert series of a graded K-algebra E/J ;

(b) there exists a monomial ideal J ⊂ E such that
∑n

j=0 hjt
j is the Hilbert

series of E/J ;
(c) h0 = 1 and 0 ≤ hj+1 ≤ h

(j)
j for all j with 0 ≤ j < n.

Now if we apply Theorem 6.4.4 to the algebra K{Δ} and recall that
HK{Δ}(t) =

∑d
j=0 fj−1t

j where f = (f0, f1, . . . , fd−1) is the f -vector of Δ,
we obtain

Theorem 6.4.5 (Kruskal–Katona). Let f = (f0, . . . , fd−1) be a sequence
of positive integers. Then the following conditions are equivalent:

(a) There exists a simplicial complex Δ with f(Δ) = f ;
(b) fj+1 ≤ f

(j+1)
j for 0 ≤ j ≤ d − 2.

For the proof of Lemma 6.4.1 one observes that for a stable set of monomials
N ⊂ Monj(E) the map

φ: {u ∈ N : m(u) ≤ i − 1} → {u ∈ Shad(N ): m(u) = i}, u �→ u ∧ ei

is bijective, cf. Lemma 6.3.2.
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The proof of Proposition 6.4.3 is based on the fact that for u ∈ Monj(E)
the complement of the lexsegment Lu = {v ∈ Monj(E): v ≥lex u} can be
decomposed as follows

Monj(E) \ Lu =
j⋃

i=1

{eki+1, . . . , en}j−i+1ek1 ∧ · · · ∧ eki−1 ,

where u = ek1 ∧ ek2 ∧ · · · ∧ ekj with k1 < k2 < · · · < kj , and where
{eki+1, . . . , en}j−i+1 is the set of monomials of degree j− i+1 in the variables
eki+1, . . . , en, cf. Lemma 6.3.6.

Similarly to the proof of Theorem 6.3.3 one uses in the proof of Theo-
rem 6.4.2 an order-preserving map α: Monj(E) → Monj(E), this time defined
as follows: let u ∈ Monj(E); if m(u) < n, then α(u) = u, and if m(u) = n
and u = u′ ∧ en, then α(u) = ±ek ∧ u′, where k < n is the largest integer
such that k ∈ supp(u′). The sign of α(u) is chosen such that α(u), written in
normal form, has coefficient +1. Then one shows that if N = N ′ ∪ N ′′ ∧ en

is a stable set of monomials in Monj(E), where N ′ and N ′′ are monomials in
e1, . . . , en−1, then α(min(N )) = min(N ′).

With this at hand, the proof of Theorem 6.4.2 reads as follows: we show by
induction on n – the number of variables – that m≤i(L) ≤ m≤i(N ). For i = n
this is just our assumption. So now let i < n and write L = L′ ∪ L′′ ∧ en and
N = N ′∪N ′′∧en with L′, L′′, N ′ and N ′′ sets of monomials in e1, e2, . . . , en−1.
It is clear that L′ is lexsegment, and that N ′ is stable. Hence if we show that
|L′| ≤ |N ′|, we may apply our induction hypothesis, and the assertion follows
immediately.

It may be assumed that N ′ and N ′′ are lexsegments. In fact, let N ∗, N ∗∗

be the lexsegments in e1, e2, . . . , en−1 with |N ∗| = |N ′| and |N ∗∗| = |N ′′| and
set Ñ = N ∗ ∪N ∗∗ ∧ en. Then it is not hard to see that Ñ is again stable.

Now we are in the following situation: L = L′ ∪ L′′ ∧ en is a lexsegment,
and N = N ′ ∪ N ′′ ∧ en is stable as before, but in addition N ′ and N ′′ are
lexsegments. Assuming |L| ≤ |N |, we want to show that |L′| ≤ |N ′|.

The required inequality follows, since

min(N ′) = α(min(N )) ≤lex α(min(L)) = min(L′)

and since L′ and N ′ are lexsegments.

Problems

6.1. Let R be a standard graded K-algebra, let M and N be graded S-modules
and ϕ: M → N a homogeneous homomorphism, cf. Appendix A.2.
(a) Show that Ker(M → N) is a graded R-module.
(b) Use (a) to show that R is isomorphic to S/I, where S is a polynomial ring
over K and I ⊂ S is a graded ideal.
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6.2. Let f1, . . . , fk ∈ S = K[x1, . . . , xn] be a regular sequence with deg fi =
ai, and let I ⊂ S be the ideal generated by this regular sequence. Show:
(a) HS/I(t) =

∏k
i=1(1 + t + · · · + tai−1)/(1 − t)n−k.

(b) e(S/I) =
∏k

i=1 ai.

6.3. Let R = S/I be a standard graded Cohen–Macaulay ring of codimension
s = dimS−dim R. Then R is Gorenstein if and only if Exts

S(R, S) ∼= R(a) for
some integer a, see Corollary A.6.7. Use this characterization of a Gorenstein
ring to show that if R is Gorenstein, then the h-vector of R is symmetric. In
other words, if h = (h0, h1, . . . , hc) is the h-vector of R, then hi = hc−i for
i = 0, 1, . . . , c. How are the numbers a and c related to each other?

6.4. Let S = K[x1, . . . , xn] be the polynomial ring, and M a graded S-module.
We say that M has a d-linear resolution if the graded minimal free resolu-
tion of M is of the form

0 → S(−d − s)βs → · · · → S(−d − 1)β1 → S(−d)β0 → M → 0.

Show that the ideal I = (x1, . . . , xn)d has d-linear resolution. What is the
multiplicity and the a-invariant of I? What are the Betti numbers of I?

6.5. Let Δ be a (d− 1)-dimensional simplicial complex. Show that the h- and
f -vectors of Δ satisfy the following identity

∑d
i=0 hit

i(1+t)d−i =
∑d

i=0 fi−1t
i.

6.6. Let Δ be a simplicial complex. Show that the a-invariant of K[Δ] is
≤ 0. Use this result to conclude that there exists no monomial order < on
S = K[x1, x2, x3, x4] such that in<(I) is a squarefree monomial ideal for the
ideal I = (x2

1 − x2x3, x
2
2 − x3x4, x

2
3 − x1x4).

6.7. Let Δ be Cohen–Macaulay simplicial complex with h-vector (h0, . . . , hs)
and hs = 0. Show that hi > 0 for i = 0, . . . , s. Find a simplicial complex with
an h-vector such that hi < 0 for some i.

6.8. Is the product of lexsegment ideals again a lexsegment ideal? Is the prod-
uct of (strongly) stable ideals again (strongly) stable?

6.9. A squarefree monomial ideal I ⊂ S = K[x1, . . . , xn] is called squarefree
stable if for all squarefree monomials u ∈ I and for all j < m(u) such that xj

does not divide u one has xj(u/xm(u)) ∈ I. The ideal I is called squarefree
strongly stable if for all squarefree monomials u ∈ I and for all j < i such
that xi divides u and xj does not divide u one has xj(u/xi) ∈ I. Finally, I is
called a squarefree lexsegment ideal, if for all squarefree monomials u ∈ I
and all squarefree monomials v with deg u = deg v and u <lex v it follows
that v ∈ I. Show that defining property for (strongly) squarefree stable and
squarefree lexsegment ideals needs only be checked for the monomials in G(I).

6.10. Find the Hilbert functions of all 0-dimensional graded ring K[x1, x2, x3]/I
of multiplicity 6.
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6.11. (a) Let N ⊂ Mond(S) and let L ⊂ Mond(S) the lexsegment with |N | =
|L|. Show that |Shad(L)| ≤ |Shad(N )|.
(b) Prove the corresponding results for monomial sets in the exterior algebra.

6.12. Let n > 1 be an odd number. Use Problem 6.11(b) and the Marriage
Theorem (see Lemma 9.1.2) to prove the following statement: let U be the
set of subsets of [n] of cardinality (n − 1)/2 and V the set of subsets of [n] of
cardinality (n+1)/2. Then there exists a bijection ϕ:U → V with the property
that A ⊂ ϕ(A) for all A ⊂ U .

Notes

In 1927 Macaulay [Mac27] characterized the possible Hilbert functions of stan-
dard graded K-algebras. The essential part of our proof of Macaulay’s theorem
is based on Theorem 6.3.3 due to Bayer [Bay82]. On the other hand, in clas-
sical combinatorics on finite sets, Kruskal [Kru63] and Katona [Kat68] found
the possible f -vectors of simplicial complexes. The h-vector of a simplicial
complex, which is obtained by linear transformation from the f -vector, was
introduced by McMullen [McM71]. However, an algebraic interpretation of
the h-vector in terms of the Hilbert function of the Stanley–Reisner ring was
given by Stanley in [Sta75]. Later Clement and Lindström [CL69] succeeded
in generalizing Macaulay’s theorem and the Kruskal–Katona theorem in a
uniform way. It was also observed by Macaulay that the Hilbert function of
a graded ideal and its initial ideal are the same. This provides an efficient
method to compute Hilbert functions and related invariants, like dimension,
multiplicity or the a-invariant of a standard graded K-algebra. This technique
has been used in several papers to compute these invariants for determinantal
rings; see for example [Stu90], [HTr92], [BH92] and [CH94]. The formula for
the multiplicity in Corollary 6.1.7 is due to Peskine and Szpiro [PS74].
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Resolutions of monomial ideals and the
Eliahou–Kervaire formula

We introduce the Taylor complex, which for each monomial ideal provides a
graded free resolution, but which in general is not minimal. Then we give a
general upper bound for the graded Betti numbers of a graded module and
discuss when this upper bound is reached. This happens to be the case for
S/I when I is a stable monomial ideal. By means of Koszul homology the
graded Betti numbers of stable monomial ideals are computed. The formulas
which give these numbers are known as the Eliahou–Kervaire formulas. They
are used to derive the Bigatti–Hullet theorem. We conclude this chapter with
a squarefree version of the Eliahou–Kervaire formulas, and the comparison of
the graded Betti numbers of a squarefree monomial ideal over the symmetric
and exterior algebra.

7.1 The Taylor complex

Let I be a monomial ideal in the polynomial ring S = K[x1, . . . , xn] with
G(I) = {u1, . . . , us}.

The Taylor complex T associated with the sequence u1, . . . , us is a com-
plex of free S-modules defined as follows: let T1 be a free S-module with basis
e1, . . . , es. Then

(1) Ti =
∧i

T1 for i = 0 . . . , s. In particular, the elements eF = ej1 ∧ ej2 ∧
· · · ∧ eji with F = {j1 < j2 < · · · < ji} ⊂ [s] form a basis of Ti.

(2) the differential ∂: Ti → Ti−1 is defined by

∂(eF ) =
∑

i∈F

(−1)σ(F,i) uF

uF\{i}
eF\{i},

where for G ⊂ [n], uG denotes the least common multiple of the monomials
ui with i ∈ G, and where σ(F, i) = |{j ∈ F : j < i}|.
If we assign to each eF the degree equal to deg uF , then the differential ∂

is a homogeneous map of graded free modules.
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It is easily verified that ∂ ◦ ∂ = 0, so that

T: 0 → Ts → Ts−1 → · · · → T2 → T1 → T0 → 0

is a graded complex with rankTi =
(
s
i

)
for all i and H0(T) = S/I.

Theorem 7.1.1. Let I ⊂ S be monomial ideal with G(I) = {u1, . . . , us}.
Then the Taylor complex T for the sequence u1, . . . , us is acyclic, and hence
a graded free S-resolution of S/I.

Proof. We prove the theorem by induction on s. For s = 1 the assertion is triv-
ial. So now let s > 1 and assume that the Taylor complex T

′ for the sequence
u1, . . . , us−1 is acyclic. Note that T

′ can be identified with the subcomplex of
T spanned by the basis elements eF with F ⊂ [s − 1]. Let G = T/T

′ be the
quotient complex. Then G0 = 0 and for each i > 0, the module Gi is free with
basis eF∪{s} where F ⊂ [s− 1] and |F | = i− 1. The differential on G is given
by

∂(eF∪{s}) =
∑

i∈F

(−1)σ(F,i) uF∪{s}

uF∪{s}\{i}
eF∪{s}\{i},

Hence G is isomorphic to the Taylor complex (homologically shifted by 1)
for the sequence v1, . . . , vs−1 with vi = lcm(ui, us)/us for i = 1, . . . , s − 1.
In particular, we have H0(G) = 0, H1(G) ∼= S/(v1, . . . , vs−1), and our induc-
tion hypothesis implies that Hi(G) = 0 for i > 1. Thus from the long exact
homology sequence arising from the short exact sequence

0 −→ T
′ −→ T −→ G −→ 0

we obtain the exact sequence

0 −→ H1(T) −→ H1(G) → H0(T′) −→ H0(T) −→ 0,

and Hi(T) = 0 for i > 1.
We have H0(T′) = S/(u1, . . . , us−1) and H0(T) = S/(u1, . . . , us), and

the homomorphism H0(T′) → H0(T) is just the canonical epimorphism
S/(u1, . . . , us−1) → S/(u1, . . . , us), whose kernel is (u1, . . . , us)/(u1, . . . , us−1)
which is isomorphic to H1(G) = S/(v1, . . . , vs−1). This isomorphism is estab-
lished by the connecting homomorphism H1(G) → H0(T′), since under this
homomorphism the homology class of es is mapped to the residue class of us

modulo (u1, . . . , us−1). Therefore, H1(G) → H0(T′) is injective and H1(T) = 0
as well. �	

Corollary 7.1.2. Let I ⊂ S be a monomial ideal minimally generated by s
monomials. Then βi(S/I) ≤

(
s
i

)
for i = 1, . . . , s.

It should be noted that the Taylor resolution of a monomial ideal I is
rarely a minimal resolution. For example, if |G(I)| = s > n, then the Taylor
resolution can never be minimal because all minimal graded free resolutions
have length at most n; see Appendix A.3.
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7.2 Betti numbers of stable monomial ideals

7.2.1 Modules with maximal Betti numbers

Let S = K[x1, . . . , xn] denote the polynomial ring in n variables over an
infinite field K and m = (x1, . . . , xn) its graded maximal ideal. Furthermore
let M be a finitely generated graded S-module. In Proposition 4.3.12 we gave
an upper bound for the graded Betti numbers of M in terms of the annihilator
numbers of an almost regular sequence y on M which forms a K-basis of S1.
Thus in particular for generic annihilator numbers (cf. Remark 4.3.10) we
have

βi,i+j(M) ≤
n−i∑

k=0

(
n − k − 1

i − 1

)
αkj(M) for all i ≥ 0 and all j. (7.1)

We say that M has maximal Betti numbers if equality holds in (7.1).

Theorem 7.2.1. Let y be a generic sequence on M . Then the following con-
ditions are equivalent:

(a) M has maximal Betti numbers.
(b) For all j > 0 and all i the multiplication maps

yi: Hj(y1, . . . , yi−1; M)(−1) −→ Hj(y1, . . . , yi−1; M)

are the zero maps.
(c) For all j > 0 and all i one has mHj(y1, . . . , yi−1; M) = 0.

If the equivalent conditions hold, then mAi(y; M) = 0 for all i.

Proof. (a) ⇔ (b): To simplify notation we set Hj(i)k = Hj(y1, . . . , yi; M)k and
A(i)k = Ai(y; M)k for all i, j and k. Inspecting the proof of Proposition 4.3.12
we see that equality holds in (7.1) if and only if the sequences

0 → H1(i − 1)k −→ H1(i)k → A(i − 1)k−1 → 0, (7.2)

and for j > 0 the sequences

0 → Hj(i − 1)k −→ Hj(i)k → Hj−1(i − 1)k−1 → 0 (7.3)

are all exact. However, this is the case if and only if the sequence y satisfies
condition (b).

(a) ⇒ (c): Let U ⊂ GL(n;K) be the nonempty Zariski open subset of
GL(n; K) such that γ(x) is generic for γ ∈ U . Then our given generic sequence
y = y1, . . . , yn is of the form y = σ(x) for some σ ∈ U . Let V be the set of
y ∈ S1 for which there exists γ ∈ U with γ(x) = y1, . . . , yi−1, y, yi+1, . . . , yn.
Then V ⊂ S1 is a Zariski open set of S1 and it is nonempty, because yi ∈ V .
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For each y ∈ V we have that y1, . . . , yi−1, y, yi+1, . . . , yn is generic. Hence,
since (a) ⇒ (b), it follows that y1, . . . , yi−1, y, yi+1, . . . , yn satisfies (b), which
implies that the multiplication map y: Hj(i − 1)(−1) → Hj(i − 1) is the zero
map for all j > 0, all i and all y ∈ V . Next we observe that the nonempty
Zariski open set V ⊂ S1 generates S1 as a K-vector space. Indeed, if this
were not the case V would be contained in a proper linear subspace L ⊂ S1.
Then this would imply that V ∩ S1 \ L = ∅ – a contradiction, since S1 \ L is
a nonempty Zariski open subset of S1.

The implication (c) ⇒ (b) is trivial.
Since, as we have seen, the K-linear span of V is equal to S1, it follows

then that mHj(i − 1) = 0 for all j > 0 and all i, as desired.
Finally, (c) together with the exact sequences (7.2) yield that mAi(y; M) =

0 for all i. �	

Suppose M has maximal Betti numbers, and set βij = βij(M) and αij =
αij(M). Then for all i and j we have

βi,i+j =
n−i∑

k=0

(
n − k − 1

i − 1

)
αkj . (7.4)

These equalities are equivalent to the following polynomial identities

β0js
j +

n∑

i=1

βi,i+jt
isj = αnjs

j +
n−1∑

k=0

αkjt(1 + t)n−k−1sj .

Substituting t by u − 1, we obtain the identities

β0js
j +

n∑

i=1

(−1)iβi,i+j(1 − u)isj = αnjs
j +

n−1∑

k=0

αkj(u − 1)un−k−1sj .

Expanding (1 − u)i and comparing coefficients yields the following equations

αn−r,j − αn−r−1,j =
n∑

i=1

(−1)i+r

(
i

r

)
βi,i+j for r = 1, . . . , n,

where we set α−1,j = 0 for all j. These equations finally imply that

αn−r,j =
r∑

k=0

n∑

i=1

(−1)i+k

(
i

r

)
βi,i+j for r = 0, . . . , n and all j. (7.5)

Thus the generic annihilator numbers of a module with maximal Betti num-
bers are determined by its Betti numbers.
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7.2.2 Stable monomial ideals

Strongly stable monomial ideals appear as generic initial ideals, as we have
seen in Chapter 4. Here we want to compute the graded Betti numbers of
such ideals. Indeed, they can even be computed for stable monomial ideals.
Recall from Chapter 6 that a monomial ideal I ⊂ S is called stable if for all
monomials u ∈ I and all i < m(u) one has xiu

′ ∈ I, where u′ = u/xm(u) and
m(u) denotes the largest index j such that xj divides u.

We use Koszul homology to compute the Betti numbers. Let I ⊂ S be an
ideal. For each i, Ki(x1, . . . , xn; S/I) is a free S/I-module with basis eF with
F ⊂ [n] and |F | = i, where eF = ej1 ∧ ej2 ∧ · · · ∧ eji for F = {j1 < j2 < · · · <
ji−1 < ji}.

By abuse of notation we denote the residue class modulo I of a monomial
u in S again by u.

Theorem 7.2.2. Let I ⊂ S be a monomial ideal, and let m = (x1, . . . , xn) be
the graded maximal ideal of S. Then the following conditions are equivalent:

(a) I is a stable monomial ideal.
(b) mHj(xn, xn−1, . . . , xi; S/I) = 0 for i, j = 1, . . . , n.
(c) mH1(xn, xn−1, . . . , xi; S/I) = 0 for i = 1, . . . , n.

If the equivalent conditions hold, then xn, xn−1, . . . , x1 is a generic sequence
for S/I and for each i, j, a basis of the K-vector space Hj(xn, xn−1, . . . , xi; S/I)
is given by the homology classes of the cycles

u′eF ∧ em(u), u ∈ G(I), |F | = j − 1, i ≤ min F, max F < m(u).

Proof. The implication (b) ⇒ (c) is trivial.
(c) ⇒ (a): Since for each i, the annihilator module

((I, xi+1, . . . , xn):S xi)/(I, xi+1, . . . , xn)

is a factor module of H1(xn, . . . , xi; S/I), it follows that

m((I, xi+1, . . . , xn):S xi) ⊂ (I, xi+1, . . . , xn) for i = 1, . . . , n. (7.6)

Now let u ∈ I and suppose that m(u) = i. Then u′ = u/xi and u′ ∈
(I, xi+1, . . . , xn):S xi and so xju

′ ∈ (I, xi+1, . . . , xn) for all j, by (7.6). Since
xk does not divide u′ for k ≥ i + 1 it follows that xju

′ ∈ I for j ≤ i. This
shows that I is a stable monomial ideal.

(a) ⇒ (b): We will show that Hj(xn, xn−1, . . . , xi; S/I) has the speci-
fied basis. Assuming this, let c = [u′eF ∧ em(u)] be a homology class in
Hj(xn, xn−1, . . . , xi; S/I). Then of course xjc = 0 for j = i, . . . , n. But we also
have xjc = 0 for j < i, since xjc = [xju

′eF ∧em(u)] and since xju
′ ∈ I, because

I is a stable monomial ideal. Thus it follows that mHj(xn, xn−1, . . . , xi; S/I) =
0, as desired.
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For our further discussions we set Hj(i) = Hj(xn, xn−1, . . . , xi; S/I) and
A(i) = ((I, xi+1, . . . , xn):S xi)/(I, xi+1, . . . , xn). In order to prove the state-
ment concerning the basis of Hj(i) we proceed by induction on n− i. If i = n,
we only have to consider H1(n) which is obviously minimally generated by
the homology classes of the elements u′en with u ∈ G(I) such that m(u) = n.

Now assume that i < n and that the assertion is proved for i+1. Then for
Hj(i+1) we have a basis as described in the theorem and hence mHj(i+1) = 0
for all j ≥ 1, as we have seen before. We also have mA(i) = 0, since I is a stable
monomial ideal. Thus the standard long exact sequence of Koszul homology
(see Theorem A.3.3) splits into the short exact sequence

0 → H1(i + 1) → H1(i) → A(i) → 0,

and for j > 0 into the short exact sequences

0 → Hj+1(i + 1) → Hj+1(i) → Hj(i + 1) → 0.

For each j, the map Hj+1(i + 1) → Hj+1(i) is just the inclusion map,
while Hj+1(i) → Hj(i + 1) is the homomorphism induced by the map
Kj+1(xn, . . . , xi; S/I) → Kj(xn, . . . , xi+1; S/I) which assigns to each element
a0 + a1 ∧ ei ∈ Kj+1(xn, . . . , xi; S/I) with a0 ∈ Kj+1(xn, . . . , xi+1; S/I) and
a1 ∈ Kj(xn, . . . , xi+1; S/I) the element a1, see Appendix A3. The end terms in
these exact sequences are K-vector spaces with the specified bases, according
to our induction hypothesis.

A K-basis of A(i) is given be the residue classes of the elements u′ with
u ∈ G(I) and m(u) = i. A preimage of u′ under the map H1(i) → A(i) is the
homology class [u′ei]. These homology classes together with the basis elements
of H1(i + 1) establish the desired basis for H1(i).

Similarly, let [u′eF ∧ em(u)] be a basis element in Hj(i + 1) with u ∈ G(I)
and the conditions on F as described in the theorem. Then u′ei ∧ eF ∧ em(u)

is a cycle in Hj+1(i) whose homology class is mapped to [u′eF ∧ em(u)] under
the homomorphism Hj+1(i) → Hj(i + 1). Thus the homology classes of these
cycles together with the basis elements of Hj+1(i+1) form the basis of Hj+1(i),
as asserted.

Finally, assuming that I is strongly stable, Proposition 4.2.4(c) implies
that I is Borel-fixed which according to Proposition 4.2.6(b) implies that
gin<rev

(I) = I. Hence it arises directly from the definition of a generic sequence
that xn, xn−1, . . . , x1 is generic on S/I. �	

By the preceding theorem we can compute dimK Hi(x1, . . . , xn; S/I)i+j for
a stable ideal just by counting the basis elements given there, and observing
that a homology class [u′eF ∧em(u)] in Hi(x1, . . . , xn; S/I) is of degree i+j−1
if and only if u is of degree j. Thus if we denote by G(I)j the set of elements
of G(I) which are of degree j, we obtain the following important result:

Corollary 7.2.3 (Eliahou–Kervaire). Let I ⊂ S be a stable ideal. Then
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(a) βi,i+j(I) =
∑

u∈G(I)j

(
m(u)−1

i

)
;

(b) proj dimS/I = max{m(u): u ∈ G(I)};
(c) reg(I) = max{deg(u): u ∈ G(I)}.

For a stable monomial ideal I ⊂ S, let mkj be the number of monomials
in u ∈ G(I)j with m(u) = k. Then for i > 0 the Eliahou–Kervaire formula for
the Betti numbers implies

βi,i+j(S/I) = βi−1,i−1+j(I) (7.7)

=
∑

u∈G(I)j

(
m(u) − 1

i − 1

)
=

n∑

k=1

(
k − 1
i − 1

)
mkj .

Since S/I has maximal Betti numbers, as follows from Theorem 7.2.1 and
Theorem 7.2.2, we may compare (7.7) with formula (7.4) and obtain

Corollary 7.2.4. Let I ⊂ S be a stable monomial ideal with generic annihi-
lator numbers αij. Then αij = mn−i,j for i = 0, . . . , n − 1 and all j.

7.3 The Bigatti–Hulett theorem

In Chapter 6 we have seen that for any graded ideal I ⊂ S there is a unique
lexsegment ideal I lex such that S/I and S/I lex have the same Hilbert function.
Now we will present the following important property of I lex.

Theorem 7.3.1 (Bigatti–Hulett). Let K be a field of characteristic 0, S =
K[x1, . . . , xn] the polynomial ring in n variables and I ⊂ S a graded ideal.
Then

βi,i+j(I) ≤ βi,i+j(I lex) for all i and j.

In other words, among all ideals with the same Hilbert function, the lexsegment
ideal has the largest Betti numbers.

Proof. By Corollary 6.1.5, S/I and S/ gin<(I) have the same Hilbert function,
and by Corollary 3.3.3 we have βi,i+j(I) ≤ βi,i+j(gin<(I)) for all i and j. Thus
we may replace I by gin<(I). Moreover, gin<(I) is a strongly stable monomial
ideal, as we have seen in Proposition 4.2.6. Hence we may as well assume that
I is a stable monomial ideal. By Eliahou–Kervaire (Corollary 7.2.3) we then
have

βi,i+j(I) =
∑

u∈G(I)j

(
m(u) − 1

i

)
. (7.8)

We denote by I〈j〉 the ideal generated by all elements of degree j in I, and set
mk(I〈j〉) = mk(G(I〈j〉)) and m≤k(I〈j〉) = m≤k(G(I〈j〉)), cf. Subsection 6.3.
Then G(I)j = G(I〈j〉)\G(mI〈j−1〉). Accordingly, we write the right-hand side
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of (7.8) as a difference A − B, where A is the sum of the binomials
(
m(u)−1

i

)

taken over all u ∈ G(I〈j〉) and B is the sum of the same binomials taken over
all u ∈ G(mI〈j−1〉). Then

βi,i+j(I) = A − B

with

A =
∑

u∈G(I〈j〉)

(
m(u) − 1

i

)
=

n∑

k=1

mkI〈j〉

(
k − 1

i

)

=
n∑

k=1

(m≤k(I〈j〉) − m≤k−1(I〈j〉))
(

k − 1
i

)

=
n∑

k=1

m≤k(I〈j〉)
(

k − 1
i

)
−

n−1∑

k=0

m≤k(I〈j〉)
(

k

i

)

= m≤n(I〈j〉)
(

n − 1
i

)
+

n−1∑

k=1

m≤k(I〈j〉)(
(

k − 1
i

)
−

(
k

i

)
)

= m≤n(I〈j〉)
(

n − 1
i

)
−

n−1∑

k=1

m≤k(I〈j〉)
(

k − 1
i − 1

)
,

and

B =
∑

u∈G(mI〈j−1〉)

(
m(u) − 1

i

)
=

n∑

k=1

mk(mI〈j−1〉)
(

k − 1
i

)

=
n∑

k=1

m≤k(I〈j−1〉)
(

k − 1
i

)
.

The last equation results from Lemma 6.3.2.
Now the theorem follows at once from the above presentation of βi,i+j(I) as

the difference of the terms A and B, if we observe that m≤n(I〈j〉) = dimK Ij =
dimK(I lex)j = m≤n((I lex)〈j〉), and that, according to Theorem 6.3.3, one has
m≤k((I lex)〈�〉) ≤ m≤k(I〈�〉) for all k and �. �	

7.4 Betti numbers of squarefree stable ideals

In this section we study squarefree stable ideals. The ultimate goal of this
section is to derive Eliahou–Kervaire type formulas for the graded Betti num-
bers of squarefree stable ideals. This will enable us in Chapter 11 to prove
a theorem for squarefree monomial ideals analogous to the Bigatti–Hulett
theorem.
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A squarefree monomial ideal I ⊂ S = K[x1, . . . , xn] is called squarefree
stable if for all squarefree monomials u ∈ I and for all j < m(u) such that
xj does not divide u one has xj(u/xm(u)) ∈ I.

We denote by x the sequence x1, . . . , xn, and also denote for simplicity the
residue class modulo I of a monomial u in S again by u. Then we have

Theorem 7.4.1. Let I ⊂ S be a squarefree stable ideal. Then for each i > 0,
a basis of the homology classes of Hj(x; S/I) is given by the homology classes
of the cycles u′eF ∧ em(u) with

u ∈ G(I), |F | = j − 1, max(F ) < m(u) and F ∩ supp(u) = ∅.

Proof. A minimal free S-resolution of S/I is Z
n-graded; in other words, the

differentials are homogeneous homomorphisms and, for each i, we have Fi =⊕
j S(−aij) with aij ∈ Z

n. Moreover, by virtue of Theorem 8.1.1, all shifts
aij are squarefree, i.e. aij ∈ Z

n is of the form
∑

t∈F εt, where F ⊂ [n], and
where ε1, ε2, . . . , εn is the canonical basis of Z

n. Thus, due to Corollary A.3.5 it
follows that Hj(x; S/I) is a multigraded K-vector space with Hj(x; S/I)a = 0,
if a ∈ Z

n is not squarefree. Hence if we want to compute the homology module
Hj(x; S/I) it suffices to consider its squarefree multigraded components.

In order to simplify notation we set Hj(i) = Hj(xn, xn−1, . . . , xi; S/I).
Then for each 0 < j < n, there is an exact sequence whose graded part for
each a ∈ Z

n yields the long exact sequence of vector spaces

· · · xi−→ Hj(i + 1)a −→ Hj(i)a −→ Hj−1(i + 1)a−εi

xi−→ Hj−1(i + 1)a
−→ Hj−1(i)a −→ · · · .

We now show the following more precise result: for all j > 0, all 0 < i ≤ n
and all squarefree a ∈ Z

n, Hj(i)a is generated by the homology classes of the
cycles

u′eF ∧ em(u), u ∈ G(I), |F | = j − 1

with
i ≤ min(F ), max(F ) < m(u), F ∩ supp(u) = ∅ and

F ∪ supp(u) = {i: ai �= 0}.
The proof is achieved by induction on n − i. The assertion is obvious for
i = n. We now suppose that i < n. For such i, but j = 1, the assertion is
again obvious. Hence we assume in addition that j > 1. We first claim that

Hj−1(i + 1)a−εi

xi−→ Hj−1(i + 1)a

is the zero map. Since a ∈ Z
n is squarefree, the components of a are either

0 or 1. If the ith component of a is 0, then a − εi has a negative component;
hence Hj−1(i + 1)a−εi = 0. Thus we may assume the ith component of a is
1. Then a − εi is squarefree and, by induction hypothesis, Hj−1(i + 1)a−εi

is generated by the homology classes of cycles of the form u′eF ∧ em(u) with
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i �∈ supp(u). Such an element is mapped to the homology class of u′xieF∧em(u)

in Hj−1(i + 1)a. However, since I is squarefree stable, we have u′xi ∈ I, so
that u′xieF ∧ em(u) = 0.

From these observations we deduce for all j > 1 we have the short exact
sequences

0−→Hj(i + 1)a −→ Hj(i)a −→ Hj−1(i + 1)a−εi −→ 0.

The first map Hj(i+1)a → Hj(i)a is simply induced by the natural inclusion
map of the corresponding Koszul complexes, while the second map Hj(i)a →
Hj−1(i + 1)a−εi is a connecting homomorphism. Given the homology class of
a cycle z = u′eF ∧em(u) in Hj−1(i+1)a−εi , it is easy to see that, up to a sign,
the homology class of the cycle u′ei ∧ eF ∧ em(u) in Hj(i)a is mapped to [z].
This implies all of our assertions. �	

As an immediate consequence we obtain

Corollary 7.4.2. Let I ⊂ S be a squarefree stable ideal. Then

(a) βi,i+j(I) =
∑

u∈G(I)j

(
m(u)−j

i

)
;

(b) proj dimS/I = max{m(u) − deg(u) + 1: u ∈ G(I)};
(c) reg(I) = max{deg(u): u ∈ G(I)}.

Let I be a squarefree stable monomial ideal. We denote by I[j] the ideal
generated by all squarefree monomials of degree j in I, and set mk(I[j]) =
mk(G(I[j])) and m≤k(I[j]) = m≤k(G(I[j])), cf. Subsection 6.3. Then G(I)j =
G(I[j]) \ G(I[j] ∩ mI[j−1]).

A monomial I is called squarefree strongly stable if for all squarefree
monomials u ∈ I and for all j < i such that xi divides u and xj does not
divide u one has xj(u/xi) ∈ I, and that I is called squarefree lexsegment
if for all squarefree monomials u ∈ I and all squarefree monomials v with
deg u = deg v and u <lex v it follows that v ∈ I. By Lemma 6.4.1 together
with Theorem 6.4.2 it follows that for each squarefree monomial ideal I there
exists a unique squarefree lexsegment ideal, denoted Isqlex, with the property
that S/I and S/Isqlex have the same Hilbert function.

In Corollary 11.3.15 we prove the squarefree version of the Bigatti–Hullet
theorem. For its proof we will need the following.

Theorem 7.4.3. Let I ⊂ S be a squarefree strongly stable ideal. Then
βi,i+j(I) ≤ βi,i+j(Isqlex) for all i and j.

Proof. By Corollary 7.4.2 we have βii+j(I) = C − D, where

C =
∑

u∈G(I[j])

(
m(u) − j

i

)
,

and
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D =
∑

u∈G(I[j]∩mI[j−1])

(
m(u) − j

i

)
.

Furthermore,

C =
n∑

k=1

(m≤k(I[j]) − m≤k−1(I[j]))
(

k − j

i

)

=
n∑

k=1

m≤k(I[j])
(

k − j

i

)
−

n∑

k=1

m≤k−1(I[j])
(

k − j

i

)

= m≤n(I[j])
(

n − j

i

)
+

n−1∑

k=1

m≤k(I[j])
(

k − j

i

)
−

n−1∑

k=1

m≤k(I[j])
(

k − j + 1
i

)

= m≤n(I[j])
(

n − j

i

)
−

n−1∑

k=1

m≤k(I[j])(
(

k − j + 1
i

)
−

(
k − j

i

)
)

= m≤n(I[j])
(

n − j

i

)
−

n−1∑

k=j

m≤k(I[j])
(

k − j

i − 1

)
.

On the other hand, Lemma 6.4.1 implies that

D =
n∑

k=j

∑

u∈G(I[j]∩mI[j−1])

m(u)=k

(
k − j

i

)
=

n∑

k=j

m≤k−1(I[j−1])
(

k − j

i

)
.

Thus for all i and j we obtain

βi,i+j(I) = m≤n(I[j])
(

n − j

i

)
−

n−1∑

k=j

m≤k(I[j])
(

k − j

i − 1

)
(7.9)

−
n∑

k=j

m≤k−1(I[j−1])
(

k − j

i

)
.

It follows from Theorem 6.4.2 that m≤k(Isqlex
[�] ) ≤ m≤k(I[�]) for all k and �.

Using this fact, the assertion follows from formula (7.9). �	

7.5 Comparison of Betti numbers over the symmetric
and exterior algebra

Let I ⊂ S be a squarefree monomial ideal, and E the exterior algebra of the K-
vector space V with basis e1, . . . , en. We denote by J ⊂ E the corresponding
squarefree monomial ideal in the exterior algebra E, that is, the ideal J ⊂ E
with ei1 ∧ · · · ∧ eik

∈ G(J) if and only if xi1 · · ·xik
∈ G(I).
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Since S/I is a Z
n-graded module, it admits a minimal multigraded free

S-resolution
F: · · · −→ F2 −→ F1 −→ F0 −→ S/I −→ 0,

where Fi =
⊕

a∈Zn S(−a)βi,a(S/I); see the corresponding statements and
proofs for graded modules in Appendix A.3. The numbers βi,a(S/I) =
dimK TorS

i (K, S/I)a are called the multigraded Betti numbers of S/I.
Similarly, E/J has a multigraded free E-resolution. The purpose of this sub-
section is to compare the multigraded Betti numbers of E/J with those of
S/I.

For a = (a1, . . . , an) ∈ Z
n we set |a| =

∑n
i=1 ai and supp(a) = {i: ai �= 0}.

The following theorem yields an interpretation of the Z
n-graded components

of TorE
i (K, JΔ) in terms of reduced simplicial homology.

Theorem 7.5.1. Let Δ be a simplicial complex on [n], a ∈ N
n and W =

supp(a). Then, for all i ≥ 0, we have

TorE
i (K, JΔ)a ∼= H̃ |a|−i−2(ΔW ; K).

Proof. By Theorem A.8.2, TorE
i+1(K, K{Δ))a may be identified with the com-

ponent of multidegree a of the Cartan homology Hi+1(e1, . . . , en; K{Δ}). A
basis of Ci+1(e1, . . . , en; K{Δ})a is given by

eF x(aF ), F ∈ ΔW , |aF | = i + 1,

where aF = (a′
1, . . . , a

′
n) with a′

j = aj for j �∈ F and a′
j = aj − 1 for j ∈ F .

Recall from Section 5.1.4 that (K{ΔW }, e) is the complex of K-vector
spaces

· · · e−−−−→ K{ΔW }i−1
e−−−−→ K{ΔW }i

e−−−−→ K{ΔW }i+1
e−−−−→ · · ·

with e = e1 + e2 + · · · + en. We define a K-linear map

ϕi+1: Ci+1(e1, . . . , en; K{Δ})a → (K{ΔW }, e)|a|−i−1

by setting ϕ(eF x(aF )) = eF . We observe that ϕi+1 is an isomorphism of K-
vector spaces, and that the family ϕ = (ϕi) of maps is compatible with the
differential of both complexes. Therefore, in view of Definition 5.1.7 we obtain
the isomorphisms

TorE
i (K, JΔ)a ∼= TorE

i+1(K, K{Δ))a
∼= H |a|−i−1(K{ΔW }, e) ∼= H̃ |a|−i−2(ΔW ; K),

as desired. �	
Let M be a Z

n-graded A-module where A = S or A = E. The multi-
graded Poincaré series of M over A is defined by

PA
M (t, s) =

∑

i≥0

∑

a∈Zn

βA
i,a(M)tisa.

A comparison of Theorem 7.5.1 and Theorem 8.1.1 now immediately yields
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Corollary 7.5.2. Let I ⊂ S be a squarefree monomial ideal and J ⊂ E the
corresponding monomial ideal in the exterior algebra. Then

PE
E/J (t, s) =

∑

i≥0

∑

a∈Zn

βS
i,a(S/I)

tisa∏
j∈supp(a)(1 − tsj)

.

From this identity of formal power series we deduce

Corollary 7.5.3. The ideal I has a d-linear resolution over S if and only if
J has a d-linear resolution over E.

Problems

7.1. Show that the ideal I = (x3
1, x1x2x3, x

2
2x

2
3) in K[x1, x2, x3] has a minimal

Taylor resolution.

7.2. Show that a monomial ideal generated by m elements has projective
dimension at most m − 1. Give an example of a graded ideal of projective
dimension ≥ 3 which is generated by 3 elements.

7.3. Let u ∈ S be a monomial. The principal stable ideal generated by
u is the smallest stable monomial ideal containing u. Let I be the principal
stable ideal generated by u = xa1

1 xa2
2 · · ·xan

n . Describe the elements of G(I)
and compute the graded Betti numbers of I.

7.4. Give an example of a monomial ideal I with property that βi,i+j(I) =
βi,i+j(I lex) for all i, j which is not a lexsegment ideal, even after permutation
of the variables.

7.5. Let I be a stable or squarefree stable ideal, and suppose that βi,i+j(I) �=
0. Show that βk,k+j(I) �= 0 for k = 0, . . . , i.

7.6. Compute I lex for I = (x2
1, x

2
2, x

2
3) and compare their graded Betti num-

bers.

7.7. Is the polarization of a (strongly) stable ideal again (strongly) stable?

7.8. Compute the extremal Betti numbers of a stable monomial ideal in terms
of the numbers m(u) and deg(u) with u ∈ G(I).

7.9. Let M be a graded E-module (see Chapter 5 ). Show that proj dimM <
∞ if and only if M is free.
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Notes

Taylor introduced in her thesis [Tay66] in 1966 a complex resolving mono-
mial ideals, which nowadays is called the Taylor complex. This complex is
in general not minimal. Eliahou and Kervaire [EK90] succeeded in describing
the minimal free resolution of the important class of stable monomial ide-
als. Bigatti [Big93] and Hulett [Hul93] used this Eliahou–Kervaire resolution
and independently proved that, for the case of characteristic 0, among the
graded ideals with a fixed Hilbert function, the lexsegment ideal possesses the
maximal graded Betti numbers. For positive characteristics a similar result
was obtained by Pardue [Par94] by using the technique of polarizations. The
squarefree versions of these theorems were studied in [AHH98] and [AHH00a].
The result referring to the comparison of Betti numbers over the exterior al-
gebra and the polynomial is taken from [AAH00].
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Alexander duality and resolutions

The Alexander dual of a simplicial complex plays an essential role in com-
binatorics and commutative algebra. One of the fundamental results is the
Eagon–Reiner theorem, which says that the Stanley–Reisner ideal of a sim-
plicial complex has a linear resolution if and only if its Alexander dual is
Cohen–Macaulay. After discussing this theorem in detail, we introduce the
notion of componentwise linear ideals and sequentially Cohen–Macaulay sim-
plicial complexes, and explain the relationship of these concepts with shella-
bility.

8.1 The Eagon–Reiner theorem

8.1.1 Hochster’s formula

A very useful result to compute the graded Betti numbers of the Stanley–
Reisner ideal of simplicial complex is the so-called Hochster formula. To state
the formula we introduce some notation and terminologies.

Let Δ be a simplicial complex on [n]. For a face F of Δ, the link of F in
Δ is the subcomplex

linkΔ F = {G ∈ Δ : F ∪ G ∈ Δ, F ∩ G = ∅}.

Thus in particular linkΔ ∅ = Δ. For a subset W of [n] the restriction of Δ
on W is the subcomplex

ΔW = {F ∈ Δ : F ⊂ W}.

Finally, the notation H̃q(Δ; K) stands for the qth reduced homology group
of Δ with coefficient K, where K is a field; see Chapter 5.

Let S = K[x1, . . . , xn] denote the polynomial ring in n variables over
a field K with each deg xi = 1. Let Δ be a simplicial complex on [n] and
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DOI 10.1007/978-0-85729-106-6 8, © Springer-Verlag London Limited 2011
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IΔ its Stanley–Reisner ideal. We observe that IΔ is Z
n-graded, so IΔ ad-

mits a minimal Z
n-graded free S-resolution, simply because the kernel of a

Z
n-graded homomorphism is again Z

n-graded. (cf. Appendix A.2 where it is
shown that a graded module has a minimal graded free resolution). It follows
that Tori(K, IΔ) is a Z

n-graded K-vector space.
Since the Koszul complex K(x; IΔ) is a complex of Z

n-graded modules it
follows that the Koszul homology modules Hi(x; IΔ) are Z

n-graded K-vector
spaces and for all a ∈ Z

n one has

Tori(K, IΔ)a ∼= Hi(x; IΔ)a for all a ∈ Z
n. (8.1)

The corresponding isomorphism for graded modules is given in Corollary A.3.5.
The numbers

βi,a(IΔ) = dimK Tori(K, IΔ)a

are called the multigraded or Z
n-graded Betti numbers of IΔ.

An element a ∈ Z
n is called squarefree if a has only the integers 0 and 1

as possible entries. We set supp(a) = {i: ai �= 0}.
The following fundamental theorem of Hochster gives a very useful de-

scription of the Z
n-graded Betti numbers of a Stanley–Reisner ideal.

Theorem 8.1.1 (Hochster). Let Δ be a simplicial complex and a ∈ Z
n.

Then we have:

(a) TorS
i (K, IΔ)a = 0 if a is not squarefree;

(b) if a is squarefree and W = supp(a), then

TorS
i (K, IΔ)a ∼= H̃ |W |−i−2(ΔW ; K) for all i

Proof. We compute TorS
i (K, IΔ)a by means of formula (8.1). For F ⊂ [n],

F = {j0 < j1 < · · · < ji}, we set eF = ej0 ∧ ej1 ∧ · · · ∧ eji . The elements eF

with F ⊂ [n] and |F | = i form a basis of the free S-module Ki(x; S). The Z
n-

degree of eF is ε(F ) ∈ Z
n, where ε(F ) is the (0, 1)-vector with supp(ε(F )) = F .

A K-basis of Ki(x; IΔ)a is given by

xbeF , b + ε(F ) = a, supp(b) �∈ Δ.

We define the simplicial complex

Δa = {F ⊂ [n]: F ⊂ supp(a), supp(a \ ε(F )) �∈ Δ}.

Let C̃(Δa; K)[−1] be the oriented augmented chain complex of Δa shifted by
−1 in homological degree, cf. Subsection 5.1.4. Then we obtain an isomorphism
of complexes

α : C̃(Δa; K)[−1] −→ Ki(x; IΔ)a,

where

αi: C̃i−1(Δa; K) −→ Ki(x; IΔ)a, F = [j0, j1, · · · , ji−2] �→ xa−ε(F )eF .
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It follows that

Hi(x; IΔ)a ∼= H̃i−1(Δa; K). (8.2)

We begin with the proof of (a): Suppose a is not squarefree. Then there exists j
such that aj > 1. We define a(r) = (a1, . . . , aj +r, . . . , an) for r ≥ 0. It follows
from the definition of Δa that Δa = Δa(r) for all r ≥ 0. Since Hi(x; IΔ) has
only finitely many nonzero graded components there exists r  0 such that
Hi(x; IΔ)a(r) = 0. Thus by (8.2) we have

Hi(x; IΔ)a ∼= H̃i−1(Δa; K) = H̃i−1(Δa(r); K) ∼= Hi(x; IΔ)a(r) = 0.

Proof of (b): Let a ∈ Z
n squarefree with W = supp(a). Then F ∈ Δa

if and only if F ⊂ W and W \ F �∈ ΔW . This is equivalent to saying that
F ∈ (ΔW )∨.

Thus (8.1), (8.2) together with Proposition 5.1.10 yield

TorS
i (K, IΔ)a ∼= H̃i−1((ΔW )∨; K) ∼= H̃ |W |−i−2(ΔW ; K), (8.3)

as desired. ��
Example 8.1.2. Let Δ be a simplicial complex on the vertex set {1, 2, 3, 4, 5}
with the facets {1, 2, 3, 4}, {2, 5} and {4, 5}. Let a = (1, 0, 1, 0, 1); then
supp(a) = W = {1, 3, 5}. One has H̃ |W |−i−2(ΔW ; K) = 0 unless i = 1 and
H̃ |W |−3(ΔW ; K) = K. Hence βi,a(IΔ) = 0 unless i = 1 and β1,a(IΔ) = 1.

The Z
n-graded components of TorS

i (K, IΔ) can also be expressed in terms
of certain links. For this we need

Lemma 8.1.3. Let Δ be a simplicial complex on [n] and W ⊂ [n] with W �∈
Δ. Let F = [n] \ W ∈ Δ∨. Then

linkΔ∨ F = (ΔW )∨.

Proof. Each of linkΔ∨ F and (ΔW )∨ is a simplicial complex on W . Let G ⊂ W .
Then G ∈ (ΔW )∨ if and only if W \G �∈ Δ. On the other hand, G ∈ linkΔ∨ F
if and only if F ∪ G ∈ Δ∨. In other words, G ∈ linkΔ∨ F if and only if
[n] \ (F ∪ G) = W \ G does not belong to Δ. ��
Corollary 8.1.4. Let Δ be a simplicial complex, a ∈ Z

n be squarefree and
F = [n] \ supp(a). Then

TorS
i (K, IΔ)a ∼= H̃i−1(linkΔ∨ F ; K) for all i

In particular it follows that the graded Betti number βij(IΔ) of IΔ can be
computed by the formula

βij(IΔ) =
∑

F∈Δ∨, |F |=n−j

dimK H̃i−1(linkΔ∨ F ; K).

Proof. Lemma 8.1.3 and (8.3) yield the desired isomorphism. The formula for
βij(IΔ) follows from the first part since linkΔ∨ F = ∅, if F �∈ Δ∨. ��
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8.1.2 Reisner’s criterion and the Eagon–Reiner theorem

The K-algebra K[Δ] = S/IΔ is called the Stanley–Reisner ring of Δ. We
say that Δ is Cohen–Macaulay over K if K[Δ] is Cohen–Macaulay.

Lemma 8.1.5. Every Cohen–Macaulay simplicial complex is pure.

Proof. Let Δ be Cohen–Macaulay over K. According to Lemma 1.5.4 the
minimal prime ideals of IΔ correspond to the facets of Δ. Hence Δ is pure
if and only if all minimal prime ideals of IΔ have the same height. However
this is guaranteed by the assumption that K[Δ] is Cohen–Macaulay; see Ap-
pendix A.5. ��

The following result is known as the Reisner criterion for the Cohen–
Macaulay property of the Stanley–Reisner ring.

Theorem 8.1.6 (Reisner). A simplicial complex Δ is Cohen–Macaulay over
K if and only if, for all faces F of Δ including the empty face ∅ and for all
i < dim linkΔ F , one has H̃i(linkΔ F ; K) = 0.

Proof. We use local cohomology to prove the theorem. Let a ∈ Z
n. By Theo-

rem A.7.3 we have

Hi
m(K[Δ])a = 0 if ai > 0 for some i, (8.4)

and

Hi
m(K[Δ])a = H̃i−|F |−1(linkΔ F ; K) (8.5)

with F = supp(a) if ai ≤ 0 for all i.
Let dimΔ = d − 1. By virtue of Corollary A.7.2 and Theorem A.7.1 in

Appendix A.7 it then follows that Δ is Cohen–Macaulay over K if and only
if

H̃i−|F |−1(linkΔ F ; K) = 0 for all F ∈ Δ and all i < d. (8.6)

Assume now that Δ is Cohen–Macaulay over K. Then Δ is pure and hence
dim linkΔ F = d − |F | − 1. Therefore, (8.6) implies that H̃i(linkΔ F ; K) = 0
for i < dim linkΔ F .

Conversely, assume that for all F ∈ Δ including the empty face ∅ and for
all i < dim linkΔ F , one has H̃i(linkΔ F ; K) = 0. Let F ∈ Δ, set Γ = linkΔ F
and let G ∈ Γ . Then linkΓ G = linkΔ(F ∪ G), and so H̃i(linkΓ G; K) = 0
for all i < dim linkΓ G. Thus proceeding by induction on the dimension of Δ,
we may assume that all proper links of Δ are Cohen–Macaulay over K. In
particular, the link of each vertex of Δ is pure. Thus all facets containing a
given vertex have the same dimension.

We may assume that dim Δ > 0, since Δ is Cohen–Macaulay over K if
dim Δ = 0. Indeed, in this case K[Δ] is a 1-dimensional reduced standard
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graded K-algebra, and hence Cohen–Macaulay. We then observe that Δ is
connected. This follows from the fact that H̃0(Δ;K) = H̃0(linkΔ ∅; K) = 0,
because 1 + dimK H̃0(Δ;K) coincides with the number of connected compo-
nents of Δ. Next we conclude that Δ is pure. Indeed, let F and G be two
facets of Δ. Since Δ is connected, there exist facets F1, . . . , Fm with F = F1

and G = Fm and such that Fi ∩ Fi+1 �= ∅ for i = 1, . . . , m − 1. Since for each
i, Fi and Fi+1 have a vertex in common, it follows that dimFi = dimFi+1 for
all i, as we have above. In particular dimF = dim G, as asserted.

Now, as we know that Δ is pure, it follows that dim linkΔ F +1+|F | = d for
all F ∈ Δ. This implies that i−|F |− 1 = (i−d)+dim linkΔ F < dim linkΔ F
for i < d. Thus our hypothesis implies (8.6), and shows that Δ is Cohen–
Macaulay over K. ��

In the course of the proof of Reisner’s theorem we showed

Corollary 8.1.7. Every Cohen–Macaulay simplicial complex is connected.

Corollary 8.1.8. Let Δ be a Cohen–Macaulay complex and F is a face of Δ.
Then linkΔ F is Cohen–Macaulay.

Proof. Let G be a face of linkΔ F . Then

linklinkΔ F G = linkΔ(F ∪ G).

Hence Reisner’s criterion says that linkΔ F is Cohen–Macaulay. ��

We are now in the position to prove

Theorem 8.1.9 (Eagon–Reiner). Let Δ be a simplicial complex on [n] and
let K be a field. Then the Stanley–Reisner ideal IΔ ⊂ K[x1, . . . , xn] has a
linear resolution if and only if K[Δ∨] is Cohen–Macaulay.

More precisely, IΔ has a q-linear resolution if and only if K[Δ∨] is Cohen–
Macaulay of dimension n − q.

Proof. Let K[Δ∨] be Cohen–Macaulay with dimΔ∨ = d− 1. Let F be a face
of Δ∨ with |F | = n − j. Reisner’s theorem says that H̃i−1(linkΔ∨ F ; K) = 0
unless i − 1 = dim linkΔ∨ F . Since Δ∨ is pure, one has dim linkΔ∨ F = d −
(n − j) − 1. Thus by using Corollary 8.1.4 it follows that βij(IΔ) = 0 unless
j − i = n − d. Hence IΔ has a (n − d)-linear resolution.

Conversely, suppose that IΔ has a q-linear resolution. Then every mini-
mal nonface of Δ is a q-element subset of [n]. Hence Δ∨ is pure of dimen-
sion n − q − 1. Let F be a face of Δ∨ with |F | = n − j. Again by using
Corollary 8.1.4 it follows that H̃i−1(linkΔ∨ F ; K) = 0 unless j = i + q. In
other words, H̃i(linkΔ∨ F ; K) = 0 unless i = j − q − 1. Since dim linkΔ∨ F =
(n − q) − (n − j) − 1 = j − q − 1, the homology group H̃i(linkΔ∨ F ; K) = 0
vanishes unless i = dim linkΔ∨ F . Thus Reisner’s theorem guarantees that Δ∨

is Cohen–Macaulay, as desired. ��
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We conclude this subsection with the following complement to the Eagon–
Reiner theorem.

Proposition 8.1.10. Let Δ be a simplicial complex. Then

proj dim IΔ = reg K[Δ∨].

Proof. The regularity of a finitely generated graded S-module in terms of local
cohomology is given by

reg(M) = max{j: Hi
m(M)j−i �= 0 for some i},

see Appendix A.7. Then (8.4) and (8.5) applied to Δ∨ imply that

Hi
m(K[Δ∨])j−i =

∑

F∈Δ,|F |=i−j

dimK H̃j−1(linkΔ∨ F ; K),

so that reg(K[Δ∨]) = max{j: H̃j−1(linkΔ∨ F ; K) �= 0 for some F ∈ Δ∨}.
By comparing this with the formula for βij(IΔ) in Corollary 8.1.4, the

assertion follows. ��

8.2 Componentwise linear ideals

We first begin with the study of a special class of ideals with linear resolution.

8.2.1 Ideals with linear quotients

In general it is not so easy to find ideals with linear resolution. However, a big
class of such ideals are those with linear quotients. Let I ⊂ S be a graded ideal.
We say that I has linear quotients, if there exists a system of homogeneous
generators f1, f2, . . . , fm of I such that the colon ideal (f1, . . . , fi−1) : fi is
generated by linear forms for all i.

Proposition 8.2.1. Suppose I ⊂ S is a graded ideal generated in degree d
and that I has linear quotients. Then I has a d-linear resolution.

Proof. Let f1, . . . , fm be a system of generators of I where each fj is of de-
gree d, and assume that for all k, Lk = (f1, . . . , fk−1) : fk is generated by
linear forms. We show by induction on k that Ik = (f1, . . . , fk) has a d-linear
resolution. The assertion is obvious for k = 1. Suppose now that k > 1 and
let �1, . . . , �r be linear forms generating Lk minimally. Observe that �1, . . . , �r

is a regular sequence. Indeed, if we complete �1, . . . , �r to a K-basis �1, . . . , �n

of S1. Then ϕ: S → S with ϕ(xi) = �i for i = 1, . . . , n is a K-automorphism.
Since x1, . . . , xr is a regular sequence it follows that �1 = ϕ(x1), . . . , �r = ϕ(xr)
is a regular sequence as well.
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Now since �1, . . . , �r is a regular sequence, the Koszul complex K(�1, . . . , �r;
S) provides a minimal graded free resolution of S/Lk; cf. Theorem A.3.4. This
implies that

TorS
i ((S/Lk)(−d), K)i+j

∼= TorS
i (S/Lk, K)i+(j−d) = 0 for j �= d.

We want to show that Tori(Ik, K)i+j = 0 for all i and all j �= d. Observe that
Ik/Ik−1

∼= (S/Lk)(−d), so that we have the following short exact sequence

0 −→ Ik−1 −→ Ik −→ (S/Lk)(−d) −→ 0.

This sequence yields the long exact sequence

TorS
i (Ik−1, K)i+j −→ TorS

i (Ik, K)i+j −→ TorS
i ((S/Lk)(−d), K)i+j (8.7)

By applying our induction hypothesis we see that both ends in this exact
sequence vanish for j �= d. Thus this also holds for the middle term, as desired.

��

Analyzing the proof of the previous proposition we see that the Betti num-
bers of I can be computed once we know for each k the number of generators
of Lk = (f1, . . . , fk−1) : fk. Let this number be rk.

Corollary 8.2.2. Let I ⊂ S be a graded ideal with linear quotients generated
in one degree. Then with the notation introduced one has

βi(I) =
n∑

k=1

(
rk

i

)
.

In particular it follows that proj dim(I) = max{r1, r2, . . . , rn}.

Proof. In the long exact sequence (8.7) for j = d

→ TorS
i+1((S/Lk)(−d), K)(i+1)+(d−1) → TorS

i (Ik−1, K)i+d → TorS
i (Ik, K)i+d

→ TorS
i ((S/Lk)(−d), K)i+d → TorS

i−1(Ik−1, K)(i−1)+(d+1) →

the end terms vanish, so that we obtain the short exact sequence

0 → TorS
i (Ik−1, K)i+d → TorS

i (Ik, K)i+d → TorS
i ((S/Lk)(−d), K)i+d → 0,

from which we deduce that βi(Ik) = βi(Ik−1)+
(
rk

i

)
. Induction on k completes

the proof. ��

8.2.2 Monomial ideals with linear quotients and shellable
simplicial complexes

What does it mean that a monomial ideal I does have linear quotients with
respect to a monomial system of generators?

Suppose G(I) = {u1, . . . , um}. Then we have
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Lemma 8.2.3. The monomial ideal I has linear quotients with respect to the
monomial generators u1, u2, . . . , um of I if and only if for all j < i there exists
an integer k < i and an integer � such that

uk

gcd(uk, ui)
= x� and x� divides

uj

gcd(uj , ui)
.

Proof. The assertion follows immediately from the fact that (u1, . . . , ui−1) : ui

is generated by the monomials uj/ gcd(uj , ui), j = 1, . . . , i − 1, see Proposi-
tion 1.2.2. ��

As an immediate consequence we obtain

Corollary 8.2.4. Let I be a squarefree monomial ideal with G(I) = {u1, u2,
. . . , um}, and let Fi = supp(ui) for i = 1, . . . ,m. Then I has linear quotients
with respect to u1, u2, . . . , um if and only if for all i and all j < i there exists
an integer � ∈ Fj \ Fi and an integer k < i such that Fk \ Fi = {�}.

We will now relate linear quotients of squarefree monomial ideals to shella-
bility of simplicial complexes.

Let Δ be a simplicial complex on [n]. We say that Δ is (nonpure)
shellable if its facets can be ordered F1, F2, . . . , Fm such that, for all 2 ≤ m,
the subcomplex

〈F1, . . . , Fj−1〉 ∩ 〈Fj〉

is pure of dimension dimFj−1. An order of the facets satisfying this conditions
is called a shelling order.

To say that F1, F2, . . . , Fm is a shelling order of Δ is equivalent to saying
that for all i and all j < i, there exists � ∈ Fi \ Fj and k < i such that
Fi \ Fk = {�}. Thus we obtain

Proposition 8.2.5. Let Δ be a simplicial complex. The following conditions
are equivalent:

(a) IΔ has linear quotients with respect to a monomial system of generators;
(b) the Alexander dual Δ∨ of Δ is shellable.

More precisely, if G(IΔ) = {u1, u2, · · · , um} and Fi = supp(ui) for i =
1, . . . , m, then I has linear quotients with respect to u1, , . . . , um if and only if
F̄1, F̄2, · · · , F̄m is a shelling order of Δ∨, where F̄ is the complement of F is
[n].

Proof. It follows from Lemma 1.5.3 that F̄1, F̄2, · · · , F̄m are the facets of Δ∨.
Since F̄r\F̄s = Fs\Fr for all r and s, all assertions follow from Corollary 8.2.4.

��

The following result gives a useful combinatorial condition for the Cohen–
Macaulay property of simplicial complexes.
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Theorem 8.2.6. A pure shellable simplicial complex is Cohen–Macaulay over
an arbitrary field.

Proof. By Proposition 8.2.5 the simplicial complex Δ is shellable if IΔ∨ is
generated in one degree and has linear quotients with respect to a monomial
system of generators. This property is independent of the characteristic of
the base field. Thus, if Δ is shellable, then IΔ∨ has a linear resolution over
an arbitrary base field, and hence the desired result follows by Eagon–Reiner
(Theorem 8.1.9). ��

For later applications we give a different characterization of shellability in
terms of partitions. Let Δ be a simplical complex and G ⊂ F faces of Δ. The
set

[G, F ] = {H ∈ Δ: G ⊂ H ⊂ F}
is called an interval. A disjoint union

Δ =
m⋃

i=1

[Gi, Fi]

of intervals is called a partition of Δ.
Let F1, . . . , Fm be a shelling of Δ. This shelling gives rise to the following

partition of Δ: we let Δj = 〈F1, . . . , Fj〉, and define the restriction of the
facet Fk by

R(Fk) = {i ∈ Fk: Fk \ {i} ∈ Δk−1}.

Proposition 8.2.7. Let F1, . . . , Fm be a shelling of Δ. Then

Δ =
m⋃

k=1

[R(Fk), Fk]

is a partition of Δ.

Proof. Let F ∈ Δ, and let k be the smallest integer such that F ⊂ Fk. We
claim that R(Fk) ⊂ F . Indeed, let i ∈ R(Fk) and suppose that i �∈ F . Since
Fk \ {i} ∈ Δk−1, it follows that F ∈ Δk−1, a contradiction. This implies that
Δ is the union of the intervals [R(Fk), Fk].

Suppose this union is not disjoint. Then there exist integers j < k such
that [R(Fj), Fj ] ∩ [R(Fk), Fk] �= ∅. This implies that R(Fk) ⊂ Fj . In other
words, the elements i ∈ Fk such that Fk \ {i} ∈ Δk−1 belong to Fj . Hence
Fk ∈ Δk−1, a contradiction. ��

Next we characterize the partitions which arise from shellings:

Proposition 8.2.8. Given an ordering of F1, . . . , Fm of the facets of Δ and
a map R: {F1, . . . , Fm} → Δ, the following conditions are equivalent:

(i) F1, . . . , Fm is a shelling and R is its restriction map;
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(ii) (α) Δ =
⋃m

k=1[R(Fk), Fk] is a partition, and
(β) R(Fi) ⊂ Fj implies i ≤ j for all i, j.

Proof. (i) ⇒ (ii) follows from the definition of the restriction map attached
to a shelling. In order to prove the implication (ii) ⇒ (i), we show that

Δk−1 ∩ 〈Fk〉 = 〈Fk \ {i}: i ∈ R(Fk)〉,

which then yields (i).
The conditions (α) and (β) imply that 〈Fk〉 \Δk−1 = [R(Fk), Fk], so that

Δk−1 ∩ 〈Fk〉 = 〈Fk〉 \ [R(Fk), Fk]. Since

〈Fk〉 \ [R(Fk), Fk] = 〈Fk \ {i}: i ∈ R(Fk)〉,

the assertion follows. ��

In the definition of shellability no statement is made about the dimension
of the facets in the shelling order. However, as we shall see, the facets in a
shelling can always be arranged such that they appear in order of decreasing
dimension.

Proposition 8.2.9. Let F1, . . . , Fm be a shelling of the (d − 1)-dimension
simplicial complex Δ with restriction map R. Let Fi1 , Fi2 , · · · , Fim be the re-
arrangement obtained by taking first all facets of dimension d−1 in the induced
order, then all facets of dimension d− 2 in the induced order, and continuing
this way in order of decreasing dimension. Then this rearrangement is also a
shelling, and its restriction map R′ is the same, that is, R′(F ) = R(F ) for
all facets F .

Proof. By using Proposition 8.2.8 it suffices to show that

R(Fij ) ⊂ Fik
implies j ≤ k.

Suppose this condition is not satisfied. Then there exist integers r and s such
that

r < s, |Fr| ≤ |Fs|, and R(Fr) ⊂ Fs. (8.8)

We choose r and s in (8.8) with s minimal. Observe that R(Fr) �= Fs, because
otherwise we would have that Fr ⊂ Fs, a contradiction. Then there exists
i ∈ Fs such that R(Fr) ⊂ Fs\{i}. The shelling property of F1, . . . , Fm implies
that there exists t < s such that Fs \ {i} ⊂ Ft. It follows that R(Fr) ⊂ Ft,
so that |Ft| ≥ |Fs|. Moreover, Proposition 8.2.8 implies that r < t. This
contradicts the choice of s. ��
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8.2.3 Componentwise linear ideals

Let I be a graded ideal of S = K[x1, . . . , xn] and m = (x1, . . . , xn) the graded
maximal ideal of S. If I is a graded ideal of S, then we write I〈j〉 for the ideal
generated by all homogeneous polynomials of degree j belonging to I. More-
over, we write I≤k for the ideal generated by all homogeneous polynomials of
I whose degree is less than or equal to k.

We say that a graded ideal I ⊂ S is componentwise linear if I〈j〉 has
a linear resolution for all j. Typical examples of componentwise linear ideals
are stable monomial ideals.

Ideals with linear resolution are componentwise linear, as follows from

Lemma 8.2.10. If I ⊂ S is a graded ideal with linear resolution, then mI has
again a linear resolution.

Proof. Say that I is generated in degree d. Then the least shift in the ith
position of the graded minimal free resolution of mI is at least i + d + 1. This
implies that TorS

i (K, I)i+j = 0 for all i ≥ 0 and j < d + 1. Consider the long
exact Tor sequence arising from the short exact sequence 0 → mI → I →
I/mI → 0. Since I/mI ∼= K(−)b for some b, we obtain the exact sequence

TorS
i+1(K, K(−d)b)(i+1)+(j−1) → TorS

i (K, mI)i+j → TorS
i (K, I)i+j .

For j > d+1, we have TorS
i (K, I)i+j = 0 and TorS

i+1(K, K(−d)b)(i+1)+(j−1) =
0, since I and K(−d) have d-linear resolutions. It follows that TorS

i (K, mI)i+j =
0 for all i ≥ 0 and j > d + 1. Thus mI has (d + 1)-linear resolution. ��

Another interesting class of componentwise linear ideals are the ideals with
linear quotients, as we shall see later in this section.

In the analysis of componentwise linear ideals, we begin with a simple fact
which says that the part I≤k of I determines already a certain range of its
graded Betti numbers. We first observe

Lemma 8.2.11. Let I ⊂ be a componentwise linear ideal. Then I≤j is com-
ponentwise linear for all j.

Proof. Let k ≤ j, then (I≤j)〈k〉 = I〈k〉. Therefore (I≤j)〈k〉 has a linear res-
olution for k ≤ j. Let k > j, then (I≤j)〈k〉 = m(I≤j)〈k−1〉. Thus, by using
Lemma 8.2.10 and induction on k − j it follows that (I≤j)〈k〉 has a linear
resolution for k > j, as well. Hence I≤j is componentwise linear. ��

Lemma 8.2.12. Let I ⊂ S be a graded ideal. Then, for all k and for all j ≤ k,
one has

βi,i+j(I) = βi,i+j(I≤k).
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Proof. Let Hi(x; I) denote the Koszul homology of I with respect to the
sequence x = x1, x2, . . . , xn of the variables. By using an isomorphism of
graded K-vector space TorS

i (K, I) ∼= Hi(x; I) (see Corollary A.3.5), it follows
that

βi,i+j(I) = dimK Hi(x; I)i+j .

A homogeneous cycle c of degree i + j representing a homology class in
Hi(x; I)i+j is a linear combination

∑
F aF eF of the canonical basis elements

eF = ek1 ∧ · · · ∧ eki with coefficients aF ∈ Ij . Thus c also represents a cycle
in Hi(x; I≤k)i+j provided j ≤ k. Similarly, the i-boundaries of the Koszul
complex for I and for I≤k coincides whenever j ≤ k. Hence

Hi(x; I)i+j
∼= Hi(x; I≤k)i+j

for j ≤ k. This proves the assertion. ��

By using Lemma 8.2.12 we show that the graded Betti numbers of a com-
ponentwise linear ideal can be determined by the graded Betti numbers of its
components.

Proposition 8.2.13. Suppose that the graded ideal I ⊂ S is componentwise
linear. Then

βi,i+j(I) = βi(I〈j〉) − βi(mI〈j−1〉)

for all j.

Proof. Let t denote the highest degree of generators of a minimal set of gener-
ators of I. Our proof will be done by induction on t. Let t = 1. Then I is gen-
erated by linear form, and hence has a linear resolution. Since I〈j〉 = mI〈j−1〉
if j > 1 and since βi,i+j(I) = 0 if j > 1, the assertion is true for j > 1. On the
other hand, since I = I〈1〉 and mI〈0〉 = 0, the assertion is obvious for j = 1.

Now, suppose that t > 1 and consider the exact sequence

0 −→ I≤t−1 −→ I −→ I〈t〉/mI〈t−1〉 −→ 0

which for each j yields the long exact sequence

Tori(K, I≤t−1)i+j −→ Tori(K, I)i+j −→ Tori(K, I〈t〉/mI〈t−1〉)i+j . (8.9)

Since I≤t−1 is generated in degree ≤ t−1, one has (I≤t−1)〈j〉 = m(I≤t−1)〈j−1〉
for j ≥ t. Since I≤t−1 is componentwise linear (Lemma 8.2.11), our induction
hypothesis guarantees that βi,i+j(I≤t−1) = 0 for j ≥ t. Hence by the long
exact sequence (8.9) one has

Tori(K, I)i+j = Tori(K, I〈t〉/mI〈t−1〉)i+j (8.10)

for j ≥ t.
Now, we show our formula for βi,i+j(I). By Lemma 8.2.12 one has

βi,i+j(I) = βi,i+j(I≤t−1) for j ≤ t − 1. Thus by induction hypothesis our
formula is true for j ≤ t − 1. Let j ≥ t and consider the exact sequence
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0 −→ mI〈t−1〉 −→ I〈t〉 −→ I〈t〉/mI〈t−1〉 −→ 0

which for each j yields the long exact sequence

Tori+1(K, I〈t〉/mI〈t−1〉)i+j −→ Tori(K, mI〈t−1〉)i+j −→ Tori(K, I〈t〉)i+j

−→ Tori(K, I〈t〉/mI〈t−1〉)i+j −→ Tori−1(K, mI〈t−1〉)i+j .

Since I〈t−1〉 has a (t−1)-linear resolution, it follows that mI〈t−1〉 has a t-linear
resolution (Lemma 8.2.10). Hence Tori−1(K, mI〈t−1〉)i+j = 0 for j ≥ t. On the
other hand, since the graded module I〈t〉/mI〈t−1〉 is generated in degree t, it
follows that Tori+1(K, I〈t〉/mI〈t−1〉)i+j = 0 for j = t. Thus by using (8.10)
our formula is true for j = t. Finally, let j > t. Then Tori(K, I〈t〉)i+j = 0
and Tori−1(K, mI〈t−1〉)i+j = 0. Thus Tori(K, I〈t〉/mI〈t−1〉)i+j = 0. In view of
(8.10) one has βi,i+j(I) = 0. Since mI〈j−1〉 = I〈j〉, our formula is true. ��

As an immediate consequence of the preceding result we obtain

Corollary 8.2.14. Let I ⊂ S be a componentwise linear ideal. Then the reg-
ularity of I is equal to the highest degree of a generator in a minimal set of
generators of I.

8.2.4 Ideals with linear quotients and componentwise linear ideals

As an extension of Proposition 8.2.1 we have

Theorem 8.2.15. Let I ⊂ S be a graded ideal which has linear quotients
with respect to a minimal homogeneous system of generators of I. Then I is
componentwise linear.

Proof. Let f1, . . . , fm be a minimal homogeneous system of generators of I
such that (f1, . . . , fi−1): fi is generated by linear forms for i = 1, . . . , m. Pro-
ceeding by induction on m, we may assume that J = (f1, . . . , fm−1) is com-
ponentwise linear.

Now we show the following: let J = (f1, . . . , fm−1) be any graded ideal
which is componentwise linear, and let f ∈ S be a homogeneous element of
degree d such that J : f is generated by linear forms. Assume further that
f1, . . . , fm−1, f is a minimal system of generators of I = (f1, . . . , fm−1, f).
Then I is componentwise linear.

In order to prove this statement we proceed by induction on

s(J, f) = max{0, p − d},

where p is the maximal degree of the fi. Suppose s(J, f) = 0. Then d ≥ p.
Observe that I〈j〉 = J〈j〉 for j < d, and so I〈j〉 has a linear resolution for j < d.
Next observe that J〈d〉: f = J : f . Obviously, J〈d〉: f ⊂ J : f . Conversely, let
J : f = L, where L = (�1, . . . , �r). Then for each i we have �if ∈ J . Since
I is minimally generated by f1, . . . , fm−1, f , it follows that �if is a linear
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combination of f1, . . . fm−1, whose nonzero coefficients are of positive degree.
Since deg �if = d + 1, only those fi with degree ≤ d can occur in this linear
combination. Thus we see that �if ∈ J≤d. Since (J〈d〉)d+1 = (J≤d)d+1, it
follows that �if ∈ J〈d〉, and hence �i ∈ J〈d〉.

The above considerations show that J〈d〉: f is generated by linear forms.
Since J〈d〉 + (f) = I〈d〉, the arguments in the proof of Proposition 8.2.1 show
that I〈d〉 has a linear resolution. If follows from Lemma 8.2.10 that I〈d+j〉 has
a linear resolution for all j ≥ 0, and hence I is componentwise linear.

Now we assume that s(J, f) > 0. We complete the system of generators
�1, . . . , �r of L by the linear forms �r+1, . . . , �n to obtain a minimal set of
generators of the graded maximal ideal m = (x1, . . . , xn) of S, and set gi = �if
for i = r + 1, . . . , n. Since (J + (gr+1, . . . , gn))〈d+j〉 = I〈d+j〉 for all ≥ 1, and
since I〈j〉 is componentwise linear for j ≤ d (independent of s), as we have
seen before, it suffices to show that (J + (gr+1, . . . , gn))j is componentwise
linear. In order to prove this we show: For all i = 1, . . . , n − r,

(1) the elements f1, . . . , fm−1, gr+1, . . . , gr+j form a minimal set of generators
of Ij = (f1, . . . , fm−1, gr+1, . . . , gr+j);

(2) J + (gr+1, . . . , gr+j−1) : gr+j is generated by linear forms.

Suppose (1) and (2) are correct. Since deg g1 = d + 1, it follows that
s(J, gr+1) < s(J, f) − 1. Hence our induction hypothesis implies that I1 is
componentwise linear. Since s(I1, gr+2) = 0, our induction hypothesis implies
again that I2 is componentwise linear. Proceeding in this way, we see that
J + (gr+1, . . . , gn) is componentwise linear.

Proof of (1): Suppose we can omit some fi. Then fi can be expressed by
the remaining fj and the gi which are all multiples of f . This implies that
f1, . . . , f̂i, . . . , fm−1, f is a minimal set of generators of I: a contradiction.

On the other hand, if we can omit gr+i, then gr+i = g +
∑n−r

j=1
j �=i

hjgr+j

with hj ∈ S and g ∈ J . It follows that (�r+i −
∑n−r

j=1
j �=i

hj�r+j)f ∈ J , and hence

�r+i −
∑n−r

j=1
j �=i

hj�r+j ∈ L: a contradiction.

Proof of (2): Let h ∈ J + (gr+1, . . . , gr+j−1) : gr+j . Then �r+jfh ∈
J + (gr+1, . . . , gr+j−1). Therefore there exists g ∈ J and hi ∈ S such that
�r+jfh = g +

∑j−1
i=1 hi�r+if . This implies that �r+jh −

∑j−1
i=1 hi�r+i ∈ J : f =

(�1, . . . , �r), and hence lr+jh ∈ (�1, . . . , �r+j−1). Since the sequence �1, . . . , �r+j

is a regular sequence, we conclude that h ∈ (�1, . . . , �r+j−1), as desired. ��

Example 8.2.16. In Theorem 8.2.15 the condition that I has linear quotients
with respect to a minimal system of homogeneous generators cannot be omit-
ted. Indeed, let I = (x2, y2). Then I is not componentwise linear, but I has
linear quotients with respect the nonminimal system of generators x2, xy2, y2

of I.
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8.2.5 Squarefree componentwise linear ideals

Let I ⊂ S be a squarefree monomial ideal. Then, for each degree j, we write
I[j] for the ideal generated by the squarefree monomials of degree j belonging
to I. We say that I is squarefree componentwise linear if I[j] has a linear
resolution for all j.

Proposition 8.2.17. A squarefree monomial ideal I ⊂ S is componentwise
linear if and only if I is squarefree componentwise linear.

Proof. Suppose that I is componentwise linear. Fix j > 0. Then I〈j〉 has a
linear resolution. The exact sequence

0 −→ I[j] −→ I〈j〉 −→ I〈j〉/I[j] −→ 0

gives rise to the long exact sequence

→ Tori+1(K, I〈j〉/I[j])
αi−−−−→ Tori(K, I[j]) −−−−→ Tori(K, I〈j〉) → .

Since the ideals under consideration are monomial ideals, it follows that all the
Tor-groups in the long exact sequence are multigraded K-vector spaces. Now,
Hochster’s formula (Theorem 8.1.1) says that Tori(K, I[j]) has only squarefree
components; in other words, Tori(K, I[j])a = 0 if one entry of the vector a is
> 1. On the other hand, since all generators of I〈j〉/I[j] have non-squarefree
degrees, it follows that Tori(K, I〈j〉/I[j]) has only non-squarefree components.
Since αi is multihomogeneous, αi must be the zero map. Thus for each i the
map Tori(K, I[j]) → Tori(K, I〈j〉) is injective. Since I〈j〉 has a linear resolution,
the graded K-vector space Tori(K, I〈j〉) is concentrated in degree i + j. Thus
Tori(K, I[j]) is concentrated in degree i+ j. Hence I[j] has a linear resolution,
as required.

Conversely, suppose that I[j] has a linear resolution for all j. We will show
by using induction on j that I〈j〉 has a linear resolution for all j.

Let t denote the lowest degree for which It �= 0. Since I〈t〉 = I[t], I〈t〉 has
a linear resolution. Suppose that I〈j〉 has a linear resolution for some j ≥ t.
Then mI〈j〉 also has a linear resolution. The first part of the proof shows that
the squarefree part L of mI〈j〉 has a linear resolution. Since L is contained in
I[j+1], we get the exact sequence

0 −→ L −→ mI〈j〉 ⊕ I[j+1] −→ I〈j+1〉 −→ 0, (8.11)

where u ∈ L is mapped to (u,−u) ∈ mI〈j〉 ⊕ I[j+1]. We have already noted
that both L and mI〈j〉 have a linear resolution. Furthermore, I[j+1] has a linear
resolution.

From the long exact Tor sequence which is derived from (8.11) we deduce
that I〈j+1〉 has a linear resolution once it is shown that

Tori(K, L) −→ Tori(K, mI〈j〉) ⊕ Tori(K, I[j+1])

is injective for all i. But this is clear since already the first component of this
map is injective as we have seen in the first part of the proof, because L is
the squarefree part of mI〈j〉. ��
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8.2.6 Sequentially Cohen–Macaulay complexes

We now turn to the discussion of the combinatorics on squarefree componen-
twise linear ideals.

Let Δ be a simplicial complex on [n] of dimension d − 1. Recall that, for
each 0 ≤ i ≤ d − 1, the ith skeleton of Δ is the simplicial complex Δ(i)

on [n] whose faces are those faces F of Δ with |F | ≤ i + 1. In addition, for
each 0 ≤ i ≤ d − 1, we define the pure ith skeleton of Δ to be the pure
subcomplex Δ(i) of Δ whose facets are those faces F of Δ with |F | = i + 1.

We say that a simplicial complex Δ is sequentially Cohen–Macaulay
if Δ(i) is Cohen–Macaulay for all i.

Theorem 8.2.18 (Björner–Wachs). Let Δ be a shellable simplicial com-
plex. Then all skeletons and pure skeletons of Δ are shellable.

Proof. Let dim Δ = d−1, and let 0 ≤ s ≤ d−1 be an integer. We want to show
that Δ(s) and Δ(s) are shellable. Applying Proposition 8.2.9 the shellability
of Δ(s) guarantees the shellability of Δ(s). Thus it suffices to show that Δ(s)

is shellable. By Proposition 8.2.9 we may assume that the shelling F1, . . . , Fm

has the property that |Fi| ≤ |Fj | for all i ≥ j. Let k be the largest integer for
which |Fk| ≥ s + 1. The subcomplex of Δ generated by the facets F1, . . . , Fk

is again shellable and has the same sth skeleton. Thus we may assume as
well that |Fi| ≥ s + 1 for all i. Since Δ(i) = (Δ(i+1))(i), a simple induction
argument shows that we may assume that s = d − 2.

Let

Δ =
m⋃

j=1

[Rj , Fj ] (8.12)

be the partition of Δ induced by the shelling, see Proposition 8.2.7.
Let F1, . . . , F� be the facets of dimension d − 1. For each j, 1 ≤ j ≤ �,

choose an ordering i1, . . . , iqj of the elements of Fj \ Rj , and let

Rj,k = Rj ∪ {i1, . . . , ik−1}, and Fj,k = Fj \ {ik} for k = 1, . . . , qj .

Then we obtain for each j the partition

[Rj , Fj ] = [Fj , Fj ] ∪
qj⋃

k=1

[Rj,k, Fj,k]

of the interval [Rj , Fj ], and hence the partition

Δ(d−2) =
�⋃

j=1

qj⋃

k=1

[Rj,k, Fj,k] ∪
⋃

j=�+1

[Rj , Fj ]. (8.13)

Since the partition (8.12) of Δ is induced by a shelling, it satisfies condition
(β) of Proposition 8.2.8. From this it is easy to see that the partition (8.13)
of Δ(d−2) satisfies condition (β) of Proposition 8.2.8 as well, and hence is
induced by a shelling of Δ(d−2). ��



8.2 Componentwise linear ideals 145

Corollary 8.2.19. Any shellable simplicial complex is sequentially Cohen–
Macaulay.

We now come to one of the main results of this section, which is a gener-
alization of the Eagon–Reiner theorem.

Theorem 8.2.20. Let Δ be a simplicial complex on [n]. Then IΔ ⊂ S is
componentwise linear if and only if Δ∨ is sequentially Cohen–Macaulay.

Proof. Let I = IΔ. Then by Proposition 8.2.17 I is componentwise linear if
and only if I is squarefree componentwise linear. Let Δj denote the simplicial
complex on [n] with IΔj = I[j]. Let F ⊂ [n]. Then F �∈ Δj if and only if there
is a subset G ⊂ [n] such that G ⊂ F , |G| = j and G �∈ Δ. In other words,
[n]\F ∈ (Δj)∨ if and only if there is a subset G ⊂ [n] such that [n]\F ⊂ [n]\G,
|[n] \ G| = n − j and [n] \ G ∈ Δ∨. Hence (Δj)∨ = Δ∨(n − j − 1). By virtue
of Theorem 8.1.9 it follows that I[j] has a linear resolution if and only if
Δ∨(n − j − 1) is Cohen–Macaulay. Hence IΔ is componentwise linear if and
only if Δ∨(i) is Cohen–Macaulay for all i. ��

As a consequence of the above results one obtains an alternative and simple
proof of Theorem 8.2.15 in the case of squarefree monomial ideals.

Corollary 8.2.21. Let I be a squarefree monomial ideal with linear quotients.
Then I is componentwise linear.

Proof. Let Δ be the simplicial complex with I = IΔ. Proposition 8.2.5 says
Δ∨ is nonpure shellable, and hence by Corollary 8.2.19 Δ∨ is sequentially
Cohen–Macaulay. Thus the assertion follows from Theorem 8.2.20. ��

8.2.7 Ideals with stable Betti numbers

We now prove a fundamental result on componentwise linear ideals. Let <rev

denote the reverse lexicographic monomial order on S induced by the ordering
x1 > · · · > xn of the variables.

Theorem 8.2.22. Suppose that the base field K is of characteristic 0. Then
a graded ideal I ⊂ S is componentwise linear if and only if βi,i+j(I) =
βi,i+j(gin<rev

(I)) for all i and j.

In order to prove Theorem 8.2.22, the following result concerning the ho-
mological data of generic initial ideals will be required.

Theorem 8.2.23. Let I be a graded ideal generated in degree d. Then

(a) If βi,i+j(gin(I)) �= 0, then βi′,i′+j(gin(I)) �= 0 for all i′ < i;
(b) If β0,j(gin(I)) �= 0, then β0,j′(gin(I)) �= 0 for all d ≤ j′ < j.
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Proof. Statement (a) follows from the Eliahou–Kervaire formula in Corol-
lary 4.2.6, since by Proposition 7.2.3 the generic initial ideal is strongly stable.

Let g1, . . . , gm ∈ Id be the generators of I. Suppose that β0,j−1(gin(I)) = 0.
Then consider the ideal I≥j−2. Since gin(I≥j−2) = gin(I)≥j−2, we may assume
that β0,d+1(gin(I)) = 0 and have to show that gin(I) is generated in degree d.

Since (in(g1), . . . , in(gm)) is a strongly stable ideal with all generators of
degree d, it follows from Theorem 7.2.2 that (in(g1), . . . , in(gm)) has a linear
resolution. In particular, the first syzygy module of this ideal is generated in
degree d+1. Now since β0,d+1(gin(I)) = 0 it follows that all S-polynomials of
degree d + 1 reduce to 0 with respect to {g1, . . . , gm}. Thus Proposition 2.3.5
implies that {g1, . . . , gm} is a Gröbner basis of I, equivalently, gin(I) is gen-
erated in degree d. ��

Before starting our proof of Theorem 8.2.22, we state the following:

Lemma 8.2.24. Let I and J be graded ideals of S generated in degree d with
the same graded Betti numbers. Then I≥d+1 and J≥d+1 have the same graded
Betti numbers.

Proof. The exact sequence

0 −−−−→ I≥d+1 −−−−→ I −−−−→ K(−d)β0,d −−−−→ 0

induces the long exact sequence

→ Tori+1(I≥d+1)(i+1)+(j−1)→ Tori+1(I)(i+1)+(j−1)→ Tori+1(K)β0,d

(i+1)+j−(d+1)

→ Tori(I≥d+1)i+j → Tori(I)i+j → Tori(K)β0,d

i+j−d → · · ·

It then follows that βi,i+j(I≥d+1) = βi,i+j(I) for all i and for all j �= d, d + 1.
Also, βi,i+j(I≥d+1) = 0 if j ≤ d. Now, if j = d + 1, then the above long exact
sequence becomes

→ Tori+1(I)i+1+d → Tori+1(K)β0,d

i+1 → Tori(I≥d+1)i+d+1 → Tori(I)i+d+1 → 0.

Hence, βi,i+d+1(I≥d+1) = βi,i+d+1(I) +
(

n
i+1

)
β0,d(I) − βi+1,i+1+d(I).

The same formulas are valid for βi,i+j(J). This completes the proof. ��

We are now in the position to give a proof of Theorem 8.2.22.

Proof (Proof of 8.2.22). First, suppose that I is componentwise linear. By
Proposition 8.2.13 we have

βi,i+j(I) = βi(I〈j〉) − βi(mI〈j−1〉)

where m is the irrelevant maximal ideal (x1, . . . , xn) of S. Since a strongly
stable ideal is componentwise linear and since gin(I) is strongly stable, the
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same formula is valid for gin(I). Therefore, it suffices to prove that βi(I〈j〉) =
βi(gin(I)〈j〉) and βi(mI〈j−1〉) = βi(m gin(I)〈j−1〉).

Since I〈j〉 has a linear resolution, it follows from Corollary 4.3.18 that
gin(I〈j〉) has a linear resolution, so that gin(I〈j〉) = gin(I)〈j〉. Since I〈j〉 and
gin(I〈j〉) have the same Hilbert function, and since the Betti numbers of a
module with linear resolution are determined by its Hilbert function, the first
equality follows. To prove the second one, we note that mI〈j−1〉 has again
a linear resolution and that, by the same reason as before, m gin(I)〈j−1〉 =
gin(mI〈j−1〉).

Second, suppose that I and gin(I) have the same graded Betti numbers.
Let max(I) (resp. min(I)) denote the maximal (resp. minimal) degree of a
homogeneous generator of I. To show that I is componentwise linear, we
work with induction on r = max(I) − min(I). Set d = min(I).

Let r = 0. Since I and gin(I) have the same graded Betti numbers, it
follows that gin(I) is generated in degree d. Since gin(I) is a strongly stable
ideal, we have that gin(I) has a linear resolution, and hence by Theorem 3.3.4
I has a linear resolution.

Now, suppose that r > 0. Since gin(I≥d+1) = gin(I)≥d+1, our induction
hypothesis and Lemma 8.2.24 imply that I≥d+1 is componentwise linear. Thus,
it suffices to prove that I〈d〉 has a linear resolution. Suppose this is not the
case. Then, by Corollary 4.3.18, gin(I〈d〉) has regularity > d. Moreover, since
gin(I〈d〉) is strongly stable, its regularity equals max(gin(I〈d〉)). It follows from
Theorem 8.2.23 that gin(I〈d〉) has a generator of degree d + 1. Now,

β0,d+1(I) = dim Id+1 − dim(mI〈d〉)d+1

= dim Id+1 − dim(I〈d〉)d+1,

and

β0,d+1(gin(I)) = dim gin(I)d+1 − dim(m gin(I)〈d〉)d+1

= dim gin(I)d+1 − dim(m gin(I〈d〉))d+1

> dim gin(I)d+1 − dim gin(I〈d〉)d+1,

because (m gin(I〈d〉))d+1 is properly contained in gin(I〈d〉)d+1. Hence

β0,d+1(gin(I)) > β0,d+1(I);

a contradiction. This completes our proof. ��

Problems

8.1. By using Hochster’s formula 8.1.1 compute the graded Betti numbers of
the Stanley–Reisner ideal of the simplicial complex of Figure 1.1.

8.2. Let Δ be a simplicial complex and K a field. Show that Δ is connected
if and only if H̃0(Δ; K) = 0.
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8.3. Show that Proposition 8.1.10 implies Theorem 8.1.9.

8.4. Let I be a stable or squarefree stable ideal Then I is componentwise
linear.

8.5. Find a componentwise linear monomial ideal I which is not stable.

8.6. Let I be a componentwise linear ideal. Then show that reg(I) =
max{i: β0,i(I) �= 0}.

8.7. Let In,d be the ideal in S = K[x1, . . . , xn] generated by all squarefree
monomials of degree d. This ideal is called squarefree Veronese of type
(n, d).
(a) Show that In,d has linear quotients.
(b) Let Δ be the simplicial complex on the vertex set [n] with IΔ = In,d.
Show that Δ is the (d − 2)th skeleton of the (n − 1)-simplex.
(c) Use Alexander duality to show that all skeletons of the (n − 1)-simplex
are shellable.

8.8. Let I ⊂ S be a graded ideal which has linear quotients with respect to
a homogeneous system of generators f1, . . . , fm of I with deg f1 ≤ deg f2 ≤
· · · ≤ deg fm.
(a) Prove the following generalization of Corollary 8.2.2:

βi,i+j(I) =
m∑

k=1
deg fk=j

(
rk

i

)
,

where rk is the number of generators (f1, . . . , fk−1) : fk

(b) Let I be a (squarefree) stable ideal with G(I) = {u1, . . . , um} such that
for i < j either deg ui < deg uj , or deg ui = deg uj and uj <lex ui. Show that
I has linear quotients with respect to u1, . . . , um.
(c) Use (a) and (b) to give a new proof of Corollary 7.2.3(a) and Corol-
lary 7.4.2.

8.9. For a monomial u let min(u) be the smallest number i such that xi di-
vides u, and m(u) = max(u) the maximal such number.
Let I ⊂ S be a stable monomial ideal.
(a) Prove that height(I) = max{min(u): u ∈ G(I)} and proj dim(S/I) =
max{max(u): u ∈ G(I)}.
(b) Show that the following conditions are equivalent: (i) S/I is Cohen–
Macaulay; (ii) I has no embedded prime ideal; (iii) |Ass(S/I)| = 1.

8.10. Let I ⊂ S be a squarefree stable monomial ideal.
(a) Let Δ be the simplicial complex with IΔ = I. Show that IΔ∨ is again
squarefree stable.
(b) Prove: S/I is Cohen–Macaulay if and only if all minimal prime ideals of
I have the same height.
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8.11. Let Δ be the simplex on [n]. We know from Theorem 8.2.18 that the
ith skeleton is shellable. Give an explicit shelling of the ith skeleton.

Notes

The technique of Alexander duality was first applied in [TH96] to show that
the first graded Betti numbers of a Stanley–Reisner ideal are independent of
the characteristic of the base field. A far-reaching application of Alexander
duality is given by the Eagon–Reiner theorem [ER98], which provides a pow-
erful tool in the study of Cohen–Macaulay simplicial complexes. Hochster’s
theorem [Hoc77] to compute the graded Betti numbers as well as Reisner’s
Cohen–Macaulay criterion [Rei76] play essential roles in the proof of this the-
orem. A generalization of the Eagon–Reiner theorem, relating the projective
dimension of a Stanley–Reisner ideal to the regularity of the Stanley–Reisner
ring of the Alexander dual, is due to Terai. Further generalizations by Bayer,
Charalambous and S. Popescu [BCP99] concern the extremal (multigraded)
Betti numbers of a simplicial complex and its dual. Easier to prove, but also
useful, is the fact that a simplicial complex is shellable if and only if the
Stanley–Reisner ideal of its Alexander dual is generated in one degree and has
linear quotients. Ideals with linear quotients were first considered in [HT02].
Alexander duality for arbitrary monomial ideals and duality functors intro-
duced by Miller [Mil00a], [Mil98], [Mil00b], as well as Alexander duality for
squarefree modules introduced by Römer [Roe01] and Yanagawa [Yan00], has
many more interesting applications.

Our presentation of shellability and some of its fundamental properties fol-
lows the article by Björner and Wachs [BW97]. The fact that pure shellability
implies Cohen–Macaulayness was discovered by [Gar80] and [KK79]. Com-
ponentwise linear ideals were introduced in [HH99] to generalize the Eagon–
Reiner theorem in a different direction. It turned out that the property of being
componentwise linear corresponds to being sequentially Cohen–Macaulay via
Alexander duality; see [HRW99]. The concept of sequentially Cohen–Macaulay
simplicial complexes was introduced by Stanley [Sta95]. Componentwise linear
ideals are distinguished by the remarkable property, observed in [AHH00b],
that in characteristic 0, the graded Betti numbers of such an ideal and that
of its generic initial ideal coincide. The proof Theorem 8.2.15 is taken from
[SV08].
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Alexander duality and finite graphs

Alexander duality in combinatorics is studied. We demonstrate how Alexander
duality is effective to develop the algebraic combinatorics related with finite
partially ordered sets and finite graphs. Topics discussed include classification
of Cohen–Macaulay bipartite graphs and Cohen–Macaulay chordal graphs
together with algebraic aspects of Dirac’s classical theorem on chordal graphs.

9.1 Edge ideals of finite graphs

We introduce edge ideals of finite graphs and study the algebraic properties
of edge ideals of bipartite graphs. Certain monomial ideals arising from finite
partially ordered sets and Alexander duality will play an important role for
the classification of Cohen–Macaulay bipartite graphs.

9.1.1 Basic definitions

Let G be a finite simple graph on the vertex set V (G) with edge set E(G).
In other words, |V (G)| < ∞ and E(G) ⊂ V (G)× V (G) \ {{v, v}: v ∈ V (G)}.

All graphs considered in this book are finite simple graphs, which hence-
forth will simply be called graphs.

Without loss of generality we may assume that V (G) = [n], where [n] =
{1, 2, . . . , n}.

Given a subset W of [n] we define the induced subgraph of G on W
to be the subgraph GW on W consisting of those edges {i, j} ∈ E(G) with
{i, j} ⊂ W . A complete graph on [n] is the finite graph G on [n] for which
{i, j} ∈ E(G) for all i ∈ [n] and j ∈ [n] with i �= j. The complementary
graph of a finite graph G on [n] is the finite graph G on [n] whose edge set
E(G) consists of those 2-element subsets {i, j} of [n] for which {i, j} �∈ E(G).

A finite graph can be viewed as 1-dimensional simplicial complex.
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A walk of G of length q between i and j, where i and j are vertices of
G, is a sequence of edges of the form {{i0, i1}, {i1, i2}, . . . , {iq−1, iq}}, where
i0, i1, . . . , iq are vertices of G with i0 = i and iq = j.

A cycle of G of length q is a subgraph C of G such that

E(C) = {{i1, i2}, {i2, i3}, . . . , {iq−1, iq}, {iq, i1}},
where i1, i2, . . . , iq are vertices of G and where ij �= ik if j �= k.

A graph G on [n] is connected if, for any two vertices i and j of G, there
is a walk between i and j.

A forest is a finite graph with no cycle. A tree is a forest which is con-
nected.

A graph G on [n] is called bipartite if there is a decomposition [n] =
V1 ∪V2 such that every edge of G is of the form {i, j} with i ∈ V1 and j ∈ V2.

Bipartite graphs can be characterized as follows:

Lemma 9.1.1. A finite graph G is bipartite if and only if every cycle of G is
of even length. In particular every forest is bipartite.

Proof. First, suppose that G is a bipartite graph with the decomposition U∪V
of its vertices. Let C = {{v1, v2}, {v2, v3}, . . . , {vq−1, vq}, {vq, v1}} be a cycle
of length q of G with v1 ∈ U . Then v2 ∈ V and v3 ∈ U . In general, one has
vi ∈ U if i is odd and vi ∈ V if i is even. Since vq ∈ V , it follows that q is
even.

In order to prove the converse, we may assume that G is connected. Sup-
pose that every cycle of G is of even length. Let u and v be vertices of G. Let
W be a walk of G of length q between u and v and W ′ a walk of G of length
q′ between u and v. Since every cycle of G is of even length, it follows easily
that q + q′ is even. In other words, either (i) both q and q′ are even or (ii)
both q and q′ are odd.

Now, fix a vertex v0 of G. Let U (resp. V ) denote the vertices w of G
such that there is a walk of even (resp. odd) length between v0 and w. Then
U ∩V = ∅ with v0 ∈ U . Let w, w′ ∈ U with w �= w′ and with {w, w′} ∈ E(G).
Since w ∈ U , there is a walk of even length between v0 and w. It follows
that there is a walk of odd length between v0 and w′, a contradiction. Thus
{w, w′} �∈ E(G) for w, w′ ∈ U with w �= w′. Similarly, {w, w′} �∈ E(G) for
w, w′ ∈ V with w �= w′. Hence every edge of G is of the form {u, v} with
u ∈ U and v ∈ V . Thus G is bipartite, as desired. 	


The following well-known theorem on classical graph theory is indispens-
able for the classification of Cohen–Macaulay bipartite graphs.

Lemma 9.1.2 (The Marriage Theorem). Let G be a bipartite graph on
the vertex set W ∪ W ′ with |W | = |W ′|. For each U ⊂ W we write N(U) for
the set of those j ∈ W ′ such that {i, j} ∈ E(G) for some i ∈ U . Suppose that
|N(U)| ≥ |U | for all subset U ⊂ W . Then there is a bijection f : W → W ′

such that {i, f(i)} is an edge of G for all i ∈ W .
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Proof. First, suppose that |N(U)| ≥ |U | + 1 for all nonempty proper subsets
U ⊂ W . Fix an arbitrary edge {a, b} of G with a ∈ W and b ∈ W . Since
|N(U) \ {b}| ≥ |U | for all subsets U ⊂ W \ {a}, the induction hypothesis
guarantees the existence of a bijection f0 : W \ {a} → W ′ \ {b} such that
{i, f0(i)} is an edge of G for all i ∈ W \ {a}. Now, let f0(a) = b. Then
f0 : W → W ′ is a bijection such that {i, f0(i)} is an edge of G for all i ∈ W .

Second, suppose that there is a nonempty proper subset U0 ⊂ W with
|U0| = |N(U0)|. If V ⊂ U0, then N(V ) ⊂ N(U0) and |N(V )| ≥ |V | for all
subset V ⊂ U0. Thus there is a bijection f0 : U0 → N(U0) such that {i, f0(i)}
is an edge of G for all i ∈ U0.

Let V ′ be a subset of W \U0. We claim |N(V ′)\N(U0)| ≥ |V ′|. In fact, since
|N(V ′ ∪U0)| ≥ |V ′|+ |U0| and since N(V ′ ∪U0) = (N(V ′) \N(U0))∪N(U0),
it follows that

|N(V ′) \ N(U0)| ≥ |V ′| + |U0| − |N(U0)| = |V ′|.

Hence there is a bijection f1 : W \U0 → W ′ \N(U0) such that {i, f1(i)} is an
edge of G for all i ∈ W \ U0.

Now, gluing f0 and f1 yields a desired bijection f : W → W ′. 	


A chord of a cycle C is an edge {i, j} of G such that i and j are vertices
of C with {i, j} �∈ E(C). A chordal graph is a finite graph each of whose
cycles of length > 3 has a chord. Every induced subgraph of a chordal graph
is again chordal.

A subset C of [n] is called a clique of G if for all i and j belonging to C
with i �= j one has {i, j} ∈ E(G). The clique complex of a finite graph G
on [n] is the simplicial complex Δ(G) on [n] whose faces are the cliques of G.

A simplicial complex Δ on [n] is called flag if every minimal nonface of Δ
is a 2-elements subset of [n].

Lemma 9.1.3. A simplicial complex Δ is flag if and only if Δ is the clique
complex of a finite graph.

Proof. Let G be a finite graph on [n] and Δ(G) its clique complex. A subset
F ⊂ [n] is a nonface of Δ(G) if and only if F is not a clique of G. Thus if F is
a nonface of Δ(G), then there are i and j belonging to F with {i, j} �∈ E(G).
Since {i, j} is a nonface of Δ(G) which is contained in F , it follows that
every minimal nonface of Δ is a 2-element subset of [n]. Thus Δ(G) is a flag
complex.

Conversely, suppose that Δ is a flag complex and that G is the 1-skeleton
of Δ. Let Δ(G) be the clique complex of G. In general, one has Δ ⊂ Δ(G).
Let F be a clique of G. Since every 2-element subset of F is an edge of G,
it follows that every 2-element subset of F belongs to Δ. Since Δ is a flag
complex, one has F ∈ Δ. Thus Δ(G) ⊂ Δ. Hence Δ = Δ(G), as desired. 	


Let, as usual, S = K[x1, . . . , xn] be the polynomial ring in n variables over
a field K. We associate each edge e = {i, j} of G with the monomial ue = xixj
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of S. The edge ideal of G is the monomial ideal I(G) of S which is generated
by all quadratic monomials ue with e ∈ E(G).

It follows that the edge ideal of G coincides with the Stanley–Reisner ideal
of the clique complex of the complementary graph of G, i.e. I(G) = IΔ(G).

Let K be a field. We say a graph G is (sequentially) Cohen–Macaulay
or Gorenstein over K if S/I(G) has this property, and we say that G is
shellable or vertex decomposable if Δ(Ḡ) has this property. In general
these properties do depend on K. If this is not the case, then we call G
simply (sequentially) Cohen–Macaulay or Gorenstein, without referring to K.
Finally we say that G is of type k if S/I(G) is Cohen–Macaulay of type k, cf.
Appendix A.6.

A vertex cover of a graph G on [n] is a subset C ⊂ [n] such that {i, j} ∩
C �= ∅ for all {i, j} ∈ E(G). A vertex cover C is called minimal if C is a
vertex of G, and no proper subset of C is a vertex cover of G. We denote by
M(G) the set of minimal vertex covers of G.

An independent set of G is a set S ⊂ [n] such that {i, j} �∈ E(G) for
all i, j ∈ S. Obviously, S is an independent set of G if and only if [n] \ S is
a vertex cover of G. Thus the maximal independent sets of G correspond to
the minimal vertex covers of G.

Lemma 9.1.4. Let G be a graph on [n]. A subset C = {i1, . . . , ir} ⊂ [n] is a
vertex cover of G if and only if the prime ideal PC = (xi1 , . . . , xir ) contains
I(G). In particular, C is a minimal vertex cover of G if and only if PC is a
minimal prime ideal of I(G).

Proof. A generator xixj of I(G) belongs to PC , if and only if xik
divides xixj

for some ik ∈ C. This is the case if and only if C∩{i, j} �= ∅. Thus I(G) ⊂ PC

if and only if C is a vertex cover of G.
The second statement follows from the fact that all minimal prime ideals

of a monomial ideal are monomial prime ideals (Corollary 1.3.9). 	


Let G be a graph. We write IG for the Alexander dual I(G)∨ of I(G), and
call it the vertex cover ideal of G. This naming is justified by the following

Corollary 9.1.5. The ideal IG is minimally generated by those monomials
xC for which C ∈ M(G).

Proof. The proof is an immediate consequence of Lemma 9.1.4 together with
Corollary 1.5.5. 	


9.1.2 Finite partially ordered sets

A partially ordered set will be called a poset. A subset C ⊂ P is called a
chain of P if C is a totally ordered subset with respect to the induced order.
The length of a chain C is |C| − 1. The rank of P is the maximal length of a
chain in P .
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A subset P ′ of a poset P is called a subposet if, for a, b ∈ P ′, one has
a < b in P ′ if and only a < b in P .

Let P and Q be posets. A map ϕ : P → Q is an order-preserving map
of posets if a, b ∈ P with a ≤ b in P , then ϕ(a) ≤ ϕ(b) in Q. We say that P
is isomorphic to Q if there exists a bijection ϕ : P → Q such that both ϕ and
its inverse ϕ−1 are order-preserving.

A lattice is a partially ordered set L such that, for any two elements a
and b belonging to L, there is a unique greatest lower bound a ∧ b, called the
meet of a and b, and there is a unique least upper bound a∨b, called the join
of a and b. Thus in particular a finite lattice possesses both a unique minimal
element 0̂ and a unique maximal element 1̂. A subposet L′ of a lattice L is
called a sublattice of L if L′ is a lattice and, for a, b ∈ L′, the meet of a and
b in L′ coincides with that in L and the join of a and b in L′ coincides with
that in L.

Example 9.1.6. (a) Let Ln denote the set of all subsets of [n], ordered by
inclusion. Then Ln is a lattice, called the boolean lattice of rank n.

(b) Let n > 0 be an integer and Dn the set of all divisors of n, ordered
by divisibility. Then Dn is a lattice, called the divisor lattice of n. Thus in
particular a boolean lattice is a divisor lattice.

Fig. 9.1. A boolean lattice and a divisor lattice.

Let P = {p1, . . . , pn} be a finite poset with a partial order ≤. A poset
ideal of P is a subset α of P with the property that if a ∈ α and b ∈ P with
b ≤ a, then b ∈ α. In particular the empty set as well as P itself is a poset
ideal. Let J (P ) denote the set of poset ideals of P . If α and β are poset ideals
of P , then each of the α ∩ β and α ∪ β is again a poset ideal. Hence J (P ) is
a lattice ordered by inclusion.

A lattice L is called distributive if, for all a, b, c belonging to L, one has

(a ∨ b) ∧ c = (a ∧ c) ∨ (b ∧ c),
(a ∧ b) ∨ c = (a ∨ c) ∧ (b ∨ c).

For example, every divisor lattice is a distributive lattice and, in particular,
every boolean lattice is a distributive lattice.
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Fig. 9.2. A poset and its lattice of poset ideals.

On the other hand, for an arbitrary finite poset P , the lattice J (P ) is a
distributive lattice. Birkhoff’s fundamental structure theorem for finite dis-
tributive lattices guarantees the converse.

Theorem 9.1.7 (Birkhoff). Given a finite distributive lattice L there is a
unique finite poset P such that L is isomorphic to J (P ).

Proof. Let L be a finite distributive lattice. An element a ∈ L with a �= 0̂ is
called join-irreducible if whenever a = b∨c with b, c ∈ L, then one has either
a = b or a = c. Let P denote the subposet of L consisting of all join-irreducible
elements of L.

We claim L is isomorphic to J (P ). We define the map ϕ : J (P ) → L
by setting ϕ(α) =

∨
a∈α a, where α ∈ J (P ). Thus in particular ϕ(∅) = 0̂.

Clearly, ϕ is order-preserving. Since each element a ∈ L is the join of the
join-irreducible elements b with b ≤ a in L, it follows that ϕ is surjective.

The highlight of the proof is to show that ϕ is injective. Let α and β
be poset ideals of P with α �= β, say, β �⊂ α. Let b∗ be a maximal element
of β with b∗ �∈ α. We show ϕ(α) �= ϕ(β). Suppose, on the contrary, that
ϕ(α) = ϕ(β). Thus

∨

a∈α

a =
∨

b∈β

b. (9.1)

Since L is distributive, it follows that

(
∨

a∈α

a) ∧ b∗ =
∨

a∈α

(a ∧ b∗).

Since a∨ b∗ < b and since b∗ is join-irreducible, it follows that (
∨

a∈α a)∧ b∗ <
b∗. However, since b∗ ∈ β, one has

(
∨

b∈β

b) ∧ b∗ =
∨

b∈β

(b ∧ b∗) = b∗.

This contradicts (9.1). Hence ϕ is injective.
Now, the inverse map ϕ−1 is defined as follows: For each element c ∈ L,

ϕ−1(c) is the set of join-irreducible elements a ∈ L with a ≤ c. Clearly,
ϕ−1(c) ∈ J (P ) and ϕ−1 is order-preserving.
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Consequently, L is isomorphic to J (P ) with the bijective order-preserving
map ϕ.

Finally, since P is isomorphic to the subposet consisting of all join-
irreducible elements of the distributive lattice J (P ), it follows that, for two
finite posets P and Q, if J (P ) is isomorphic to J (Q), then P is isomorphic to
Q. In other words, the existence of a finite poset P such that L is isomorphic
to J (P ) is unique. 	


Let K[x,y] = K[x1, . . . , xn, y1, . . . , yn] denote the polynomial ring in 2n
variables over a field K. For each poset ideal α of P we associate the squarefree
monomial

uα = (
∏

pi∈α

xi)(
∏

pj∈P\α

yj)

of K[x,y]. Let HP denote the squarefree monomial ideal of K[x,y] which is
generated by all uα with α ∈ J (P ):

HP = ({uα}α∈J (P )).

We now come to the crucial result of this section.

Theorem 9.1.8. The squarefree monomial ideal HP has linear quotients.
Thus in particular HP has a linear resolution.

Proof. Fix a total order < on G(HP ) with the property that if γ ⊂ α, then
uγ < uα. Let γ ⊂ α with γ �= α. Then there is p ∈ α \ γ such that δ = α \ {p}
is a poset ideal of P . Since uδ = ypuα/xp, one has yp = uδ/ gcd(uδ, uα). Since
p �∈ γ, it follows that yp divides uγ . Thus Lemma 8.2.3 says that HP has linear
quotients, as desired. 	


Lemma 9.1.9. H∨
P is minimally generated by those squarefree quadratic mo-

nomials xiyj for which pi ≤ pj.

Proof. Let ΔP denote the simplicial complex on the vertex set

Vn = {x1, . . . , xn, y1, . . . , yn}

whose Stanley–Reisner ideal IΔP
coincides with HP .

Let w = x1 · · ·xny1 · · · yn. If u is a squarefree monomial of K[x,y], then
we write Fu for the set of those variables xi and yj which divide u. Since
{Fuα : α ∈ J (P )} is the set of minimal nonfaces of ΔP , it follows that
{Fw/uα

: α ∈ J (P )} is the set of facets of Δ∨
P . Thus a subset F ⊂ Vn is a face

of Δ∨
P if and only if there is a poset ideal α of P such that F ⊂ Fw/uα

.
Given a subset F ⊂ Vn we set Fx = F ∩ {x1, . . . , xn} and Fy = {xj : yj ∈

F}. Note that, for a poset ideal α of P , one has (Fw/uα
)x = {x1, . . . , xn}\{xi :

pi ∈ α} and (Fw/uα
)y = {xj : pj ∈ α}. Thus a subset F ⊂ Vn is a face of Δ∨

P

if and only if there exists a poset ideal α of P such that Fx ∩{xi : pi ∈ α} = ∅
and with Fy ⊂ {xj : pj ∈ α}. In particular {xi, yj} is a minimal nonface of
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Δ∨
P if pi ≤ pj . We claim that every minimal nonface of Δ∨

P is of the form
{xi, yj} with pi ≤ pj .

Since w/u∅ = x1 · · ·xn and w/uP = y1 · · · yn, both {x1, . . . , xn} and
{y1, . . . , yn} are facets of Δ∨

P . Let F ⊂ Vn be a nonface of Δ∨
P . Then Fx �= ∅

and Fy �= ∅. Since F is a nonface, there exists no poset ideal α of P with
Fx ∩ {xi : pi ∈ α} = ∅ and with Fy ⊂ {xj : pj ∈ α}. Let γ denote the poset
ideal generated by {pj : xj ∈ Fy} (i.e. γ is the smallest poset ideal of P which
contains {pj : xj ∈ Fy}). Since Fy ⊂ {xj : pj ∈ γ}, it follows that {xi : pi ∈ γ}
must intersect Fx. We choose xi ∈ Fx such that pi ∈ γ. Let pj be a maximal
element in γ with pi ≤ pj . Then xj ∈ Fy by the choice of γ. Thus {xi, yj} ⊂ F
with pi ≤ pj , as desired. 	


9.1.3 Cohen–Macaulay bipartite graphs

A vertex i ∈ [n] of G is called an isolated vertex, if G has no edge of the
form {i, j}. Suppose i is an isolated vertex of G, and G′ the induced subgraph
of G on [n] \ {i}. Then obviously G is Cohen–Macaulay over K if and only
if G′ is Cohen–Macaulay over K. Thus, throughout this subsection, we will
always assume that G has no isolated vertices. Our final goal in this section
is to classify all Cohen–Macaulay bipartite graphs.

A finite graph G is called unmixed if all minimal vertex covers of G have
the same cardinality.

Lemma 9.1.10. Every Cohen–Macaulay graph is unmixed.

Proof. Recall that, for a subset C ⊂ [n], the notation PC stands for the
monomial prime ideal of S = K[x1, . . . , xn] generated by those variables xi

with i ∈ C. Let C1, . . . , Cs be the minimal vertex covers of G. By using
Lemma 9.1.4 it follows that PC1 , . . . , PCs are the minimal prime ideals of I(G).
Since S/I(G) is Cohen–Macaulay, all minimal prime ideals of I(G) have the
same height. In other words, all Ci have the same cardinality. 	


Let P = {p1, . . . , pn} be a finite poset with a partial order ≤ and Vn =
{x1, . . . , xn, y1, . . . , yn}. We write G(P ) for the bipartite graph on Vn whose
edges are those 2-element subset {xi, yj} such that pi ≤ pj .

In general, we say that a bipartite graph G on W ∪ W ′ comes from a
poset if |W | = |W ′| and if there is a finite poset on [n], where n = |W |, such
that after relabelling of the vertices of G one has G(P ) = G.

Lemma 9.1.11. A bipartite graph coming from a poset is Cohen–Macaulay.

Proof. Let P = {p1, . . . , pn} be a finite poset and Vn = {x1, . . . , xn, y1, . . . , yn}.
The edge ideal I(G(P )) is generated by those 2-element subsets {xi, yj} with
pi ≤ pj . By Lemma 9.1.9 we have that I(G(P )) = H∨

P . Since Theorem 9.1.8
says that HP has a linear resolution, Theorem 8.1.9 guarantees that I(G(P ))
is Cohen–Macaulay, as desired. 	
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A pure simplicial complex of dimension d − 1 is called connected in
codimension one if, for any two facets F and G of Δ, there exists a sequence
of facets F = F0, F1, ..., Fq−1, Fq = G such that |Fi ∩ Fi+1| = d − 1.

For the proof of the main theorem of this section we need the following
result.

Lemma 9.1.12. Every Cohen–Macaulay complex is connected in codimension
one.

Proof. Let Δ be a Cohen–Macaulay complex of dimension d− 1. If d− 1 = 0,
the assertions are trivial. Therefore we now assume that d − 1 > 0. Let F
and G be two facets of Δ. Since Δ is connected (Lemma 8.1.7), there exists a
sequence of facets F = F0, F1, . . . , Fq−1, Fq = G such that Fi ∩ Fi+1 �= ∅. Let
yi be a vertex belonging to Fi∩Fi+1. Since Δ is Cohen–Macaulay, linkΔ({yi})
is Cohen–Macaulay (Lemma 8.1.8). By working with induction on the dimen-
sion of Δ, we may assume that linkΔ({yi}) is connected in codimension one.
Moreover there exists a sequence of facets Fi = H0, H1, · · · , Hr−1, Hr = Fi+1

of Δ, where all Hj contain yi with |Hi| = d, such that |Hj ∩ Hj+1| = d − 1.
Composing all these sequences of facets which we have between each Fi and
Fi+1 yields the desired sequence between F and G. 	


We now come to the main result of the present section.

Theorem 9.1.13. A bipartite graph G is Cohen–Macaulay if and only if G
comes from a finite poset.

Proof. The “if” part is already proved by Lemma 9.1.11. To see why the “only
if” part is true, suppose that G is Cohen–Macaulay.
Step 1: Let W ∪ W ′ be the partition of the vertex set of G. Since each of W
and W ′ is a minimal vertex cover of G, it follows from Lemma 9.1.10 that
|W | = |W ′|. Let W = {x1, . . . , xn} and W ′ = {y1, . . . , yn}.
Step 2: For each U ⊂ W we write N(U) for the set of those yj ∈ W ′ such that
{xi, yj} ∈ E(G) for some xi ∈ U . We claim |U | ≤ |N(U)|. Since (W \U)∪N(U)
is a vertex cover of G and since G is unmixed, it follows that |(W \U)∪N(U)| ≥
|W |. Thus |U | ≤ |N(U)|. Lemma 9.1.2 stated below enables us to assume that
{xi, yi} ∈ E(G) for i = 1, . . . , n.
Step 3: Let Δ be the simplicial complex on W ∪ W ′ whose Stanley–Reisner
ideal coincides with the edge ideal I(G). Since each of W and W ‘ is a facet
of Δ and since Δ is connected in codimension one, it follows that there is a
sequence of facets F0, F1, . . . , Fs of Δ with F0 = W ′ and Fs = W such that
|Fk−1 ∩ Fk| = n − 1 for k = 1, . . . , s. Let F1 = (W ′ \ {yi}) ∪ {xj}. Since
{x�, y�} ∈ E(G) for � = 1, . . . , n, one has i = j. Let, say,

F1 = (W ′ \ {yn}) ∪ {xn} = {y1, . . . , yn−1, xn}.

Since Δ is Cohen–Macaulay, it follows that linkΔ({xn}) is Cohen–Macaulay.
Now, since each of {x1, . . . , xn−1} and {y1, . . . , yn−1} is a facet of linkΔ({xn})
and since linkΔ({xn}) is connected in codimension 1, one may assume that
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{y1, . . . , yn−2, xn−1}

is a facet of linkΔ({xn}). Thus

{y1, . . . , yn−2, xn−1, xn}

is a facet of Δ.
Now, repeated applications of this argument enables us to assume that

{y1, . . . , yi, xi+1, . . . , xn}

is a facet of Δ for each i = 1, . . . .n. In particular {xi, yj} cannot be an edge
of G if j < i. In other words, if {xi, yj} is an edge of G, then i ≤ j.
Step 4: Let i < j < k. We now claim that if each of {xi, yj} and {xj , yk} is
an edge of G, then {xi, yk} is an edge of G. Suppose, on the contrary, that
{xi, yk} is not an edge of G. In other words, {xi, yk} is a face of Δ. Since Δ
is pure of dimension n − 1, there is an n-element subset F ⊂ W ∪ W ′ with
{xi, yk} ⊂ F such that no 2-element subset of F is an edge of G. Since each
of {xi, yj} and {xj , yk} is an edge of G, one has yj �∈ F and xj �∈ F .

On the other hand, since {x�, y�} is an edge of G for each 1 ≤ � ≤ n, it
follows that, for each 1 ≤ � ≤ n, one has either x� �∈ F or y� �∈ F . Hence if
F = {xi1 , . . . , xir , yj1 , . . . , yjs}, then

{i1, . . . , ir, j1, . . . , js} = [n] and {i1, . . . , ir} ∩ {j1, . . . , js} = ∅.

This implies that xj ∈ F or yj ∈ F ; a contradiction.
Step 5: Let P = {p1, . . . , pn} be a finite set and define the binary operation
≤P on P by setting pi ≤P pj if {xi, yj} ∈ E(G). It then follows from second,
third and fourth steps that ≤P defines a partial order on P . Clearly, one has
G = G(P ). Thus G comes from a poset, as desired. 	


As an immediate consequence of Theorem 9.1.13 we have

Corollary 9.1.14. Let G be a bipartite graph with vertex partition V ∪ V ′.
Then the following conditions are equivalent:

(i) G is a Cohen–Macaulay graph;
(ii) |V | = |V ′| and the vertices V = {x1, . . . , xn} and V ′ = {y1, . . . , yn} can

be labelled such that:
(α) {xi, yi} are edges for i = 1, . . . , n;
(β) if {xi, yj} is an edge, then i ≤ j;
(γ) if {xi, yj} and {xj , yk} are edges, then {xi, yk} is an edge.

Proof. By Theorem 9.1.13, the graph G is Cohen–Macaulay if and only if
G = G(P ) for some poset P = {p1, . . . , pn}.

(i) ⇒ (ii): We may assume that pi ≤ pj implies that i ≤ j. With this
labelling (ii) follows from (i).

(ii) ⇒ (i): Let P = {p1, . . . , pn} be the poset with pi ≤ pj if and only
if {xi, yj} ∈ E(G). The conditions in (ii) imply that P is indeed a poset.
Moreover, G = G(P ). 	
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Figure 9.3 shows of a bipartite graph which satisfies the conditions of
Corollary 9.1.14, and hence is Cohen–Macaulay.

Fig. 9.3. A Cohen–Macaulay bipartite graph.

Let P = {p1, . . . , pn} be a poset. For each poset ideal α of P , we set
αx = {xi: pi ∈ α} and αy = {yj : pj �∈ α}.

Corollary 9.1.15. Let P be a finite poset. Then the minimal vertex covers of
G(P ) are precisely the sets αx ∪ αy with α ∈ J (P ).

Proof. According to Lemma 9.1.4 the monomial vertex covers of G(P ) corre-
spond to the generators of I(G(P ))∨. By Lemma 9.1.9 we have H∨

P = I(G(P )).
Therefore, I(G(P ))∨ = (H∨

P )∨ = HP . Thus the assertion follows from the def-
inition of HP . 	


Corollary 9.1.16. An unmixed bipartite graph G is Cohen–Macaulay if and
only if it is shellable.

Proof. If G is Cohen–Macaulay, then we may assume by Theorem 9.1.13
that G = G(P ) for some finite poset P . Since I(G(P )) = H∨

P and since
by Theorem 9.1.8, HP has linear quotients, the assertion follows from Propo-
sition 8.2.5. 	


9.1.4 Unmixed bipartite graphs

Let G be a bipartite graph without isolated vertices and let

V (G) = {x1, . . . , xm} ∪ {y1, . . . , yn}

denote the set of vertices of G. Suppose that G is unmixed. In Step 1 and
Step 2 in the proof of Theorem 9.1.13, it is shown that m = n and that one
may assume that {xi, yi} ∈ I(G) for i = 1, . . . , n. For these two steps in the
proof we use only the fact that G is unmixed.

It follows that each minimal vertex cover of G is of the form

{xi1 , . . . , xis , yis+1 , . . . , yin}

where {i1, . . . , in} = [n].
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For a minimal vertex cover C = {xi1 , . . . , xis , yis+1 , . . . , yin} of G, we set
C = {xi1 , . . . , xis}. Let Ln denote the Boolean lattice on the set {x1, . . . , xn}
and let

LG = {C | C is a minimal vertex cover of G} ⊂ Ln.

Remark 9.1.17. Let G and G′ be unmixed bipartite graphs on {x1, . . . , xm}∪
{y1, . . . , yn}.

(i) Both ∅ and {x1, . . . , xn} belong to LG.
(ii) If G �= G′, then I(G) �= I(G′). Hence LG �= LG′ , since for different

squarefree monomial ideals the set of minimal prime ideals differs.

The first result of this subsection is

Theorem 9.1.18. Let L be a subset of Ln. Then there exists a (unique) un-
mixed bipartite graph G on {x1, . . . , xn} ∪ {y1, . . . , yn} such that L = LG if
and only if ∅ and {x1, . . . , xn} belong to L, and L is a sublattice of Ln.

Proof. Let G be an unmixed bipartite graph with L = LG. Let C =
{xi1 , . . . , xis , yis+1 , . . . , yin} and C ′ = {xj1 , . . . , xjt , yjt+1 , . . . , yjn} be minimal
vertex covers of G. Then

{yk | xk /∈ C ∩ C ′} = {yis+1 , . . . , yin} ∪ {yjt+1 , . . . , yjn},

{yk | xk /∈ C ∪ C ′} = {yis+1 , . . . , yin} ∩ {yjt+1 , . . . , yjn}.

First, we show that C∩C ′ ∈ LG, that is, C1 = (C∩C ′)∪{yk | xk /∈ C∩C ′}
is a minimal vertex cover of G. Suppose that an edge {xi, yj} of G satisfies
yj /∈ {yk | xk /∈ C ∩ C ′} = {yis+1 , . . . , yin} ∪ {yjt+1 , . . . , yjn}. Since C (resp.
C ′) is a vertex cover of G, one has xi ∈ C (resp. xi ∈ C ′). Hence xi ∈ C ∩C ′.
Thus C1 is a minimal vertex cover of G.

Second, we show that C ∪ C ′ ∈ LG, that is, C2 = (C ∪ C ′) ∪ {yk | xk /∈
C ∪ C ′} is a minimal vertex cover of G. Suppose that an edge {xi, yj} of
G satisfies xi /∈ C ∪ C ′. Since C (resp. C ′) is a vertex cover of G, one has
yj ∈ {yis+1 , . . . , yin} (resp. yj ∈ {yjt+1 , . . . , yjn}). Thus yj ∈ {yis+1 , . . . , yin}∩
{yjt+1 , . . . , yjn} = {yk | xk /∈ C ∪C ′} and hence C2 is a minimal vertex cover
of G.

Conversely, suppose that ∅ and {x1, . . . , xn} belong to L, and L is a sub-
lattice of Ln. For each element α ∈ L, let α∗ denote the set {yj | xj /∈ S}.
Let I be the ideal

⋂
α∈L(α ∪ α∗). We will show that there exists an unmixed

bipartite graph G such that I = (xiyj | {xi, yj} ∈ E(G)).
Since ∅ ∈ L and {x1, . . . , xn} ∈ L, it follows that I ⊂ (xiyj | 1 ≤ i, j ≤ n).

Suppose that a monomial v of degree ≥ 3 belongs to the minimal set of
generators of I.

If v = xixju where i �= j and u is a (squarefree) monomial, then there
exist α, β ∈ L such that xi ∈ α \β, xj ∈ β \α, u /∈ 〈α ∪ α∗〉 and u /∈ 〈β ∪ β∗〉.
Since L is a sublattice of Ln, one has α∩β ∈ L. Note that (α∩β)∗ = α∗∪β∗.
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Hence I ⊂ I1, where I1 is the ideal generated (α ∩ β) ∪ (α∗ ∪ β∗). However,
none of the variables in v appears in the set (α ∩ β) ∪ (α∗ ∪ β∗).

If v = yiyju where i �= j and u is a (squarefree) monomial, then there exist
α, β ∈ L such that yi ∈ α∗ \ β∗, yj ∈ β∗ \ α∗, u /∈ 〈α ∪ α∗〉 and u /∈ 〈β ∪ β∗〉.
Since L is a sublattice of Ln, α∪ β ∈ L. Note that (α∪ β)∗ = α∗ ∩ β∗. Hence
I ⊂ I2, where I2 is generated by (α ∪ β) ∪ (α∗ ∩ β∗). However, none of the
variables in v appears in the set (α ∪ β) ∪ (α∗ ∩ β∗).

Thus the minimal set of generators of I is a subset of {xiyj | 1 ≤ i, j ≤ n}.
Hence there exists a bipartite graph G such that I = I(G). Since the primary
decomposition of the edge ideal I(G) of G is I =

⋂
C∈M(G)(C), where M(G)

is the set of minimal vertex covers of G, one has M(G) = {α ∪ α∗ | α ∈ L}.
Thus L = LG. Since the cardinality of each α ∪ α∗ with α ∈ L is n, it follows
that G is unmixed, as desired. 	


The next theorem tells which sublattices of Ln correspond to Cohen–
Macaulay bipartite graphs. A sublattice L of Ln is called full if rankL = n.

Theorem 9.1.19. A subset L of Ln is a full sublattice of Ln if and only if
there exists a Cohen–Macaulay bipartite graph G on {x1, . . . , xn}∪{y1, . . . , yn}
with L = LG.

Proof. Let G be a Cohen–Macaulay bipartite graph on the set {x1, . . . , xn}∪
{y1, . . . , yn}. Theorem 9.1.13 guarantees the existence of a finite poset P with
G = G(P ), where |P | = n. Corollary 9.1.15 says that LG coincides with J (P ).
Thus LG is a full sublattice of Ln.

Conversely, suppose that L is a full sublattice of Ln. One has L = J (P )
for a unique poset P with |P | = n (Theorem 9.1.7). Let G = G(P ). Then G
is a Cohen–Macaulay bipartite graph. Corollary 9.1.15 says that LG coincides
with J (P ). Thus LG = L, as required. 	


9.1.5 Sequentially Cohen–Macaulay bipartite graphs

The main purpose of this subsection is to show the following extension of
Corollary 9.1.16.

Theorem 9.1.20. A bipartite graph is sequentially Cohen–Macaulay if and
only if it is shellable.

For a vertex v of a graph G, let NG(v) denote the set of vertices w of G
such that {v, w} ∈ E(G). The number deg v = |NG(v)| is called the degree
of v.

For the proof of the theorem we need the following two lemmata.

Lemma 9.1.21. Let G be a bipartite graph with bipartition {x1, . . . , xm} and
{y1, . . . , yn}. If G is sequentially Cohen–Macaulay, then there exists a vertex
v ∈ V (G) with deg v = 1.
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Proof. We may assume that m ≤ n, and that G has no isolated vertices.
Let IG = I(G)∨ be the vertex cover ideal of G, and let L = (IG)[n] be the
squarefree part of the nth component of IG. Since G is sequentially Cohen–
Macaulay, it follows from Theorem 8.2.20 that IG is componentwise linear.
Hence Theorem 8.2.17 says that L has a linear resolution.

Let g1, . . . , gq be a minimal monomial set of generators of L. We may as-
sume that g1 = y1 · · · yn and g2 = x1 · · ·xmy1 · · · yn−m. Then x1 · · ·xmg1 −
y1 · · · ymg2 = 0 is a relation of g1 and g2. Since L has linear relations, the previ-
ous relation is a linear combination of linear relations. Therefore there exists xi

and gk such that xig1−vgk = 0, where v is a variable. It follows that v = yj for
some j and gk = xiy1 · · · yj−1yj+1 · · · yn. Since {xi, y1, . . . , yj−1, yj+1, . . . , yn}
is vertex cover of G, it follows that {xk, yj} cannot be an edge of G for k �= i.
Thus deg yj = 1, as desired. 	


For the next lemma and its proof we introduce the following notation: let
G be a graph and U ⊂ V (G) a subset of the vertex set of G. Then we write
G \ U for the induced subgraph of G on V (G) \ U .

Lemma 9.1.22. Let x be a vertex of G, and let G′ = G \ ({x} ∪ NG(x)). If
G is sequentially Cohen–Macaulay, then G′ is sequentially Cohen–Macaulay.

Proof. Let Δ be the simplicial complex of independent sets of G and Δ′ the
simplicial complex of independent sets of G′. We first show that

Δ′ = linkΔ{x}. (9.2)

Let F ∈ linkΔ{x}. Then x �∈ F and F∪{x} ∈ Δ. Hence (F∪{x})∩NG(x) = ∅.
Thus F ⊂ V (G′). Hence F ∈ Δ′, since F is an independent set of G′.

Conversely, if F ∈ Δ′, then F is an independent set of G′. Since F ∩
NG(x) = ∅, it follows that F ∪ {x} is an independent set of G.

Now let F1, . . . , Fs be the facets of Δ. We may assume that the F1, . . . , Fr

are precisely those facets which contain x. It then follows from (9.2) that
F ′

1 = F1 \ {x}, . . . , F ′
r = Fr \ {x} are the facets of Δ′.

Next observe that

Δ′(i) = linkΔ(i+1){x} (9.3)

for all i ≤ d, where d = dimΔ′.
In fact, if F ′

i is a face of Δ′ with dimF ′
i = d, then F ′

i ∪ {x} ∈ Δ(d + 1).
Therefore {x} ∈ Δ(i + 1) for all i ≤ d + 1. Suppose now F is a facet of Δ′(i).
Then dim F = i and F ⊂ Fj ∪ {x}. That is, F ∪ {x} ⊂ Fj . It follows that
F ∪ {x} is a facet of Δ(i + 1), and hence F ∈ linkΔ(i+1){x}. Conversely, let
F ∈ linkΔ(i+1){x} be a facet. Then dim F = i and F ∪ {x} ∈ Δ. Therefore,
F ∪ {x} ⊂ Fj for some j. In other words, F ⊂ Fj \ {x}. This implies that F
is a facet of Δ′.

The definition of sequentially Cohen–Macaulay says that Δ(i) is Cohen–
Macaulay for all i. By (9.3) and Corollary 8.1.8, it follows that Δ′(i) is Cohen–
Macaulay for all i. Hence Δ′ is sequentially Cohen–Macaulay for all i. 	
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Proof (Proof of Theorem 9.1.20). If G is shellable, then G is sequentially
Cohen–Macaulay (Corollary 8.2.19). Conversely, we prove by induction on
the number of vertices of G that G is shellable, if G is sequentially Cohen–
Macaulay. By Lemma 9.1.21 there exists a vertex x of G with deg x = 1.
Let y be the vertex adjacent to x. Applying Lemma 9.1.22 we see that G1 =
G\({x}∪NG(x) and G2 = G\({y}∪NG(y)) are sequentially Cohen–Macaulay.
By our induction hypothesis we assume that G1 and G2 are shellable.

Let F ′
1, . . . , F

′
r be a shelling of Δ1 = Δ(Ḡ1) and H ′

1, . . . , H
′
s be a shelling

of Δ2 = Δ(Ḡ2). By Lemma 9.1.21, F ′
1 ∪ {x}, . . . , F ′

r ∪ {x} are the facets of
Δ = Δ(Ḡ) which contain x, and H ′

1 ∪ {x}, . . . , H ′
r ∪ {x} are the facets of

Δ which contain y. Since an independent set of G cannot contain both x
and y, these two sets of facets are disjoint. On the other hand, each maximal
independent set contains either x or y, since deg x = 1. Thus

F ′
1 ∪ {x}, . . . , F ′

r ∪ {x}, H ′
1 ∪ {x}, . . . , H ′

r ∪ {x}

is precisely the set of facets of Δ.
We now show that this is a shelling of Δ. In fact, let F = F ′

i ∪ {x} and
H = Hj ∪ {y}. Since H ′

j ∪ {x} is an independent set of G, there exists a facet
of Δ containing it. This facet must be of the type F ′ = F ′

� ∪{x} for some �. It
follows that F \ F ′ = {y} and that F ′ comes before H in the shelling order.

The remaining cases to be considered follow directly from the above
shellings of Δ1 and Δ2. 	


9.2 Dirac’s theorem on chordal graphs

We discuss the algebraic aspects of Dirac’s theorem by using Alexander du-
ality.

9.2.1 Edge ideals with linear resolution

We say that a finite graph G on [n] is decomposable if there exist proper
subsets P and Q of [n] with P ∪Q = [n] such that P ∩Q is a clique of G and
that {i, j} �∈ E(G) for all i ∈ P \ Q and for all j ∈ Q \ P .

Lemma 9.2.1. Every chordal graph which is not complete is decomposable.

Proof. Let G be a chordal graph on [n] which is not complete. Let a and b be
vertices of G with {a, b} �∈ E(G).

A subset A ⊂ [n] is called a separator of G if there exist subsets P and
Q of [n] with P ∪ Q = [n] and P ∩ Q = A and that {i, j} �∈ E(G) for all
i ∈ P \ Q and for all j ∈ Q \ P . Clearly [n] \ {a, b} is a separator of G. Let
B ⊂ [n] \ {a, b} be a minimal separator (with respect to inclusion) of G.

What we must prove is that B is a clique of G. Let |B| > 1 and x, y ∈ B
with x �= y. Let P and Q be subset of [n] with P ∪ Q = [n] and P ∩ Q = B
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and that {i, j} �∈ E(G) for all i ∈ P \ Q and for all j ∈ Q \ P . Let C1, . . . , Cs

be the connected components of the induced subgraph of G on P \ B and
D1, . . . , Dt the connected components of the induced subgraph of G on Q\B.

We claim that there is a vertex x0 of C1 such that {x0, x} ∈ E(G). To
see why this is true, suppose that {z, x} �∈ E(G) for all vertices z of C1. Let
V denote the set of vertices of C1 and B′ = B \ {x}. Let P0 = V ∪ B′ and
Q0 = [n] \ V . Then P0 ∪ Q0 = [n] and P0 ∩ Q0 = B′. Since {z, x} �∈ E(G)
for all z ∈ V , it follows that {i, j} �∈ E(G) for all i ∈ P0 \ Q0 and for all
j ∈ Q0 \ P0. Hence B′ is a separator of G, which contradicts the minimality
of B. Consequently, there is a vertex x0 of C1 such that {x0, x} ∈ E(G).
Similarly, there is a vertex y0 of C1 such that {y0, y} ∈ E(G). In addition,
there is a vertex x1 of D1 such that {x1, x} ∈ E(G), and there is a vertex y1

of D1 such that {y1, y} ∈ E(G).
Now, let W1 be a walk of minimal length between x and y whose vertices

belong to V ∪{x, y} and W2 a walk of minimal length between x and y whose
vertices belong to V ′ ∪ {x, y}, where V ′ is the set of vertices of D1. Then
combining W1 and W2 yields a cycle C of G of length > 3. The minimality
of W1 and W2 together with the fact that {i, j} �∈ E(G) for all i ∈ V and
j ∈ V ′ guarantees that, except for {x, y}, the cycle C has no chord. Since G
is chordal, the edge {x, y} must belong to G.

Hence {x, y} ∈ E(G) for all x and y of B with x �= y. Thus B is a clique
of G, as desired. 	


Corollary 9.2.2. Let G be a chordal graph on [n] and Δ(G) its clique com-
plex. Then H̃i(Δ(G); K) = 0 for all i �= 0.

Proof. We work with induction on the number of vertices on G. If G is a
complete graph, then Δ(G) is the simplex on [n]. Thus H̃i(Δ(G); K) = 0 for
all i, see Example 5.1.9. Suppose that G is not complete. Lemma 9.2.1 says
that G is decomposable. Let P and Q be proper subsets of [n] with P ∪Q = [n]
such that P ∩Q is a clique of G and that {i, j} �∈ E(G) for all i ∈ P \Q and for
all j ∈ Q\P . Let Δ = Δ(G), Δ1 = Δ(GP ), Δ2 = Δ(GQ) and Γ = Δ(GP∩Q).
Then Δ = Δ1∪Δ2 and Γ = Δ1∩Δ2. Since each of GP and GQ is chordal and
since each of P and Q is a proper subset of [n], it follows from the induction
hypothesis that H̃i(Δ1; K) = 0 for all i �= 0 and H̃i(Δ2; K) = 0 for all i �= 0.
In addition, since P ∩ Q is a clique of G, Γ is a simplex. Thus H̃i(Γ ; K) = 0
for all i �= 0.

Now, the reduced Mayer–Vietoris exact sequence of Δ1 and Δ2 (Proposi-
tion 5.1.8) is given by

· · · −→ H̃k(Γ ; K) −→ H̃k(Δ1; K) ⊕ H̃k(Δ2; K) −→ H̃k(Δ; K)
−→ H̃k−1(Γ ; K) −→ H̃k−1(Δ1; K) ⊕ H̃k(Δ2; K) −→ H̃k−1(Δ; K)
−→ · · · .

Hence H̃i(Δ; K) = 0 for all i �= 0, as required. 	
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Theorem 9.2.3 (Fröberg). The edge ideal I(G) of a finite graph G has a
linear resolution if and only if the complementary graph G of G is chordal.

Proof. Since I(G) = IΔ(G), what we must prove is that the Stanley–Reisner
ideal of the clique complex Δ(G) of G has a linear resolution if and only if G
is chordal.

Hochster’s formula (Theorem 8.1.1) says that IΔ(G) has a 2-linear resolu-
tion if and only if, for any subset W ⊂ [n], one has H̃i(Δ(G)W ; K) = 0 unless
i = 0.

Suppose that G is not chordal. Then there is a cycle of G of length q > 3
with no chord. Let W be the set of vertices of C. Then Δ(G)W coincides with
C and dimK H̃1(C; K) �= 0, see Example 5.1.9. Thus IΔ(G) cannot have a
2-linear resolution.

On the other hand, suppose that G is chordal. Let W be a subset of [n].
Then Δ(G)W is the clique complex of the induced subgraph GW of G on W .
It is clear that every induced subgraph of a chordal graph is again chordal. In
particular GW is chordal. Thus by Corollary 9.2.2, one has H̃i(Δ(G)W ; K) = 0
for all i �= 0. Thus IΔ(G) has a 2-linear resolution. 	


9.2.2 The Hilbert–Burch theorem for monomial ideals

Let I ⊂ S be a monomial ideal with G(I) = {u1, . . . , us}, where s ≥ 2. We
introduce the

(
s
2

)
× s matrix

AI = (a(i,j)
k )1≤i<j≤s,1≤k≤s

whose entries a
(i,j)
k ∈ S are

a
(i,j)
i = uj/ gcd(ui, uj), a

(i,j)
j = −ui/ gcd(ui, uj), and a

(i,j)
k = 0 if k �∈ {i, j}

for all 1 ≤ i < j ≤ s and for all 1 ≤ k ≤ s.
If the monomials u1, . . . , us have the greatest common divisor w �= 1,

then one has AI = AI′ , where I ′ is the monomial ideal with G(I ′) =
{u1/w, . . . , us/w}.

For an arbitrary matrix C we denote by C(j) the matrix which is obtained
from C by omitting the jth column. With this notation introduced one has

Lemma 9.2.4 (Hilbert–Burch). Let I ⊂ S be a monomial ideal with
G(I) = {u1, . . . , us}, where s ≥ 2, and suppose that the monomials u1, . . . , us

have no common factor. Then the following conditions are equivalent:

(a) proj dim I = 1
(b) The matrix AI contains an (s − 1) × s submatrix A�

I with the property
that, after relabelling the rows of A�

I if necessary, one has

(−1)j det(A�
I(j)) = uj for all j.
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Moreover, when one has such an (s − 1) × s submatrix A�
I , a minimal

graded free resolution of I is

0−→
s−1⊕

j=1

S(−bj)
A�

I−→
s⊕

j=1

S(−deg uj)−→I−→0,

where bj = deg(uμuν/ gcd(uμ, uν)) if the jth row of A�
I is the (μ, ν)th row of

AI .

Proof. (a) ⇒ (b): We first observe that the matrix AI describes the map
T2 → T1 of the Taylor complex for the sequence u1, . . . , us (Theorem 7.1.1).
Therefore the first syzygy module G ⊂ T1 =

⊕s
j=1 Sej of S/I in the Tay-

lor complex is generated by the elements a
(i,j)
i ei + a

(i,j)
j ej . By using that

proj dim I = 1 and counting ranks, we see that G is free of rank s− 1. In par-
ticular, G is minimally generated by s−1 homogeneous elements. The graded
version of Nakayama’s lemma implies that we can choose a minimal set of
generators of G among the Taylor relations. In other words, we can choose
s − 1 of the relations a

(i,j)
i ei + a

(i,j)
j ej which form a basis of the free module

G. The submatrix of AI whose rows correspond to these elements will be the
desired matrix A�

I . Set F = T1 and let α : G → F be the linear map defined
by A�

I . Then we obtain the exact sequence

0 −−−−→ G
α−−−−→ F

ϕ−−−−→ S −−−−→ S/I −−−−→ 0, (9.4)

where ϕ(ei) = ui for i = 1, . . . , s.
By the Hilbert–Burch theorem as presented in [BH98, Theorem 1.4.17] it

follows that

0 −−−−→ G
α−−−−→ F

ψ−−−−→ S −−−−→ S/I −−−−→ 0 (9.5)

is exact, where ψ(ei) = (−1)i det(A�
I(i)) for i = 1, . . . , s.

The condition that the monomials u1, . . . , us have no common factor im-
plies that height I ≥ 2, so that dimS/I ≤ n − 2. Since proj dimS/I = 2, the
Auslander–Buchsbaum formula (see Corollary A.4.3) shows that depthS/I =
n − 2. Since one always has that depthS/I ≤ dimS/I, it follows that
depth S/I = dim S/I. In other words, S/I is Cohen–Macaulay of dimension
n − 2.

Since S is Cohen–Macaulay, one has grade I = height I = 2 ([BH98, Corol-
lary 2.1.4]). Therefore, Exti

S(S/I, S) = 0 for i < 2. This implies that the S-
duals of the exact sequences (9.4) and (9.5) are acyclic. That is, one has exact
sequences

0 −−−−→ S
ϕ∗

−−−−→ F ∗ α∗
−−−−→ G∗

and

0 −−−−→ S
ψ∗

−−−−→ F ∗ α∗
−−−−→ G∗
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We conclude that Imϕ∗ = Im ψ∗. Since both these modules are cyclic their
generators differ only by a unit of S, that is, by an element c ∈ K \{0}. Hence

cui = (−1)i det(A�
I(i)) for i = 1, . . . , s.

Since the entries of A�
I are all of the form ±u with u ∈ Mon(S), we conclude

that c is an integer. Suppose that c �= ±1. Then there exists a prime number
p which divides c. The ideal I is defined over any field and our considerations
so far did not depend on the base field K. Thus we may as well assume that
K = Z/(p). This leads to a contradiction, since then the ideal is generated by
the maximal minors of A�

I is the zero ideal and is not I, as it should be. Thus
c = ±1. If c = −1, then we exchange two rows of A�

I .
(b) ⇒ (a): Since the generators of I have no common factor, condition (b)

implies that the ideal of maximal minors of A�
I has grade ≥ 2. Then a direct

application of [BH98, Theorem 1.4.7] yields the desired conclusion. 	


Any submatrix of AI as in Lemma 9.2.4(b) is called a Hilbert–Burch
matrix of I. After fixing the order of the generators of I, we consider two
Hilbert–Burch matrices to be equal if they coincide up to permutation of rows.

In general, there is not a unique Hilbert–Burch matrix.

Example 9.2.5. Let n = 6 and I = (x4x5x6, x1x5x6, x1x2x6, x1x2x5). Thus
the 6 × 4 matrix AI is

⎡

⎢⎢⎢⎢⎢⎢⎣

x1 −x4 0 0
x1x2 0 −x4x5 0

0 x2 −x5 0
x1x2 0 0 −x4x6

0 x2 0 −x6

0 0 x5 −x6

⎤

⎥⎥⎥⎥⎥⎥⎦
.

By using Lemma 9.2.4 one has proj dim I = 1. In fact, I has three Hilbert–
Burch matrices

⎡

⎣
x1 −x4 0 0
0 x2 −x5 0
0 x2 0 −x6

⎤

⎦ ,

⎡

⎣
x1 −x4 0 0
0 x2 −x5 0
0 0 x5 −x6

⎤

⎦ and

⎡

⎣
x1 −x4 0 0
0 x2 0 −x6

0 0 x5 −x6

⎤

⎦ .

Thus, for example,

0 −−−−→ S(−4)3

2

6

6

4

x1 −x4 0 0
0 x2 −x5 0
0 0 x5 −x6

3

7

7

5

−−−−−−−−−−−−−−−→ S(−3)4 −−−−→ I −−−−→ 0

is a minimal graded free resolution of I.
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9.2.3 Chordal graphs and quasi-forests

Let G be a finite graph on [n]. A perfect elimination ordering of G is
an ordering in, . . . , i2, i1 of the vertices 1, 2, . . . , n of G such that, for each
1 < j ≤ n, Cij = {ik ∈ [n] : 1 ≤ k < j, {ik, ij} ∈ E(G)} is a clique of G. In
1961 G. A. Dirac proved that a finite graph G is chordal if and only if G has
a perfect elimination ordering.

Let Δ be a simplicial complex. A facet F ∈ F(Δ) is said to be a leaf of
Δ if (either F is the only facet of Δ, or) there exists a facet G ∈ F(Δ) with
G �= F , called a branch F , such that H ∩ F ⊂ G ∩ F for all H ∈ F(Δ) with
H �= F . Observe for a leaf F and a branch G of F , the subcomplex Δ′ with
F(Δ′) = F(Δ) \ {F} coincides with the restriction Δ[n]\(F\(G∩F )). A vertex i
of Δ is called a free vertex of Δ if i belongs to exactly one face. Note that
every leaf has at least one free vertex.

The following example displayed in Figure 9.4 shows that a facet with a
free vertex need not be a leaf.

Fig. 9.4. A nonleaf with a free vertex.

A quasi-forest is a simplicial complex such that there exists a labelling
F1, . . . , Fq of the facets of Δ, called a leaf order , such that for each 1 < i ≤ m
the facet Fi is a leaf of the subcomplex 〈F1, . . . Fi〉. A quasi-tree is a quasi-
forest which is connected.

Lemma 9.2.6. A finite graph G has a perfect elimination ordering if and only
if the clique complex Δ(G) of G is a quasi-forest.

Proof. “Only if”: Let G be a graph on [n] and suppose (for simplicity) that
the ordering n, n − 1, . . . , 1 is a perfect elimination ordering. Thus, for each
1 < j ≤ n, Fj = {k ∈ [n] : 1 ≤ k < j, {k, j} ∈ E(G)} ∪ {j} belongs to Δ(G).
Let F ∈ Δ(G) and j the largest integer for which j ∈ F . Since F is a clique
of G, one has {k, j} ∈ E(G) for all k ∈ F with k �= j. Hence F ⊂ Fj . In
particular, Δ(G) = 〈F1, . . . , Fn〉. Let 1 < i ≤ n and j the largest integer < i
for which j ∈ Fi. Then Fk ∩ Fi ⊂ Fj ∩ Fi for all k < i. In fact, if a ∈ Fk ∩ Fi

with a �= j, then a ≤ k < i with a ∈ Fi. Thus a < j and {a, j} ∈ E(G). Hence
a ∈ Fj .

We will show, in general, that if a simplicial complex Δ can be obtained
from faces F1, . . . , Fm such that, for each i, there is j < i with Fk∩Fi ⊂ Fj∩Fi

for all k < i, then Δ is a quasi-forest. Our proof will be done by working
with induction on m. Hence we may assume that the simplicial complex Γ
obtained from F1, . . . , Fm−1 is a quasi-forest with Γ �= Δ. Thus there is a
leaf order G1, . . . , Gr of the quasi-forest Γ , where F(Γ ) = {G1, . . . , Gr} ⊂



9.2 Dirac’s theorem on chordal graphs 173

{F1, . . . , Fm−1}. Now, there is j0 < m such that Fk∩Fm ⊂ Fj0∩Fm for all k <
m. It then follows that each vertex belonging to Fm \Fj0 is a free vertex. Let
Fj0 ⊂ Gs. If it happens that Gs ⊂ Fm, then G1, . . . , Gs−1, Fm, Gs+1, . . . , Gr

is a leaf order of Δ. Because, since each vertex Fm \ Gs is a free vertex,
one has Gs ∩ Gi = Fm ∩ Gi for all i. On the other hand, if Gs �⊂ Fm, then
Gk ∩ Fm ⊂ Fj0 ∩ Fm = Gs ∩ Fm for all k ≤ r. Thus Fm is a leaf of Δ and
G1, . . . , Gr, Fm is a leaf order of Δ.

“If”: Suppose that Δ(G) is a quasi-forest with a leaf order F1, . . . , Fq. We
may suppose that n is a free vertex of Fq. Let F ′

q = Fq \ {n}. If Fq has more
than one free vertex, then F1, . . . , Fq−1, F

′
q is a leaf order of Δ(G′) where G′

is the induced subgraph of G on [n − 1]. Thus Δ(G′) is again a quasi-forest.
By using induction, we may assume that, say, n − 1, n − 2, . . . , 1 is a perfect
elimination ordering of Δ(G′). Then n, n − 1, . . . , 1 is a perfect elimination
ordering of Δ(G). On the other hand, if n is the only free vertex of Fq, then
F1, F2, . . . , Fq−1 is a leaf order of Δ(G′), and as before we see that Δ(G) has
a perfect elimination ordering. 	


Lemma 9.2.7. A quasi-forest is a flag complex.

Proof. Let Δ be a quasi-forest on [n] and F1, . . . , Fq its leaf order. We work
with induction on q. Let q > 1. Since Δ′ = 〈F1, . . . , Fq−1〉 is a quasi-forest, it
follows that Δ′ is a flag complex. Let Fi with i < q be a branch of Fq. Thus
Δ′ = Δ[n]\(Fq\(Fq∩Fi)).

Suppose there exists a minimal nonface H of Δ having at least three
elements of [n]. Since Δ′ is flag, H �∈ Δ′, and therefore there exists b ∈ Fq

with b ∈ H, and since H is a nonface, there exists a ∈ H with a �∈ Fq.
Since |H| > 2, one has {a, b} ∈ Δ. Thus there is Fj with j �= q such that

{a, b} ∈ Fj . Hence b ∈ Fj ∩ Fq. Thus b ∈ Fi. Hence H ∩ (Fq \ (Fq ∩ Fi)) = ∅.
This shows that H is a minimal nonface of Δ′, a contradiction. 	


Lemma 9.2.8. Let G be a finite graph on [n] and Γ a simplicial complex on
[n] such that G is the 1-skeleton of Γ . Then Γ = Δ(G) if and only if Γ is a
flag complex.

Proof. Let
(
[n]
2

)
denote the set of 2-element subsets of [n] and N (Γ ) the set

of minimal nonfaces of Γ . If F is a face of Γ , then F is a clique of G. Thus
Γ ⊂ Δ(G). Moreover, since N (Γ )∩

(
[n]
2

)
= E(Ḡ) and since N (Δ(G)) = E(Ḡ),

it follows that Γ = Δ(G) if and only if N (Γ ) ⊂
(
[n]
2

)
, i.e. Γ is a flag complex.

	


Corollary 9.2.9. A finite graph G has a perfect elimination ordering if and
only if G is the 1-skeleton of a quasi-forest.

Proof. Since G is the 1-skeleton of Δ(G), it follows that G is the 1-skeleton
of a quasi-forest if Δ(G) is a quasi-forest. Conversely, if G is the 1-skeleton of
a quasi-forest Γ , then by Lemma 9.2.7 and Lemma 9.2.8 one has Γ = Δ(G).
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Hence Δ(G) is a quasi-forest. Consequently, G is the 1-skeleton of a quasi-
forest if and only if Δ(G) is a quasi-forest. Thus Lemma 9.2.6 guarantees that
G has a perfect elimination ordering if and only if G is the 1-skeleton of a
quasi-forest, as required. 	


Given a simplicial complex Δ on [n] with F(Δ) = {F1, . . . , Fq}, we intro-
duce the

(
q
2

)
× q matrix

MΔ = (a(i,j)
k )1≤i<j≤q,1≤k≤q

whose entries a
(i,j)
k ∈ S = K[x1, . . . , xn] are

a
(i,j)
i = xFi\Fj

, a
(i,j)
j = −xFj\Fi

, and a
(i,j)
k = 0 if k �∈ {i, j}

for all 1 ≤ i < j ≤ q and for all 1 ≤ k ≤ q.
Given a simplicial complex Δ on [n], we introduced in Chapter 1 the

simplicial complex Δ̄ = 〈[n]\F : F ∈ F(Δ)〉 on [n]. Let I(Δ̄) denote the facet
ideal of Δ̄. Let AI(Δ̄) denote the

(
q
2

)
× q matrix associated with the monomial

ideal I(Δ̄); see Subsection 9.2.2. One has MΔ = AI(Δ̄), because

Fi \ Fj = ([n] \ Fj) \ ([n] \ (Fi ∪ Fj)) = ([n] \ Fj) \ (([n] \ Fi) ∩ ([n] \ Fj)).

The quasi-forest can be characterized in terms of the matrix MΔ. In fact,

Lemma 9.2.10. A simplicial complex Δ = 〈F1, . . . , Fq〉 on [n] is a quasi-
forest if and only if the matrix MΔ contains a Hilbert–Burch matrix for the
ideal (x[n]/xF1 , . . . , x[n]/xFq ).

Proof. “Only if”: Let Δ be a quasi-forest on [n] and fix a leaf order F1, . . . , Fq

of the facets of Δ. Let q > 1. Let Fk with k �= q be a branch of Fq and
Δ′ the simplicial complex on [n] \ (Fq \ Fk) with F(Δ′) = F(Δ) \ {Fq}.
Since Δ′ is a quasi-forest, it follows that MΔ contains a (q − 2) × q sub-
matrix M ′, where none of the (i, q)th rows, 1 ≤ i < q, of MΔ belongs
to M ′, with the property that, for each 1 ≤ j < q, if M ′(j, q) is the
(q − 2) × (q − 2) submatrix of M ′ obtained by removing the jth and qth
columns from M ′, then | det(M ′(j, q))| = x[n]\(Fq\Fk)/xFj . Let M �

Δ denote
the (q − 1) × q submatrix of MΔ obtained by adding the (k, q)th row of MΔ

to M ′. Since a
(k,q)
q = −xFq\Fk

, one has | det(M �
Δ(j))| = x[n]/xFj for each

1 ≤ j < q. Moreover, since | det(M �
Δ(q))| = xFk\Fq

det(M ′(k, q) and since
| det(M ′(k, q))| = x[n]\(Fq\Fk)/xFk

, one has | det(M �
Δ(q))| = x[n]/xFq .

“If”: Suppose that the matrix MΔ contains a (q − 1) × q submatrix M �
Δ

with the property that, for each 1 ≤ j ≤ q, if M �
Δ(j) is the (q − 1) × (q −

1) submatrix of M �
Δ obtained by removing the jth column from M �

Δ, then
| det(M �

Δ(j))| = x[n]/xFj . Let Ω denote the finite graph on [n] whose edges
are those {i, j} with 1 ≤ i < j ≤ n such that the (i, j)th row of MΔ belongs
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to M �
Δ. We claim that Ω contains no cycle. To see why this is true, if C is a

cycle of Ω with {i0, j0} ∈ E(G), then in the matrix M �
Δ(j0) the (i, j)th rows

with {i, j} ∈ E(C) are linearly dependent. Thus det(M �
Δ(j0)) = 0, which is

impossible. Hence Ω contains no cycle. Since the number of edges of Ω is q−1,
it follows that Ω is a tree, i.e. a connected graph without cycle. Since Ω has
an end vertex, i.e. a vertex which joins with exactly one vertex, it follows that
there is a column of M �

Δ which contains exactly one nonzero entry. Suppose,
say, that the qth column contains exactly one nonzero entry and (k, q)th row
of MΔ appears in M �

Δ. Then, for each 1 ≤ j < q, the monomial xFq\Fk

divides det(M �
Δ(j)). Hence Fq \ Fk ⊂ [n] \ Fj . Thus (Fq \ Fk) ∩ Fj = ∅ for

all 1 ≤ j < q. In other words, Fj ∩ Fq ⊂ Fk ∩ Fq for all 1 ≤ j < q. Hence
Fq is a leaf of Δ and Fk is a branch of Fq. Let Δ′ be the simplicial complex
on [n] \ (Fq \ Fk) with F(Δ′) = F(Δ) \ {Fq}. and M �

Δ′ the (q − 2) × (q − 1)
submatrix of MΔ′ which is obtained by removing the (k, q)th row and qth
column from M �

Δ. Since Δ′ is a simplicial complex on [n] \ (Fq \ Fk) and
since xFq\Fk

x[n]\(Fq\Fk)/xFj = x[n]/xFj for each 1 ≤ j < q, by working with
induction on q, it follows that Δ′ is a quasi-forest. Hence Δ is a quasi-forest,
as desired. 	


The tree Ω which appears in the proof of “If” part of Lemma 9.2.10 is
called a relation tree of a quasi-forest Δ. A relation tree of a quasi-forest
is, in general, not unique. The inductive technique done in the “Only if” part
suggests the way how to find all relation trees of a quasi-forest.

In Example 9.2.5 one has I = I(Δ̄), where Δ is the quasi-forest with the
facets F1 = {1, 2, 3}, F2 = {2, 3, 4}, F3 = {3, 4, 5} and F4 = {3, 4, 6}. Each of
the three 3 × 4 submatrices of AI is a relation tree of Δ.

Since MΔ = AI(Δ̄), by using Lemma 9.2.10 together with Lemma 9.2.4,
we now establish our crucial

Corollary 9.2.11. Let Δ be a simplicial complex on [n] and I(Δ̄) the facet
ideal of Δ̄. Then Δ is a quasi-forest if and only if proj dim I(Δ̄) = 1.

9.2.4 Dirac’s theorem on chordal graphs

It turns out that, by using Alexander duality, the algebraic mechanism behind
Dirac’s theorem is quite rich.

Theorem 9.2.12. Given a finite graph G on [n] with E(G) �=
(
[n]
2

)
, the fol-

lowing conditions are equivalent:

(i) G is chordal;
(ii) IΔ(G) has a linear resolution;
(iii) reg IΔ(G) = 2;
(iv) proj dim IΔ(G)∨ = 1;
(v) Δ(G) is a quasi-forest;
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(vi) G is the 1-skeleton of a quasi-forest;
(vii) G has a perfect elimination ordering.

Proof. First, Theorem 9.2.3 says that G is chordal if and only if IΔ(G) has a
linear resolution. Second, the ideal IΔ(G) = I(Ḡ) is generated by quadratic
monomials since Δ(G) is flag. Thus IΔ(G) has a linear resolution if and only
if reg IΔ(G) = 2. Moreover, since reg IΔ(G) = proj dim IΔ(G)∨ +1 (Proposition
8.1.10), one has reg IΔ(G) = 2 if and only if proj dim IΔ(G)∨ = 1. In addition,
since IΔ(G)∨ = I( ¯Δ(G)) (Lemma 1.5.3), Corollary 9.2.11 guarantees that
proj dim IΔ(G)∨ = 1 if and only if Δ(G) is a quasi-forest. On the other hand, as
was shown in the proof of Corollary 9.2.9, the clique complex Δ(G) is a quasi-
forest if and only if G is the 1-skeleton of a quasi-forest. Finally, Corollary
9.2.9 says that G is the 1-skeleton of a quasi-forest if and only if G has a
perfect elimination ordering. 	


9.3 Edge ideals of chordal graphs

In this section we classify all Cohen–Macaulay chordal graphs and in addition
show that all chordal graphs are shellable.

9.3.1 Cohen–Macaulay chordal graphs

Let Δ be a simplicial complex.

Theorem 9.3.1. Let K be a field, and let G be a chordal graph on the vertex
set [n]. Let F1, . . . , Fm be the facets of Δ(G) which admit a free vertex. Then
the following conditions are equivalent:

(i) G is Cohen–Macaulay;
(ii) G is Cohen–Macaulay over K;
(iii) G is unmixed;
(iv) [n] is the disjoint union of F1, . . . , Fm.

For the proof of our main theorem we need the following algebraic fact:

Lemma 9.3.2. Let R be a Noetherian ring, S = R[x1, . . . , xn] the polynomial
ring over R, k an integer with 0 ≤ k < n, and J the ideal

(I1x1, . . . , Ikxk, {xixj}1≤i<j≤n) ⊂ S,

where I1, . . . , Ik are ideals in R. Then the element x =
∑n

i=1 xi is a nonzero
divisor on S/J .
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Proof. For a subset T ⊂ [n] we let LT be the ideal generated by all monomials
xixj with i, j ∈ T and i < j, and we set IT =

∑
j∈T Ij and XT = ({xj}j∈T ).

One has
LT =

⋂

�∈T

XT\{�}.

Hence we get

J = (I1x1, . . . , Ikxk, L[n]) =
⋂

T⊂[k]

(IT , X[k]\T , L[n])

=
⋂

T⊂[k]

(IT , X[k]\T , L[n]\([k]\T ))

=
⋂

T⊂[k]
�∈[n]\([k]\T )

(IT , X[k]\T , X([n]\([k]\T ))\{�})

=
⋂

T⊂[k]
�∈[n]\([k]\T )

(IT , X[n]\{�}).

Thus in order to prove that x is a nonzero divisor modulo J it suffices
to show that x is a nonzero divisor modulo each of the ideals (IT , X[n]\{�}).
To see this, we first pass to the residue class ring modulo IT , and hence if
we replace R by R/IT it remains to be shown that x is a nonzero divisor on
R[x1, . . . , xn]/(x1, . . . , x�−1, x�+1, . . . xn). But this is obviously the case. 	


Proof (of Theorem 9.3.1). (i)⇒ (ii) is trivial.
(ii)⇒ (iii) follows from Lemma 9.1.10.
(iii)⇒ (iv): Let G be a unmixed chordal graph on [n]. Let F1, . . . , Fm be

those facets of Δ(G) which have a free vertex. Fix a free vertex vi of Fi and set
W = {v1, . . . , vm}. Suppose that B = [n] \ (

⋃m
i=1 Fi) �= ∅, and write G|B for

the induced subgraph of G on B. If X ⊂ B is a minimal vertex cover of G|B,
then X∪((

⋃m
i=1 Fi)\W ) is a minimal vertex cover of G, because {vi, b} �∈ E(G)

for all 1 ≤ i ≤ m and for all b ∈ B. In particular G|B is unmixed. Since the
induced subgraph G|B is again chordal, by working with induction on the
number of vertices, it follows that if H1, . . . , Hs are the facets of Δ(G|B) with
free vertices, then B is the disjoint union B =

⋃s
j=1 Hj . Let v′

j be a free vertex
of Hj and set W ′ = {v′

1, . . . , v
′
s}. Since ((

⋃m
i=1 Fi)\W )∪(B \W ′) is a minimal

vertex cover of G and since G is unmixed, every minimal vertex cover of G
consists of n − (m + s) vertices.

We claim that Fi ∩ Fj = ∅ for i �= j. In fact, if, say, F1 ∩ F2 �= ∅ and
if w ∈ [n] satisfies w ∈ Fi for all 1 ≤ i ≤ �, where � ≥ 2, and w �∈ Fi for
all � < i ≤ m, then Z = (

⋃m
i=1 Fi) \ {w, v�+1, . . . , vm} is a minimal vertex

cover of the induced subgraph G′ = G|[n]\B on [n] \ B. Let Y be a minimal
vertex cover of G with Z ⊂ Y . Since Y ∩ B is a vertex cover of G|B , one has
|Y ∩B| ≥ |B|−s. Moreover, |Y ∩([n]\B)| ≥ n−|B|−(m−�+1) > n−|B|−m.
Hence |Y | > n − (m + s), a contradiction.
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Consequently, a subset Y of [n] is a minimal vertex cover of G if and only
if |Y ∩Fi| = |Fi|−1 for all 1 ≤ i ≤ m and |Y ∩Hj | = |Hj |−1 for all 1 ≤ j ≤ s.

Now, since Δ(G|B) is a quasi-forest (Theorem 9.2.12), one of the facets
H1, . . . , Hs must be a leaf of Δ(G|B). Let, say, H1 be a leaf of Δ(G|B). Let δ
and δ′, where δ �= δ′, be free vertices of H1 with {δ, a} ∈ E(G) and {δ′, a′} ∈
E(G), where a and a′ belong to [n] \ B. If a �= a′ and if {a, a′} ∈ E(G), then
one has either {δ, a′} ∈ E(G) or {δ′, a} ∈ E(G), because G is chordal and
{δ, δ′} ∈ E(G). Hence there exists a subset A ⊂ [n] \ B such that

(1) {a, b} �∈ E(G) for all a, b ∈ A with a �= b,
(2) for each free vertex δ of H1, one has {δ, a} ∈ E(G) for some a ∈ A, and
(3) for each a ∈ A, one has {δ, a} ∈ E(G) for some free vertex δ of H1.

In fact, it is obvious that a subset A ⊂ [n] \ B satisfying (2) and (3) exists.
If {a, a′} ∈ E(G), {δ, a} ∈ E(G) and {δ, a′} �∈ E(G) for some a, a′ ∈ A with
a �= a′ and for a free vertex δ of H1, then every free vertex δ′ of H1 with
{δ′, a′} ∈ E(G) must satisfy {δ′, a} ∈ E(G). Hence A \ {a′} satisfies (2) and
(3). Repeating this technique yields a subset A ⊂ [n] \ B satisfying (1), (2)
and (3), as required.

If s > 1, then H1 has a branch. Let w0 �∈ H1 be a vertex belonging to a
branch of the leaf H1 of Δ(G|B). Thus {ξ, w0} ∈ E(G) for all nonfree vertices
ξ of H1. We claim that either {a, w0} �∈ E(G) for all a ∈ A, or one has a ∈ A
with {a, ξ} ∈ E(G) for every nonfree vertices ξ of H1. To see why this is true,
if {a, w0} ∈ E(G) and {δ, a} ∈ E(G) for some a ∈ A and for some free vertex δ
of H1, then one has a cycle (a, δ, ξ, w0) of length four for every nonfree vertex
ξ of H1. Since {δ, w0} �∈ E(G), one has {a, ξ} ∈ E(G).

Let X be a minimal vertex cover of G such that X ⊂ [n] \ (A ∪ {w0})
(resp. X ⊂ [n] \ A) if {a, w0} �∈ E(G) for all a ∈ A (resp. if one has a ∈ A
with {a, ξ} ∈ E(G) for every nonfree vertices ξ of H1.) Then, for each vertex
γ of H1, there is w �∈ X with {γ, w} ∈ E(G). Hence H1 ⊂ X, in contrast to
our considerations before. This contradiction guarantees that B = ∅. Hence
[n] is the disjoint union [n] =

⋃m
i=1 Fi, as required.

Finally suppose that s = 1. Then H1 is the only facet of Δ(G|B). Then X =⋃m
i=1(Fi \ vi) is a minimal free vertex cover G with H1 ⊂ X, a contradiction.

(iv)⇒ (iii): Let F1, . . . , Fm denote the facets of Δ(G) with free vertices and,
for each 1 ≤ i ≤ m, write Fi for the set of vertices of Fi. Given a minimal
vertex cover X ⊂ [n] of G, one has |X ∩ Fi| ≥ |Fi| − 1 for all i since Fi is a
clique of G. If, however, for some i, one has |X ∩ Fi| = |Fi|, i.e. Fi ⊂ X, then
X \ {vi} is a vertex cover of G for any free vertex vi of Fi. This contradicts
the fact that X is a minimal vertex cover of G. Thus |X ∩ Fi| = |Fi| − 1 for
all i. Since [n] is the disjoint union [n] =

⋃m
i=1 Fi, it follows that |X| = n−m

and G is unmixed, as desired.
(iii) and (iv)⇒ (i): We know that G is unmixed. Moreover, if vi ∈ Fi is a

free vertex, then [n]\{v1, . . . , vm} is a minimal vertex cover of G. In particular
it follows that dimS/I(G) = m.
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For i = 1, . . . , m, we set yi =
∑

j∈Fi
xj . We will show that y1, . . . , ym is a

regular sequence on S/I(G). This then yields that G is Cohen–Macaulay.
Let Fi = {i1, . . . , ik}, and assume that i�+1, . . . , ik are the free vertices of

Fi. Let G′ ⊂ G be the induced subgraph of G on the vertex set [n]\{i1, . . . , ik}.
Then I(G) = (I(G′), J1xi1 , J2xi2 , . . . , J�xi�

, J), where Jj = ({xr: {r, ij} ∈
E(G)}) for j = 1, . . . , �, and where J = ({xirxis : 1 ≤ r < s ≤ k}).

Since [n] is the disjoint union of F1, . . . , Fm it follows that all generators
of the ideal (I(G′), y1, . . . , yi−1) belong to K[{xi}i∈[n]\Fi

]. Thus if we set

R = K[{xi}i∈[n]\Fi
]/(I(G′), y1, . . . , yi−1),

then (S/I(G))/(y1, . . . , yi−1)(S/I(G)) is isomorphic to

R[xi1 , . . . , xik
]/(I1xi1 , . . . , I�xi�

, {xirxis : 1 ≤ r < s ≤ k}),

where for each j, the ideal Ij is the image of Jj under the residue class map
onto R. Therefore it follows from Lemma 9.3.2 that the element yi is regular
on (S/I(G))/(y1, . . . , yi−1)(S/I(G)). 	


Corollary 9.3.3. Let G be a chordal graph, and let F1, . . . , Fm be the facets
of Δ(G) which have a free vertex. Let ij be a free vertex of Fj for j = 1, . . . , m,
and let G′ be the induced subgraph of G on the vertex set [n] \ {i1, . . . , im}.
Then

(a) the type of G is the number of maximal independent subsets of G′;
(b) G is Gorenstein if and only if G is a disjoint union of edges.

Proof. (a) Let F ⊂ [n] and S = K[x1, . . . , xn]. If J is the ideal generated by
the set of monomials {xixj : i, j ∈ F and i < j} and if x =

∑
i∈F xi, then for

any i ∈ F one has

(S/J)/x(S/J) ∼= Si/({xj : j ∈ F, j �= i})2,

where Si = K[x1, . . . , xi−1, xi+1, . . . , xn].
Thus if we factor by a maximal regular sequence as in the proof of Theo-

rem 9.3.1 we obtain a 0-dimensional ring of the form

A = T/(P 2
1 , . . . , P 2

m, I(G′′)).

Here Pj = ({xk: k ∈ Fj , k �= ij}), G′′ is the subgraph of G consisting of all
edges which do not belong to any Fj , and T is the polynomial ring over K
in the set of variables X = {xk: k ∈ [n], k �= ij for all j = 1, . . . , m}. It is
obvious that A is obtained from the polynomial ring T by factoring out the
squares of all variables of T and all xixj with {i, j} ∈ E(G′). Therefore A has
a K-basis of squarefree monomials corresponding to the independent subsets
of G′, and the socle of A is generated as a K-vector space by the monomials
corresponding to the maximal independent subsets of G′.
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(b) If G is a disjoint union of edges, then I(G) is a complete intersection,
and hence Gorenstein.

Conversely, suppose that G is Gorenstein. Then A is Gorenstein. Since A
is a 0-dimensional ring with monomial relations, A is Gorenstein if and only
if A is a complete intersection, see A.6.5. This is the case only if E(G′) = ∅,
in which case G is a disjoint union of edges. 	


9.3.2 Chordal graphs are shellable

In this section we present a remarkable extension of the fact that a chordal
graph is Cohen–Macaulay if and only if it is unmixed, as was shown in The-
orem 9.3.1.

Theorem 9.3.4. Every chordal graph is shellable.

Proof. Let G be a chordal graph on [n]. We prove the theorem by induction
on n. First we observe that if each connected component of G is shellable,
then G is shellable. If fact, if Δ1 and Δ2 are shellable simplicial complexes on
disjoint sets of vertices, and if F1, . . . , Fr is a shelling of Δ1 and H1, . . . , Hs

is a shelling of Δ2, then

F1 ∪ H1, . . . , F1 ∪ Hs, F2 ∪ H1, . . . , F2 ∪ Hs, · · · , Fr ∪ H1, . . . , Fr ∪ Hs

is a shelling of Δ1∪Δ2. Thus we may assume that G is connected. Then Δ(G)
is a quasi-tree (Theorem 9.2.12), say, with leaf order H1, . . . , Hm where m > 1.
Let x be a free vertex of Hm. Then G{x1}∪NG(x1) = Hm. We may assume that
V (Hm) = {x1, . . . , xr}. By our induction hypothesis, the chordal subgraphs
Gi = G \ ({xi} ∪ NG(xi)) (i = 1, . . . , r) are shellable. Let Fi1, . . . , Fisi be a
shelling of Gi for i = 1, . . . , r.

We have to show that Δ(Ḡ) is shellable. Since GHm is a complete subgraph
of G, and since Hm has a free vertex, it follows that each facet of Δ(Ḡ)
intersects Hm in exactly one vertex. By using (9.2) it follows that

F11 ∪ {x1}, . . . , F1s1 ∪ {x1}, F21 ∪ {x2}, . . . , F2s2 ∪ {x2}, . . .
. . . , Fr1 ∪ {xr}, . . . , Frsr ∪ {xr}

is the complete list of the facets of Δ(Ḡ). We claim that this is a shelling
order of Δ(Ḡ). Let F ′ < F be two facets of Δ(Ḡ). Suppose F ′ = Fik ∪ {xi}
and F = Fj� ∪ {xj} where i < j. Notice that Fj� ∪ {x1} is an independent
set of G because Fj� ∩ Hm = ∅. Thus Fj� ∪ {x1} is a face of Δ(Ḡ), hence
Fj� ∪ {x1} ⊂ F1t ∪ {x1} for some 1 ≤ t ≤ s1. Set F ′′ = F1t ∪ {x1}. Then
xj ∈ F \ F ′, F \ F ′′ = {xj} and F ′′ < F .

If F ′ = Fik ∪{xi} and F = Fi� ∪{xi}, then the shelling property for these
facets follows from the shellability of the Gi. 	
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Problems

9.1. Give an example of a finite graph G such that G is isomorphic to Ḡ, i.e.
G coincides with Ḡ after relabelling the vertices of G.

9.2. (a) Find a simplicial complex which cannot be flag.
(b) What is the clique complex of the complete graph on [n]?
(c) What is the clique complex of the cycle on [n] of length n?

9.3. (a) Draw the finite graph G on [2n] with the edge ideal

(x1x2, x3x4, . . . , xn−1xn).

(b) Draw the finite graph G on [5] with the edge ideal

(x1x2, x1x3, x1x5, x1x6, x2x3, x2x4, x2x6, x3x4, x3x5).

9.4. Give an example of a Gorenstein graph on [n].

9.5. Find the vertex cover ideal of each of the finite graphs of (a) and (b) of
Problem 9.3.

9.6. Let P = {p1, p2, p3, p4} be the finite poset with p1 < p3, p1 < p4 and
p2 < p4. Find all poset ideals of P and compute HP , ΔP together with Δ∨

P .

9.7. Find an unmixed graph which is not Cohen–Macaulay.

9.8. By using Theorem 9.1.13 classify all Cohen–Macaulay trees.

9.9. Let G be the bipartite graph obtained from Figure 9.3 by adding the
edge {x3, y2}. Is G Cohen–Macaulay?

9.10. Let G be the chordal graph with the edges

{1, 2}, {1, 3}, {1, 5}, {2, 3}, {3, 4}, {3, 5}, {4, 5}, {5, 6}.

(a) Find a perfect elimination ordering of G.
(b) Find a leaf order of the quasi-tree Δ(G).
(c) Find a relation tree of Δ(G).
(d) Compute Δ(G)∨ and IΔ(G)∨ .
(e) Compute the minimal graded free resolution of IΔ(G)∨ .

9.11. (a) Is the chordal graph of Problem 9.10 Cohen–Macaulay?
(b) Find the vertex cover ideal of the chordal graph of Problem 9.10.

9.12. Draw all Cohen–Macaulay chordal graphs with at most 5 vertices.
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Notes

An important characterization of chordal graphs which has many applications
was given by Dirac [Dir61] in 1961. The algebraic aspects of Dirac’s theorem
which are summarized in Theorem 9.2.12 appeared in [HHZ04b]. It turned
out that the Hilbert–Burch Theorem [Bur68] plays an important role in this
context. In commutative algebra chordal graphs first appeared in Fröberg’s
theorem [Fro90] in which he characterized squarefree monomial ideals with
2-linear resolution.

Villarreal [Vil90] was the first to study edge ideals of a finite graph sys-
tematically. One of the central problems in this theory is to classify all
Cohen–Macaulay finite graphs. Such a classification is given for chordal graphs
[HHZ06] and for bipartite graphs [HH05]. The results presented here, which
assert that a bipartite graph is sequentially Cohen–Macaulay if and only it
is shellable, and that each chordal graph is shellable, are due to [VV08]. The
fact that a bipartite graph is Cohen–Macaulay if and only it is pure shellable
has been shown already in [EV97], and that a chordal graph is sequentially
Cohen–Macaulay was first shown in [FT07]. Our characterization of unmixed
bipartite graphs is taken from [HHO09]. Another characterization of unmixed
bipartite graphs is given in [Vil07].
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Powers of monomial ideals

We collect several topics on powers of monomial ideals, including powers of
monomial ideals with linear resolution as well as depth and normality of pow-
ers of monomial ideals. One of the main results presented in this chapter says
that if a monomial ideal generated in degree 2 has a linear resolution, then
all powers of the ideal have a linear resolution. In order to prove this and
other results some techniques on toric ideals will be required. It is shown that
the depth of the powers of a graded ideal is constant for all high powers of
the ideal. For special classes of monomial ideals we compute their limit depth
explicitly. The limit depth of normally torsionfree squarefree monomial ideals
can be expressed in terms of their analytic spread. It is shown that the facet
ideal of a simplicial complex is normally torsionfree if and only if it is a Men-
gerian simplicial complex. In particular, one obtains the precise limit depth
for bipartite graphs as well as for simplicial forests.

10.1 Toric ideals and Rees algebras

10.1.1 Toric ideals

Since the Gröbner basis techniques on toric ideals will be required to develop
the theory of powers of monomial ideals, we quickly discuss fundamental ma-
terials on toric ideals together with typical examples.

A monomial configuration of S = K[x1, . . . , xn] is a finite set A =
{u1, . . . , um} of monomials of S.

The toric ring of A is the subring K[A] = K[u1, . . . , um] of S. Let R =
[t1, . . . , tm] denote the polynomial ring in m variables over K and define the
surjective homomorphism

π : R → K[A]

by setting π(ti) = ui for i = 1, . . . ,m. The toric ideal of A is the kernel of
π. In other words, the toric ideal of A is the defining ideal of the toric ring
K[A]. We write IA for the toric ideal of A. Every toric ideal is a prime ideal.

J. Herzog, T. Hibi, Monomial Ideals, Graduate Texts in Mathematics 260,
DOI 10.1007/978-0-85729-106-6 10, © Springer-Verlag London Limited 2011

183

http://dx.doi.org/10.1007/978-0-85729-106-6_10


184 10 Powers of monomial ideals

A binomial of R is a polynomial of the form u − v, where u and v are
monomials of R. A binomial ideal is an ideal which is generated by binomi-
als.

Proposition 10.1.1. The toric ideal IA of A is spanned by those binomials
u − v of R with π(u) = π(v). In particular IA is a binomial ideal.

Proof. Let f = c1u1 + · · · + crur be a polynomial belonging to IA, where
ui is a monomial of R with ci ∈ K. Suppose that π(u1) = · · · = π(uk) and
π(u1) �= π(u�) for k < � ≤ r. The monomials belonging to the toric ring K[A]
is a K-basis of K[A]. Thus, since π(f) = 0, it follows that c1 + · · · + ck = 0.
Hence c1 = −(c2 + · · · + ck). Thus

c1u1 + · · · + crur = c2(u2 − u1) + · · · + ck(uk − u1),

where π(ui) = π(u1) for i = 2, . . . , k. Since f − (c1u1 + · · · + crur) ∈ IA,
working with induction on r yields the desired result. ��

A binomial f = u − v belonging to IA is called primitive if there exists
no binomial g = u′ − v′ ∈ IA, g �= f , such that u′ divides u and v′ divides v.
Every primitive binomial is irreducible.

Proposition 10.1.2. A reduced Gröbner basis of IA consists of primitive bi-
nomials.

Proof. If f and g are binomials, then their S-polynomial S(f, g) is a binomial.
If f1, . . . , fs and g are binomials, then every remainder of g with respect
to f1, . . . , fs is a binomial. Since IA is generated by binomials, Buchberger
algorithm yields a Gröbner basis of IA consisting of binomials. It then follows
from the discussion appearing in the first half of the proof of Theorem 2.2.7
that a reduced Gröbner basis of IA consists of binomials.

Let G denote the reduced Gröbner basis of IA with respect to a monomial
order <. Let f = u−v be a binomial belonging to G with u its initial monomial
and suppose that g = u′−v′ ∈ IA with f �= g is a binomial for which u′ divides
u and v′ divides v. Since u belongs to the minimal system of the monomial
generators of in<(IA), in the case that u′ is the initial monomial of g one
has u = u′. Thus f = g; a contradiction. Thus v′ is the initial monomial of
g. Since v′ divides v, it follows that v belongs to in<(IA). Hence there is a
binomial h = u′′ − v′′ ∈ G with u′′ its initial monomial such that u′′ divides
v. This is impossible, because G is a reduced Gröbner basis. ��

Two typical examples of toric ideals arising from combinatorics are now
studied.

Let P = {p1, . . . , pn} be a finite poset and write K[x,y] for the poly-
nomial ring K[x1, . . . , xn, y1, . . . , yn] in 2n variables over a field K. Recall
that we associate each poset ideal α of P with the squarefree monomial
uα = (

∏
pi∈α xi)(

∏
pj∈P\α yj) of K[x,y]. Let AP = {uα : α ∈ J (P )}, where
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J (P ) is the set of poset ideals of P , and K[AP ] the toric ring of AP . Let
K[t] = K[{tα : α ∈ J (P )}] denote the polynomial ring in |J (P )| variables
over K and IAP

the toric ideal of AP . Thus IAP
is the kernel of the surjective

homomorphism π : K[t] → K[AP ] defined by setting π(tα) = uα for each
α ∈ J (P ). Fix a total order < of the variables of K[t] with the property that
tα ≤ tβ if α ⊂ β and write <rev for the reverse lexicographic order on K[t]
induced by the ordering <.

Theorem 10.1.3. The reduced Gröbner basis of the toric ideal IAP
with re-

spect to <rev consists of those binomials

tαtβ − tα∩βtα∪β

with neither α ⊂ β nor β ⊂ α.

Proof. If α and β are poset ideals of P , then each of α∩β and α∪β is a poset
ideal of P . It is clear that the binomial tαtβ − tα∩βtα∪β belongs to IAP

and,
in the case of neither α ⊂ β nor β ⊂ α, its initial monomial is tαtβ .

Once we show that the set of those binomials tαtβ − tα∩βtα∪β with neither
α ⊂ β nor β ⊂ α is a Gröbner basis of IAP

with respect to <rev, it follows
immediately that such a set of binomials is the reduced Gröbner basis of IAP

with respect to <rev.
Let G denote the reduced Gröbner basis of IAP

with respect to <rev. Let∏q
j=1 tαj −

∏q
j=1 tβj be a binomial belonging to G with

∏q
j=1 tαj its initial

monomial. What we must prove is that there are k and � such that one has
neither αk ⊂ α� nor α� ⊂ αk. Suppose on the contrary that α1 ⊂ α2 ⊂
· · · ⊂ αq. Then (

∏
pi∈α1

xi)q divides π(
∏q

i=1 tαi). Hence (
∏

pi∈α1
xi)q must

divide π(
∏q

i=1 tβi). Hence α1 ⊂ βj for all 1 ≤ j ≤ q. Since α1 �= βj for all
1 ≤ j ≤ q, it follows that tα1 <rev tβj for all 1 ≤ j ≤ q. Hence

∏q
j=1 tαj <rev∏q

j=1 tβj . This contradicts the fact that
∏q

j=1 tαj is the initial monomial of∏q
j=1 tαj −

∏q
j=1 tβj . ��

Let G be a finite graph on [n] with no loop and no multiple edge. Let
E(G) = {e1, . . . , em} denote the set of edges G. For each edge e = {i, j} of G
we associate the quadratic monomial xe = xixj of S. Let AG = {xe1 , . . . , xem}
and K[AG] its toric ring. Let K[t] = K[t1, . . . , tm] denote the polynomial ring
in m variables over K and IAG

⊂ K[t] the toric ideal of AG. Thus IAG
is the

kernel of the surjective homomorphism π : K[t] → K[AG] defined by setting
π(ti) = xei for i = 1, . . . , m.

Recall that a walk of G of length q is a subgraph W of G such that
E(W ) = {{v0, v1}, {v1, v2}, . . . , {vq−1, vq}}, where v0, v1, . . . , vq are vertices
of G. An even walk is a walk of even length. A walk W with E(W ) =
{{v0, v1}, . . . , {vq−1, vq}} is called closed if v0 = vq.

Given an even closed walk W of G with

E(W ) = {{v0, v1}, {v1, v2}, . . . , {v2q−2, v2q−1}, {v2q−1, v0}} (10.1)
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of length 2q, we introduce the binomial

fW =
q∏

j=1

tei2j−1
−

q∏

j=1

tei2j

of K[t], where eij = {vj−1, vj} for 1 ≤ j < 2q and where ei2q = {v2q−1, v0}.
It is clear that the binomial fW belongs to IA.

An even closed walk W ′ of G with

E(W ′) = {{u0, u1}, {u1, v2}, . . . , {u2p−2, u2p−1}, {u2p−1, u0}}

is called a subwalk of W , where W is an even closed walk (10.1) of G, if, for
each 1 ≤ k ≤ p, there exist 1 ≤ � ≤ q and 1 ≤ �′ ≤ q with

{u2k−2, u2k−1} = {v2�−2, v2�−1}, {u2k−1, u2k} = {v2�′−1, v2�′}.

An even closed walk W of G is called primitive if no even closed walk W ′ of
G with W �= W ′ is a subwalk of W .

Every even cycle is a primitive even closed walk. Every primitive even
closed walk of a bipartite graph G is an even cycle.

Lemma 10.1.4. If f ∈ IAG
is a primitive binomial, then there is a primitive

even closed walk W of G with f = fW .

Proof. If the binomial fW arising from an even closed walk W of G is primitive,
then clearly W is a primitive even closed walk of G. Thus what we must prove
is that, for every primitive binomial f of IAG

, there is an even closed walk W
of G with f = fW .

Let f =
∏q

k=1 tik
−

∏q
k=1 tjk

be a primitive binomial of IAG
. Let, say,

π(ti1) = x1x2. Since π(
∏q

k=1 tik
) = π(

∏q
k=1 tjk

), one has π(tjm) = x2xr for
some 1 ≤ m ≤ q with r �= 1. Say m = 1 and r = 3, i.e. π(tj1) = t2t3. Then
π(ti�

) = t3ts for some 2 ≤ � ≤ q with s �= 2. Repeated application of such
procedure enables us to find an even closed walk W of G such that fW is of
the form fW = f

(+)
W − f

(−)
W , where f

(+)
W is a monomial which divides

∏q
k=1 tik

and where f
(−)
W is a monomial which divides

∏q
k=1 tjk

. Since f is primitive, it
follows that f = fW , as desired. ��

Corollary 10.1.5. A reduced Gröbner basis of IAG
consists of binomials of

the form fW , where W is a primitive even closed walk of G.

10.1.2 Rees algebras and the x-condition

Let I be a graded ideal of S = K[x1, . . . , xn] generated by homogeneous
polynomials f1, . . . , fm with deg f1 = · · · = deg fm. Let t be a variable over
S. The graded subalgebra
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R(I) =
∞⊕

j=0

Ijtj = S[f1t, . . . , fmt]

of S[t] is called the Rees algebra of I. We regard R(I) to be a bigraded
algebra with deg(xi) = (1, 0) for i = 1, . . . , n and deg(fit) = (0, 1) for i =
1, . . . , m.

Let R = S[y1, . . . , ym] be the polynomial ring over S in the variables
y1, . . . , ym and regard R to be a bigraded algebra with deg(xi) = (1, 0) for
i = 1, . . . , n and deg(yj) = (0, 1) for j = 1, . . . , m. Then a natural surjective
homomorphism of bigraded K-algebras

ϕ : R → R(I)

arises by setting ϕ(xi) = xi for i = 1, . . . , n and ϕ(yj) = fjt for j = 1, . . . ,m.
If the bigraded minimal free R-resolution of R(I) is given by

F: 0 −→ Fp −→ · · · −→ F1 −→ F0 −→ R(I) −→ 0,

where Fi =
⊕

j R(−aij ,−bij) for i = 0, . . . , p, then the x-regularity of R(I)
is defined to be the nonnegative integer

regx(R(I)) = max
i,j

{aij − i}.

Proposition 10.1.6. Suppose that I ⊂ S is a graded ideal generated in de-
gree d. Then

reg(Ik) ≤ kd + regx(R(I)).

In particular if regx(R(I)) = 0, then each power of I has a linear resolution.

Proof. The bigraded minimal free R-resolution F of R(I) gives the exact se-
quence

0 → (Fp)(∗,k) −→ · · · −→ (F1)(∗,k) −→ (F0)(∗,k) −→ R(I)(∗,k) → 0 (10.2)

of graded S-modules for all k. Since R(I)(∗,k) = Ik(dk) and R(−a,−b)(∗,k)
∼=⊕

|u|=k−b S(−a)yu, the exact sequence (10.2) is a (possibly nonminimal)
graded free S-resolution of Ik(dk). Thus reg(Ik(dk)) ≤ regx(R(I)) so reg(Ik) ≤
kd + regx(R(I)), as desired. ��

We say that I satisfies the x-condition if regx(R(I)) = 0.

Corollary 10.1.7. Let I ⊂ S be a graded ideal generated in one degree and
R(I) = R/P . Suppose that there exists a monomial order < on R such that
the defining ideal P of R(I) has a Gröbner basis G whose elements are at
most linear in the variables x1, . . . , xn, i.e. degx(f) ≤ 1 for all f ∈ G. Then
each power of I has a linear resolution.
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Proof. The initial ideal in<(P ) is generated by monomials u1, . . . , um with
each degx(uj) ≤ 1. Let T be the Taylor resolution of in<(P ); see Section 7.1.
Recall that the module Ti has the basis eF with F = {j1 < j2 < . . . <
ji} ⊂ [m] and that each basis element eF has the multidegree (aF , bF ), where
xaF ybF = lcm{uj1 , . . . , uji}. Thus degx(eF ) ≤ i for all eF ∈ Ti. Since the
shifts of T bound the shifts of a minimal multigraded resolution of in<(P ), it
follows that regx(R/ in<(P )) = 0. Since regx(R/P ) ≤ regx(R/ in<(P )) (which
is the bigraded version of Theorem 3.3.4(c)), one has regx(R/P ) = 0. ��

Together with Corollary 10.1.7 the following result is also useful to show
that a given ideal I has the property that all powers of I have linear resolution.

Corollary 10.1.8. Let I ⊂ S be a graded ideal generated in one degree and
R(I) = R/P . Suppose that there exists a monomial order < on R such that
the defining ideal P of R(I) has a Gröbner basis G consisting of polynomials
of degree 2. Then each power of I has a linear resolution.

Proof. Let G = {g1, . . . , gs} be a Gröbner basis with deg gi = 2 for all i. Since
the defining ideal of R(I) is bihomogeneous, we may assume that each gi is
bihomogeneous. Suppose u ∈ supp(gi) for some u ∈ S. Then deg gi = (2, 0),
and it follows that gi ∈ S, which is impossible. Therefore for each u ∈ supp(gi)
we have degx(u) ≤ 1, as desired. ��

In case that I ⊂ S be a monomial ideal generated in one degree, there is a
refinement of the x-condition which guarantees that all powers of I have linear
quotients. As usual, let G(I) be the minimal system of monomial generators
of I. Then the Rees algebra of I is of the form

R(I) = K[x1, . . . , xn, {ut}u∈G(I)] ⊂ S[t].

Let S = K[x1, . . . , xn, {yu}u∈G(I)] denote the polynomial ring in n + |G(I)|
variables over K with each deg xi = deg yu = 1. The toric ideal of R(I) is the
kernel JR(I) of the surjective homomorphism π : R → R(I) defined by setting
π(xi) = xi for all 1 ≤ i ≤ n and π(yu) = ut for all u ∈ G(I).

The important point in the following discussions is that we will choose a
special monomial order to make sure that we are able to control the linear
quotients of the powers of I.

Let <lex denote the lexicographic order on S induced by x1 > x2 > · · · >
xn. Fix an arbitrary monomial order <# on K[{yu}u∈G(I)]. We then intro-
duce the new monomial order <#

lex on R defined as follows: For monomials
(
∏n

i=1 xai

i )(
∏

u∈G(I) yau
u ) and (

∏n
i=1 xbi

i )(
∏

u∈G(I) ybu
u ) belonging to R, one has

(
n∏

i=1

xai
i )(

∏

u∈G(I)

yau
u ) <#

lex (
n∏

i=1

xbi
i )(

∏

u∈G(I)

ybu
u )

if either
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(i)
∏

u∈G(I) yau
u <#

∏
u∈G(I) ybu

u or
(ii)

∏
u∈G(I) yau

u =
∏

u∈G(I) ybu
u and

∏n
i=1 xai

i <lex

∏n
i=1 xbi

i .

Let G(JR(I)) denote the reduced Gröbner basis of JR(I) with respect to <#
lex.

Theorem 10.1.9. Suppose that I satisfies the x-condition with respect to
<#

lex. Then each power of I has linear quotients.

Proof. Fix k ≥ 1. Each w ∈ G(Ik) has a unique expression, called the standard
expression, of the form w = u1 · · ·uk with each ui ∈ G(I) such that yu1 · · · yuk

is a standard monomial of R with respect to <#, that is, a monomial which
does not belong to the initial ideal of JR(I). Let w∗ denote the standard
monomial yu1 · · · yuk

. Let G(Ik) = {w1, . . . , ws} with w∗
1 <# · · · <# w∗

s .
We claim that Ik has linear quotients with the ordering w1, . . . , ws of its

generators. Let f be a monomial belonging to the colon ideal (w1, . . . , wj−1) :
wj . Thus fwj = gwi for some i < j and for some monomial g. Let
wj = u1 · · ·uk and wi = v1 · · · vk be the standard expressions of wj and wi.
The binomial fyu1 · · · yus − gyv1 · · · yvs belongs to JR(I). Since yv1 · · · yvs <#

yu1 · · · yus , it follows that the initial monomial of fyu1 · · · yus − gyv1 · · · yvs is
fyu1 · · · yus . Hence there is a binomial h(+)−h(−) belonging to G(JR(I)) whose
initial monomial h(+) divides fyu1 · · · yus . Since yu1 · · · yus is a standard mono-
mial with respect to <#, it follows from the definition of the monomial order
<#

lex that it remains to be a standard monomial with respect to <#
lex. Hence

the initial monomial of none of the binomials belonging to G(JR(I)) can divide
yu1 · · · yus . As a consequence, the initial monomial h(+) must be divided by
some variable, say, xa. Since h(+) is at most linear in the variables x1, . . . , xn,
one has h(+) = xayup1

· · · yupt
; then xa divides f and where yup1

· · · yupt
di-

vides yu1 · · · yus . Let h(−) = xbyvq1
· · · yvqt

, where yvq1
· · · yvqt

<# yup1
· · · yupt

.
One has xaup1 · · ·upt = xbvq1 · · · vqt .

To complete our proof, we show that xa ∈ (w1, . . . , wj−1) : wj . Since
yup1

· · · yupt
divides yu1 · · · yus , one has yu1 · · · yus = yup1

· · · yupt
yupt+1

· · · yupk
.

Since yvq1
· · · yvqt

<# yup1
· · · yupt

, it follows that

yvq1
· · · yvqt

yupt+1
· · · yupk

<# yu1 · · · yuk
= w∗

j .

Let wi0 = vq1 · · · vqtupt+1 · · ·upk
∈ G(Ik). Then xawj = xbwi0 . Since w∗

i0
≤#

yvq1
· · · yvqt

yupt+1
· · · yupk

, one has w∗
i0

<# w∗
j . Hence i0 < j. Thus xa ∈

(w1, . . . , wj−1) : wj , as desired. ��

10.2 Powers of monomial ideals with linear resolution

We consider classes of monomial ideals for which all of its powers have a linear
resolution.
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10.2.1 Monomial ideals with 2-linear resolution

We begin with

Lemma 10.2.1. Let I ⊂ S be a squarefree monomial ideal with 2-linear reso-
lution. Then, after suitable renumbering of the variables, one has the following
property: if xixj ∈ I with i �= j, k > i and k > j, then either xixk or xjxk

belongs to I.

Proof. Let G be the finite graph on [n] with I = I(G). Since I has a linear res-
olution, the complementary graph G is a chordal graph, see Theorem 9.2.3. Let
Δ be the quasi-forest on [n] whose 1-skeleton coincides with G, see Section 9.2.
Let F1, . . . , Fm be a leaf order of Δ. Let i1 be the number of free vertices of
the leaf Fm. We label the free vertices of Fm by n, n− 1, . . . , n− i1 + 1. Thus
〈F1, . . . , Fm−1〉 is a quasi-forest on [n−i1] and Fm−1 is a leaf of 〈F1, . . . , Fm−1〉.
Let i2 be the number of free vertices of the leaf Fm−1. We label the free ver-
tices of Fm−1 by by n − i1, . . . , n − (i1 + i2) + 1. Proceeding in this way we
label all the vertices of Δ, that is, those of G, and then choose the numbering
of the variables of S according to this labelling.

Suppose there exist xixj ∈ I and k > i, j such that xixk �∈ I and xjxk �∈ I.
Let r be the smallest number such that Γ = 〈F1, . . . , Fr〉 contains the vertices
1, . . . , k. Then k is a free vertex of Fr in Γ . Since xixk �∈ I and xjxk �∈ I, it
follows that {i, k} and {j, k} must be edges of Γ . Since k is a free vertex of
Fr in Γ it follows that i and j must be vertices of Fr. Hence {i, j} is an edge
of Fr. Thus {i, j} is an edge of G. In other words, {i, j} cannot be an edge of
G. However, this contradicts the assumption that xixj ∈ I. ��

Lemma 10.2.2. Let I be a monomial ideal generated in degree 2 and J ⊂ I
the ideal generated by all squarefree monomials belonging to I. Suppose that
I has a linear resolution. Then J has a linear resolution.

Proof. Let {x2
i1

, . . . , x2
ik
} = I∩{x2

1, . . . , x
2
n}. Then I = (x2

i1
, . . . , x2

ik
, J). Recall

from Subsection 1.6 that the polarization of I is the squarefree ideal I∗ =
(xi1y1, . . . , xik

yk, J) of K[x1, . . . , xn, y1, . . . , yk]. We regard I∗ to be the edge
ideal of the finite graph G∗ with the vertices −k, . . . ,−1, 1, . . . , n, where the
vertices −j correspond to the variables yj and the vertices i to the variables
xi. Let G be the restriction of G∗ to {1, . . . , n}. In other words, {i, j} with
1 ≤ i < j ≤ n is an edge of G if and only if it is an edge of G∗. It is clear that
J is the edge ideal of G.

Since I has a linear resolution, Corollary 1.6.3 guarantees that I∗ has a
linear resolution. Hence G∗ is chordal. Obviously the restriction of a chordal
graph to a subset of the vertices is again chordal. Hence G is chordal and J
has a linear resolution, as desired. ��

Lemma 10.2.3. Work with the situation as in the proof of Lemma 10.2.2.
Let Δ be the quasi-forest whose 1-skeleton coincides with G. Then
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(a) the vertex ij is a free vertex of Δ for j = 1, . . . , k;
(b) no two of these vertices i1, . . . , ik belong to the same facet of Δ.

Proof. Let Δ∗ be the quasi-forest whose 1-skeleton is G∗.
(a) Suppose that ij is not a free vertex of Δ. Then there exist edges

{ij , r} and {ij , s} of G such that {r, s} is not an edge of G. Then {ij , r}
and {ij , s} are also edges of G∗, and {r, s} is not an edge of G∗. Since
xij yj ∈ I∗, it follows that {ij ,−j} is not an edge in G∗. Since xryj and
xsyj do not belong to I∗, it follows that {−j, r} and {−j, s} are edges of G∗.
Thus {ij , r}, {r,−j}, {−j, s}, {s, ij} is a cycle of G∗ of length 4 with no chord;
a contradiction.

(b) Suppose that ij and i� are free vertices belonging to the same facet of
Δ. Then {ij , i�} is an edge of G∗. Since xij y�, xi�

yj and yjy� do not belong
to I∗, it follows that {ij ,−�}, {i�,−j} and {−j,−�} are egdes of G∗. On the
other hand, since xij yj and xil

y� belong to I∗, it follows that {ij ,−j} and
{il,−�} are not edges of G∗. Hence {ij , i�}, {i�,−j}, {−j,−�}, {−�, ij} is a
cycle of length 4 with no chord; a contradiction. ��

Corollary 10.2.4. Let I be a monomial ideal of S generated in degree 2. Sup-
pose that I has a linear resolution and that x2

i ∈ I. Then with the numbering
of the variables as given in Lemma 10.2.1 one has the following property: for
all j > i for which there exists k such that xkxj ∈ I, one has xixj ∈ I or
xixk ∈ I.

Proof. Suppose x2
i ∈ I and there exists j > i for which there exists k such

that xkxj ∈ I, but neither xixj nor xixk belongs to I. Since x2
i ∈ I, one has

k �= i.
Let k �= j. Then {k, j} is not an edge of Δ, where Δ is the quasi-forest as

defined in the proof of Lemma 10.2.1. Since both {i, j} and {i, k} are edges of
Δ, it follows that i cannot be a free vertex of Δ, contradicting Lemma 10.2.3.

Let k = j. Then x2
j ∈ I and j is a free vertex of Δ by Lemma 10.2.3. Since

xixj �∈ I, the edge {i, j} belongs to Δ. Hence both i and j belong to the same
facet, contradicting Lemma 10.2.3. ��

10.2.2 Powers of monomial ideals with 2-linear resolution

Recall from Lemma 10.2.1 and Corollary 10.2.4 that if I is a monomial ideal
of S generated in degree 2 which has a linear resolution then I satisfies the
conditions (∗) and (∗∗) listed in the following

Theorem 10.2.5. Let I ⊂ S = K[x1, . . . , xn] be an ideal which is generated
by quadratic monomials and suppose that I possesses the following properties
(∗) and (∗∗):

(∗) if xixj ∈ I with i �= j, k > i and k > j, then either xixk or xjxk belongs
to I;
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(∗∗) if x2
i ∈ I and j > i for which there is k such that xkxj ∈ I, then either

xixj ∈ I or xixk ∈ I

Let R(I) = R/P be the Rees algebra of I. Then there exists a lexicographic
order <lex on R such that the reduced Gröbner basis G of the defining ideal P
with respect to <lex consists of binomials f ∈ R with degx(f) ≤ 1.

Proof. Let Ω denote the finite graph with the vertices 1, . . . , n, n + 1 whose
edge set E(Ω) consists of those edges and loops {i, j}, 1 ≤ i ≤ j ≤ n, with
xixj ∈ I together with the edges {1, n + 1}, {2, n + 1}, . . . , {n, n + 1}.

Let K[Ω] denote the subring of S[xn+1] generated by those quadratic
monomials xixj , 1 ≤ i ≤ j ≤ n + 1, with {i, j} ∈ E(Ω). Let R =
K[x1, . . . , xn, {y{i,j}} 1≤i≤n, 1≤j≤n

{i,j}∈E(Ω)
] be the polynomial ring and define the sur-

jective homomorphism π : R → K[Ω] by setting π(xi) = xixn+1 and
π(y{i,j}) = xixj . Since the Rees algebra R(I) of I is isomorphic to K[Ω]
in the obvious way, we will identify the defining ideal P of the Rees algebra
with the kernel of π.

We introduce the lexicographic order <lex on R induced by the ordering
of the variables as follows: (i) y{i,j} > y{p,q} if either min{i, j} < min{p, q}
or (min{i, j} = min{p, q} and max{i, j} < max{p, q}) and (ii) y{i,j} > x1 >
x2 > · · · > xn for all y{i,j}. Let G denote the reduced Gröbner basis of P with
respect to <lex.

It follows from Corollary 10.1.5 that the reduced Gröbner basis G consists
of binomials of the form fΓ , where Γ is a primitive even closed walk of Ω.

Now, let f be a binomial belonging to G and

Γ = ({w1, w2}, {w2, w3}, . . . , {w2m, w1})

the primitive even closed walk of Ω associated with f . In other words, with
setting y{i,n+1} = xi and w2m+1 = w1, one has

f = fΓ =
m∏

k=1

y{w2k−1,w2k} −
m∏

k=1

y{w2k,w2k+1}.

What we must prove is that, among the vertices w1, w2, . . . , w2m, the vertex
n+1 appears at most one time. Let y{w1,w2} be the biggest variable appearing
in f with respect to <lex with w1 ≤ w2. Let k1, k2, . . . with k1 < k2 < · · ·
denote the integers 3 ≤ k < 2m for which wk = n + 1.

Case I: Let k1 be even. Since {n + 1, w1} ∈ E(Ω), the closed walk

Γ ′ = ({w1, w2}, {w2, w3}, . . . , {wk1−1, wk1}, {wk1 , w1})

is an even closed walk in Ω with degx(fΓ ′) = 1. Since the initial monomial
in<lex(fΓ ′) = y{w1,w2}y{w3,w4} · · · y{wk1−1,wk1} of fΓ ′ divides in<lex(fΓ ) =∏m

k=1 y{w2k−1,w2k}, it follows that fΓ �∈ G unless Γ ′ = Γ .
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Case II: Let both k1 and k2 be odd. This is impossible since Γ is primitive
and since the subwalk

Γ ′′ = ({w1, w2}, . . . , {wk1−1, wk1}, {wk2 , wk2+1}, . . . , {w2m, w1})

of Γ is an even closed walk in Ω.

Case III: Let k1 be odd and let k2 be even. Let C be the odd closed walk

C = ({wk1 , wk1+1}, {wk1+1, wk1+2}, . . . , {wk2−1, wk2})

in Ω. Since both {w2, wk1} and {wk2 , w1} are edges of Ω, the closed walk

Γ ′′′ = ({w1, w2}, {w2, wk1}, C, {wk2 , w1})

is an even closed walk in Ω and the initial monomial in<lex(fΓ ′′′) of fΓ ′′′

divides in<lex(fΓ ). Thus we discuss Γ ′′′ instead of Γ .
Since Γ ′′′ is primitive and since C is of odd length, it follows that none of

the vertices of C coincides with w1 and that none of the vertices of C coincides
with w2.

(III – a) First, we study the case when there is p ≥ 0 with k1 + p + 2 < k2

such that wk1+p+1 �= wk1+p+2. Let W and W ′ be the walks

W = ({wk1 , wk1+1}, {wk1+1, wk1+2}, . . . , {wk1+p+1, wk1+p+2}),
W ′ = ({wk2 , wk2−1}, {wk2−1, wk2−2}, . . . , {wk1+p+3, wk1+p+2})

in Ω.
(III – a – 1) Let w1 �= w2. If either {w2, wk1+p+1} or {w2, wk1+p+2} is an

edge of Ω, then it is possible to construct an even closed walk Γ � in Ω such
that in<lex(fΓ �) divides in<lex(fΓ ′′′) and degx(fΓ �) = 1. For example, if, say,
{w2, wk1+p+2} ∈ E(Ω) and if p is even, then

Γ � = ({w2, w1}, {w1, wk2}, W ′, {wk1+p+2, w2})

is a desired even closed walk.
(III – a – 2) Let w1 �= w2. We assume that neither {w2, wk1+p+1} nor

{w2, wk1+p+2} is an edge of Ω. Since {wk1+p+1, wk1+p+2} is an edge of Ω,
it follows from (∗) that either w2 < wk1+p+1 or w2 < wk1+p+2. Let, say,
w2 < wk1+p+2. Since w1 < w2 and {w1, w2} ∈ E(Ω), again by (∗) one has
{w1, wk1+p+2} ∈ E(Ω). If p is even, then consider the even closed walk

Γ � = ({w1, w2}, {w2, wk2}, W ′, {wk1+p+2, w1})

in Ω. If p is odd, then consider the even closed walk

Γ � = ({w1, w2}, {w2, wk1}, W, {wk1+p+2, w1})

in Ω. In each case, one has degx(fΓ �) = 1. Since y{w1,w2} > y{w1,wk1+p+2}, it
follows that in<lex(fΓ �) divides in<lex(fΓ ′′′).



194 10 Powers of monomial ideals

(III – a – 3) Let w1 = w2. Since w1 < wk1+p+1, it follows from (∗∗)
that either {w1, wk1+p+1} ∈ E(Ω) or {w1, wk1+p+2} ∈ E(Ω). Thus the same
technique as in (III – a – 2) can be applied.

(III – b) Second, if C = ({n + 1, j}, {j, j}, {j, n + 1}), then in each of the
cases w1 < w2 < j, w1 < j < w2 and w1 = w2 < j, by either (∗) or (∗∗), one
has either {w1, j} ∈ E(Ω) or {w2, j} ∈ E(Ω). ��

As the final conclusion of the present section we obtain

Theorem 10.2.6. Let I be a monomial ideal of S generated in degree 2. Then
the following conditions are equivalent:

(a) I has a linear resolution;
(b) I has linear quotients;
(c) Each power of I has a linear resolution.

Proof. First of all, (c) ⇒ (a) is trivial, and (b) ⇒ (a) is guaranteed by Propo-
sition 8.2.1. We will show that (a) ⇒ (c) and (a) ⇒ (b).

(a) ⇒ (c): If I has a linear resolution, then it follows from Proposi-
tion 10.2.1 and Corollary 10.2.4 that, after a suitable renumbering of the
variables, the conditions (∗) and (∗∗) of Theorem 10.2.5 are satisfied. Hence
Corollary 10.1.7 guarantees that each power of I has a linear resolution.

(a) ⇒ (b): Again we may assume that the conditions (∗) and (∗∗) are
satisfied. We show that the following condition (q) is satisfied: the elements
of G(I) can be ordered such that if u, v ∈ G(I) with u > v, then there
exists w > v such that w/ gcd(w, v) is of degree 1 and w/ gcd(w, v) divides
u/ gcd(u, v). This condition (q) guarantees that I has linear quotients.

The squarefree monomials belonging to G(I) will be ordered by the lexi-
cographical order induced by xn > xn−1 > · · · > x1, and if x2

i ∈ G(I) then
we let u > x2

i > v, where u is the smallest squarefree monomial of the form
xkxi with k < i and where v is the largest squarefree monomial less than u.

Now, for any two monomials u and v belonging to G(I) with u > v, we
must show that property (q) is satisfied. There are three cases:

Case 1: u = xsxt and v = xixj both are squarefree monomials with s < t
and i < j. Since u > v, we have t ≥ j. If t = j, take w = u. If t > j, then by
(∗), either xixt ∈ G(I) or xjxt ∈ G(I). Accordingly, let w = xixt or w = xjxt.

Case 2: u = x2
t and v = xixj with i < j. Since u > v, we have t > j.

Hence by (∗), either xixt ∈ G(I) or xjxt ∈ G(I). Accordingly, let w = xixt

or w = xjxt.
Case 3: u = xsxt with s ≤ t and v = x2

i . If t = i, then s �= t and take
w = u. If t > i, then by (∗∗), we have either xixt ∈ G(I) or xixs ∈ G(I). Both
elements are greater than v. Accordingly, let w = xixt or w = xixs. Then
again (q) holds. ��

Example 10.2.7. (a) (Sturmfels) The monomial ideal
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I = (def, cef, cdf, cde, bef, bcd, acf, ade)

of K[a, b, c, d, e, f ] has linear quotients. However, I2 does not have a linear
resolution.

(b) (Conca) The ideal

I = (a2, ab, ac, ad, b2, ae + bd, d2)

of K[a, b, c, d, e] has a linear resolution (even linear quotients with respect to
the generators in the given order), but, at least in characteristic 0, the ideal
I2 does not have a linear resolution.

10.2.3 Powers of vertex cover ideals of Cohen–Macaulay bipartite
graphs

One of the typical examples of monomial ideals for which Theorem 10.1.9 can
be applied is the vertex cover ideal of a Cohen–Macaulay bipartite graph. Let
G be a Cohen–Macaulay bipartite graph. We have seen in Theorem 9.1.13
that G = GP for some finite poset P = {p1, . . . , pn}, and that the vertex
cover ideal IG of G is equal the squarefree monomial ideal HP , which is the
ideal associated to the poset ideals of P . Hence in what follows we will discuss
the powers of HP .

Let
K[x,y] = K[x1, . . . , xn, y1, . . . , yn]

be the polynomial ring in 2n variables over a field K. The ideal HP is generated
by the monomials uα = (

∏
pi∈α xi)(

∏
pj∈P\α yj) of K[x,y] with α ∈ J (P ).

Let J the defining ideal of R(HP ). In other words,

R(HP ) = K[x,y, {uαt}α∈J (P )] ⊂ K[x,y, t]

and J is the kernel of the canonical surjective K-algebra homomorphism
ϕ: K[x,y, z] → R(HP ), where

K[x,y, z] = K[x,y, {zα}α∈J (P )]

is the polynomial ring over K and where ϕ is defined by setting ϕ(xi) = xi,
ϕ(yj) = yj and ϕ(zα) = uαt.

Let <lex denote the lexicographic order on K[x,y] induced by the ordering
x1 > · · · > xn > y1 > · · · > yn and <� the reverse lexicographic order on
K[{zα}α∈J (P )] induced by an ordering of the variables zα satisfying zα > zβ

if β ⊂ α in J (P ). Finally let <�
lex be the monomial order on K[x,y, z], as

defined before Theorem 10.1.9.

Theorem 10.2.8. The reduced Gröbner basis G<�
lex

(J) of the defining ideal

J ⊂ K[x,y, z] with respect to the monomial order <�
lex consists of quadratic

binomials whose initial monomials are squarefree. In particular, HP satisfies
the x-condition with respect to <�

lex.
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Proof. The reduced Gröbner basis of J ∩ K[{zα}α∈J (P )] with respect to the
reverse lexicographic order <� coincides with G<�

lex
(J)∩K[{zα}α∈J (P )]. The-

orem 10.1.3 guarantees that G<�
lex

(J)∩K[{zα}α∈J (P )] consists of those bino-
mials zαzβ − zα∩βzα∪β with neither α ⊂ β nor β ⊂ α.

It follows from Proposition 10.1.2 that the reduced Gröbner basis of J
consists of primitive binomials of K[x,y, z]. Let

f = (
n∏

i=1

xai

i ybi

i )(zα1 · · · zαq ) − (
n∏

i=1

x
a′

i
i y

b′i
i )(zα′

1
· · · zα′

q
)

be a primitive binomial of K[x,y, z] belonging to G<�
lex

(J) with

(
n∏

i=1

xai

i ybi

i )(zα1 · · · zαq )

its initial monomial, where α1 ≤ · · · ≤ αq and α′
1 ≤ · · · ≤ α′

q.
Let f �∈ K[{zα}α∈J (P )], and let j denote an integer for which α′

j �⊂ αj .
Such an integer exists. In fact, if α′

j ⊂ αj for all j, then each ai = 0 and
each b′i = 0. This is impossible since (

∏n
i=1 xai

i ybi
i )(zα1 · · · zαq ) is the initial

monomial of f .
Let pi ∈ α′

j \αj . Then pi belongs to each of α′
j , α

′
j+1, . . . , α

′
q, and does not

belong to each of α1, α2, . . . , αj . Hence ai > 0.
Let pi0 ∈ P with pi0 ∈ α′

j \ αj such that αj ∪ {pi0} ∈ J (P ).
Thus ai0 > 0. Let β = αj ∪ {pi0}. Then the binomial g = xi0uαj − yi0uβ

belongs to J with xi0uαj its initial monomial. Since xi0uαj divides the initial
monomial of f , it follows that the initial monomial of f coincides with xi0uα,
as desired. ��

In view of Theorem 10.1.9 the preceding theorem yields

Corollary 10.2.9. Let G be a Cohen–Macaulay bipartite graph. Then all pow-
ers of the vertex cover ideal IG of G have linear quotients.

10.2.4 Powers of vertex cover ideals of Cohen–Macaulay chordal
graphs

In a similar way to bipartite graphs one has

Theorem 10.2.10. Let G be a Cohen–Macaulay chordal graph. Then all pow-
ers of IG have a linear resolution.

Let G be a chordal graph on [n]. In Theorem 9.3.1 we have seen that G
is Cohen–Macaulay, if and only if [n] is the disjoint union of those facets of
Δ(G) with a free vertex. Thus Theorem 10.2.10 follows from
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Theorem 10.2.11. Let G be a graph on [n], and suppose that [n] is the dis-
joint union of those facets of the clique complex of G with a free vertex. Then
all powers of IG have a linear resolution.

Proof. Let F1, . . . , Fm be the facets of Δ(G) which have a free vertex. Since
[n] = F1 ∪ F2 ∪ · · · ∪ Fs is a disjoint union, we may assume that if i ∈ Fp,
j ∈ Fq and p < q, then i < j. In particular, 1 ∈ F1 and n ∈ Fs. Moreover,
we may assume that if i1, i2 ∈ Fi where i1 is a nonfree vertex and i2 is a free
vertex, then i1 < i2.

Observe that any minimal vertex cover of G is of the following form:

(F1 \ {a1}) ∪ (F2 \ {a2}) ∪ · · · ∪ (Fs \ {as}), where aj ∈ Fj .

In particular, G is unmixed and all generators of IG have degree n − s.
Now let R(IG) be the Rees algebra of vertex cover ideal of G. Suppose

u1, . . . , um is the minimal set of monomial generators of IG. Then there is a
surjective K-algebra homomorphism

K[x1, . . . , xn, y1, . . . , ym] −→ R(IG) xi �→ xi and yj �→ uj ,

whose kernel J is a binomial ideal. Let < be the lexicographic order induced
by the ordering x1 > x2 > · · · > xn > y1 > · · · > ym. We are going to show
that IG satisfies the x-condition with respect to this monomial order. Suppose
that xi1xi2 · · ·xipyj1yj2 · · · yjq with i1 ≤ i2 ≤ . . . ≤ ip is a minimal generator
of in<(J). Then

xi1xi2 · · ·xipyj1yj2 · · · yjq − xk1xk2 · · ·xkpy�1y�2 · · · y�q ∈ J. (10.3)

It follows that i1 < min{k1, . . . , kp}, and there exists an index jr such that xi1

does not divide ujr . Say, i1 ∈ Fc. Then (10.3) implies that there exists d ∈ [p]
with kd ∈ Fc. In particular, i1 �= max{i: i ∈ Fd}. Let i0 = max{i: i ∈ Fd}.
Since i0 is a free vertex, it follows that xi1(ujr/xi0) is a minimal generator
of IG, say, ug. Therefore, f = xi1yjr − xi0yg ∈ J and in(f) = xi1yjr divides
xi1xi2 · · ·xipyj1yj2 · · · yjq , as desired. ��

10.3 Depth and normality of powers of monomial ideals

10.3.1 The limit depth of a graded ideal

What can be said about the numerical function f(k) = depth S/Ik for a
graded ideal I ⊂ S = K[x1, . . . , xn] and k � 0? We first show

Proposition 10.3.1. Let I ⊂ S be a graded ideal. Then depth S/Ik is con-
stant for all k � 0.
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Proof. We will show that depth Ik is constant for k � 0. This will yield the
desired conclusion. In order to show this we consider the Koszul homology
H(x;R(I)) of the Rees algebra R(I) of I with respect to x = x1, . . . , xn.
Each Hi(x;R(I)) is a finitely generated graded S-module with homogeneous
components

Hi(x;R(I))k = Hi(x; Ik). (10.4)

Corollary A.4.2 implies that

depth Ik = n − max{i: Hi(x; Ik) �= 0}. (10.5)

Now, according to (10.4), we have Hi(x; Ik) �= 0 for all k � 0, if and only if
the Krull dimension of Hi(x; Ik) is not zero. From this it follows that

depth Ik = n − max{i: dim Hi(x;R(I)) > 0} for all k � 0. (10.6)

��

Let m = (x1, . . . , xn) be the graded maximal of S. The K-algebra
R(I) = R(I)/mR(I) is a called the fibre ring, and its Krull dimension the
analytic spread of I. This invariant is a measure for the growth of the num-
ber of generators of the powers of I. Indeed, for k � 0, the Hilbert function
H(R(I), k) = dimK Ik/mIk, which counts the number of generators of the
powers of I, is a polynomial function of degree �(I) − 1; see Theorem 6.1.3.

As we have seen before, the limit of the numerical function depth S/Ik

exists. The next result gives an upper bound for this limit.

Proposition 10.3.2. Let I ⊂ S be a nonzero graded ideal. Then

lim
k→∞

depth S/Ik ≤ n − �(I).

Equality holds if R(I) is Cohen–Macaulay.

Proof. Let r > 0 be any integer. Then limk→∞ S/Ikr = limk→∞ S/Ik and
�(Ir) = �(I). Moreover, R(Ir) = R(I)(r) which is the rth Veronese subalgebra
of R(I). It is know that if R(I) is Cohen–Macaulay, then R(I)(r) is Cohen–
Macaulay as well. Thus in the proof of the proposition we may replace I by
Ir for any r > 0.

Let c = max{i: dim Hi(x;R(I)) > 0}. Then there exists an integer k0

such that Hi(x;R(I))k = 0 for all i > c and all k ≥ k0. Thus, if we choose
some r ≥ k0, then Hi(x;R(Ir)) = 0 for all i > c, while dim Hi(x;R(Ir)) > 0
for i ≤ c. Replacing I by Ir we may as well assume that Hi(x;R(I)) = 0 for
i > c. Therefore, (10.6) and [BH98, Theorem 1.6.17] imply that

lim
k→∞

depth S/Ik = lim
k→∞

depth Ik − 1 = n − grade(m,R(I)) − 1. (10.7)

By the graded version of [BH98, Theorem 2.1.2] one has grade(m,R(I))) =
dimR(I) − dimR(I), with equality if and only if R(I) is Cohen–Macaulay.
Hence, observing that dimR(I) = n + 1, the desired conclusion follows. ��
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Example 10.3.3. The function f(k) = depth S/Ik may not be monotonic. Con-
sider for example the monomial ideal

I = (a6, a5b, ab5, b6, a4b4c, a4b4d, a4e2f3, b4e3f2)

in S = K[a, b, c, d, e, f ]. Then depthS/I = 0, depth S/I2 = 1, depth S/I3 = 0,
depth S/I4 = 2 and depth S/I5 = 2.

However, one has

Proposition 10.3.4. Let I be a graded ideal all of whose powers have a linear
resolution. Then depth S/Ik is a nonincreasing function of k.

The proposition is a consequence of Corollary 10.3.5 stated below. We call
the least degree of a homogeneous generator of a graded S-module M , the
initial degree of M .

Lemma 10.3.5. Let J ⊂ I be graded ideals, and let d be the initial degree
of I. Then

βi,i+d(J) ≤ βi,i+d(I)

for all i.

Proof. The short exact sequence

0 −→ J −→ I −→ I/J −→ 0

yields the long exact sequence

· · · −→ Tori+1(K, I/J)i+1+(d−1) −→ Tori(K, J)i+d −→ Tori(K, I)i+d −→ · · ·

Since the initial degree of I/J is greater than or equal to d, it follows
that Tori+1(K, I/J)i+1+(d−1) = 0. Hence Tori(K, J)i+d → Tori(K, I)i+d is
injective. ��

10.3.2 The depth of powers of certain classes of monomial ideals

In this subsection we study the function f(k) = depth S/Ik for special classes
of monomial ideals. We consider the case that I is generated in a single degree
and that I has linear quotients. Say I is minimally generated by f1, . . . , fm

and that the colon ideal Lk = (f1, . . . , fk−1) : fk is generated by rk elements.
Then according to Corollary 8.2.2 one has proj dim(I) = max{r1, r2, . . . , rn},
so that by the Auslander–Buchsbaum formula,

depth S/I = n − r(I) − 1 where r(I) = max{r1, r2, . . . , rn}. (10.8)

Fix positive integers d and e1, . . . , en with 1 ≤ e1 ≤ · · · ≤ en ≤ d. As a
first application of (10.8) we consider the ideal of Veronese type

I(d;e1,...,en)

of S indexed by d and (e1, . . . , en) which is generated by those monomials
u = xa1

1 · · ·xan
n of S of degree d with ai ≤ ei for each 1 ≤ i ≤ n. This class of

ideals is a special class of polymatroidal ideals, introduced in Chapter 12.
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Theorem 10.3.6. Let t = d+n−1−
∑n

i=1 ei. Then depth S/I(d;e1,...,en) = t.

Proof. Let u0 = xe1−1
1 · · ·xen−1−1

n−1 xen
n and u = xn−txn−t+1 · · ·xn−1u0 ∈ G(I).

Let J = ({w ∈ G(I) : u <rev w}). For each 1 ≤ i ≤ n − t − 1, one has
xiu/xn ∈ G(I) with u <rev xiu/xn. Hence xi ∈ J : u for all 1 ≤ i ≤ n− t− 1.
Moreover, one has xju/xj0 �∈ G(I) for all n − t ≤ j ≤ n and for all j0 �= j.
Hence xj �∈ J : u for all n− t ≤ j ≤ n. Thus J : u = (x1, . . . , xn−t−1). On the
other hand, for each v = xa1

1 · · ·xan
n ∈ G(I) with m(u) = max{i : ai �= 0}, the

number of i < m(v) with ai < ei is at most n − t − 1. Thus the number of
variables required to generate the colon ideal ({w ∈ G(I) : v <rev w}) : v is
at most n − t − 1. Hence r(I) = n − t − 1. Thus depth S/I = t. ��

The squarefree Veronese ideal of degree d in the variables xi1 , . . . , xit

is the ideal of S which is generated by all squarefree monomials in xi1 , . . . , xit

of degree d. A squarefree Veronese ideal is matroidal and Cohen–Macaulay;
see Corollary 12.6.5 and Theorem 12.6.7.

Let 2 ≤ d < n and I = In,d be the squarefree Veronese ideal of degree d in
the variables x1, . . . , xn. Since for each k, the ideal Ik is the ideal of Veronese
type indexed by kd and (k, k, . . . , k), Theorem 10.3.6 implies

Corollary 10.3.7. Let 2 ≤ d < n. Then

depth S/Ik
n,d = max{ 0, n − k(n − d) − 1 }.

Let P = {p1, . . . , pn} be a finite poset. As a second application of formula
(10.8) we study the powers of the ideal HP introduced in Subsection 12.6.5.

Theorem 10.3.8. Each power Hk
P has linear quotients.

Proof. If α and β are poset ideals of P , then both α ∩ β and α ∪ β are poset
ideals of P with uαuβ = uα∩βuα∪β . This fact guarantees that each monomial
belonging to G(Hk

P ) possesses an expression of the form uα1uα2 · · ·uαk
, where

each αj is a poset ideal of P , with α1 ⊂ α2 ⊂ · · · ⊂ αk. We claim that such
an expression is unique. In fact, suppose that uα1uα2 · · ·uαk

coincides with
uβ1uβ2 · · ·uβk

, where each βj is a poset ideal of P , with β1 ⊂ β2 ⊂ · · · ⊂ βk.
Let 1 ≤ � ≤ k be the smallest integer for which α� �= β�. Let pi ∈ α� \ β�.
Then uα1uα2 · · ·uαk

is divided by xk−�+1
i . However, uβ1uβ2 · · ·uβk

cannot be
divided by xk−�+1

i . This contradiction says that αj = βj for all 1 ≤ j ≤ k.
Thus such an expression is unique, as desired.

We fix an ordering < of the monomials uα, where α is a poset ideal of
P , with the property that one has uα < uβ if β ⊂ α. We then introduce the
lexicographic order <lex of the monomials belonging to G(Hk

P ) induced by the
ordering < of the monomials uα. We claim that Hk

P has linear quotients. More
precisely, we show that, for each monomial w = uα1uα2 · · ·uαk

∈ G(Hk
P ), the

colon ideal ({v ∈ G(Hk
P ) : w <lex v}) : w is generated by those variables yi

for which there is 1 ≤ j ≤ k with pi ∈ αj such that αj \ {pi} is a poset ideal
of P .
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First, let yi be a variable with pi ∈ αj and suppose that β = αj \ {pi} is
a poset ideal of P . One has yiuαj = xiuβ . Hence

yiw = xiuα1 · · ·uαj−1uβuαj+1 · · ·uαk
.

Since each of the poset ideals α1, . . . , αj−1 and β is a subset of αj , it then fol-
lows that the monomial uα1 · · ·uαj−1uβ can be expressed uniquely in the form
uα′

1
· · ·uα′

j−1
uα′

j
such that α′

1 ⊂ · · · ⊂ α′
j−1 ⊂ α′

j ⊂ αj . Moreover, one has
uα1 · · ·uαj−1uβ <lex uα′

1
· · ·uα′

j−1
uα′

j
. Thus w <lex uα′

1
· · ·uα′

j−1
uα′

j
uαj+1 · · ·uαk

.
Hence yi belongs to the colon ideal ({v ∈ G(Hk

P ) : w <lex v}) : w.
Second, let δ be a monomial belonging to the colon ideal

({v ∈ G(Hk
P ) : w <lex v}) : w.

Thus one has δw = μv for monomials μ and v with w <lex v. Say, v =
uα′

1
· · ·uα′

k
with α′

1 ⊂ · · · ⊂ α′
k. What we must prove is that the monomial δ

is divided by a variable yi for which there is 1 ≤ j ≤ k such that αj \ {pi}
is a poset ideal of P . Since w <lex v, it follows that there is j0 for which
αj0 < α′

j0
. In particular αj0 �⊂ α′

j0
. Thus there is a maximal element pi0 of αj0

with pi0 �∈ α′
j0

. Then pi0 belongs to each of the poset ideals αj0 , αj0+1, . . . , Ik

and belongs to none of the poset ideals α′
1, . . . , α

′
j0

. Hence the power of yi0 in
the monomial v is at least j0, but that in w is at most j0 − 1. Hence y0 must
divide δ. Since pi0 is a maximal element of αj0 , the subset αj0 \ {pi0} of P is
a poset ideal of P , as desired. ��

By using Theorem 10.3.8 we can now compute depth S/Hk
P in terms of the

combinatorics on P . Recall that an antichain of P is a subset A ⊂ P any two
of whose elements are incomparable in P . Given an antichain A of P , we write
〈A〉 for the poset ideal of P generated by A, which consists of those elements
p ∈ P such that there is a ∈ A with p ≤ a. For each k = 1, 2, . . ., we write
δ(P ; k) for the largest integer N for which there is a sequence (A1, A2, . . . , Ar)
of antichains of P with r ≤ k such that

(i) Ai ∩ Aj = ∅ if i �= j;
(ii) 〈A1〉 ⊂ 〈A2〉 ⊂ · · · ⊂ 〈Ar〉;
(iii) N = |A1| + |A2| + · · · + |Ar|.
We call such a sequence of antichains a k-acceptable sequence.

It follows from the definition that δ(P ; 1) is the maximal cardinality of
antichains of P and δ(P ; 1) < δ(P ; 2) < · · · < δ(P ; rank(P ) + 1). Moreover,
δ(P ; k) = n for all k ≥ rank(P ) + 1. Here rank(P ) is the rank of P , that is,
rank(P ) + 1 is the maximal cardinality of chains contained in P . A chain is
a totally ordered subset of P .

Corollary 10.3.9. Let P be an arbitrary finite poset with |P | = n. Then

depth S/Hk
P = 2n − δ(P ; k) − 1

for all k ≥ 1.
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Proof. We work with the same notation as in the proof of Theorem 10.3.8.
Recall that, for a monomial w = uα1uα2 · · ·uαk

∈ G(Hk
P ), the colon ideal

({v ∈ G(Hk
P ) : w <lex v}) : w is generated by those variables yi for which

there is 1 ≤ j ≤ k with pi ∈ αj such that αj \ {pi} is a poset ideal of P . Note
that αj \ {pi} is a poset ideal of P if and only if pi is a maximal element of
αj . Let Bj denote the set of maximal elements of αj . Then the number of
variables required to generate the colon ideal ({v ∈ G(Hk

P ) : w <lex v}) : w

is |
⋃k

j=1 Bj |. Let Qw =
⋃k

j=1 Bj . One has r = rank(Qw) + 1 ≤ k. We then
define a sequence A1, A2, . . . , Ar of subset of Bw as follows: A1 is the set
of minimal elements of Qw and, for 2 ≤ j ≤ r, Aj is the set of minimal
element of Qw \ (A1 ∪ · · · ∪ Aj−1). Then (A1, . . . , Ar) is k-acceptable with
|Qw| =

∑r
j=1 |Aj |. Hence |Qw| ≤ δ(P ; k).

On the other hand, there is a k-acceptable sequence (A1, A2, . . . , Ar) with
δ(P ; k) =

∑r
j=1 |Aj |. Let w = uk−r

∅ u〈A1〉 · · ·u〈Ar〉 ∈ G(Hk
P ). Then the number

of variables required to generate the colon ideal ({v ∈ G(Hk
P ) : w <lex v}) : w

is δ(P ; k).
Consequently, one has r(Hk

P ) = δ(P ; k). Thus depth S/Hk
P = 2n−δ(P ; k)−

1, as required. ��

Since {xi, yi} is a minimal prime ideal of HP for each 1 ≤ i ≤ n, it
follows that dimS/HP = 2n − 2. Hence HP is Cohen–Macaulay if and only
if δ(P ; 1) = 1. In other words, HP is Cohen–Macaulay if and only if P is a
chain.

Corollary 10.3.10. Let P be an arbitrary finite poset with |P | = n and
rank(P ) = r. Then

(i) depth S/HP > depth S/H2
P > · · · > depth S/Hr

P > depth S/Hr+1
P ;

(ii) depthS/Hk
P = n − 1 for all k > rank(P );

(iii) limk→∞ depth S/Hk
P = n − 1.

Corollary 10.3.11. Given an integer n > 0 and given a finite sequence
(a1, a2, . . . , ar) of positive integers with a1 ≥ a2 ≥ · · · ≥ ar and with
a1 + · · · + ar = n, there exists a squarefree monomial ideal I ⊂ S =
K[x1, . . . , xn, y1, . . . , yn] such that

(i) depth S/Ik = 2n − (a1 + · · · + ak) − 1, k = 1, 2, . . . , r − 1;
(ii) depthS/Ik = n − 1 for all k ≥ r;
(iii) limk→∞ depth S/Ik = n − 1.

Proof. Let A(ai) denote the antichain with |A(ai)| = ai and P the ordinal
sum of the antichains A(a1), A(a2), . . . , A(ar). In other words, P is the poset
whose underlying set is the disjoint union of the sets A(a1), . . . , A(ar) with
the property that α < β for α, β ∈ P if and only if α ∈ A(ai), β ∈ A(aj) with
i < j. Thus rank(P ) = r−1. Since a1 ≥ a2 ≥ · · · ≥ ar and a1 + · · ·+ar = n, it
follows that δ(P ; k) = a1 + a2 + · · ·+ ak if 1 ≤ k ≤ r− 1 and that δ(P ; k) = n
for all k ≥ r. ��
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In general, given a function f : N → N, we introduce the function Δf by
setting (Δf)(k) = f(k) − f(k + 1) for all k ∈ N.

Corollary 10.3.12. Given a nonincreasing function f : N → N with

f(0) = 2 lim
k→∞

f(k) + 1

for which Δf is nonincreasing, there exists a monomial ideal I ⊂ S such that
depth S/Ik = f(k) for all k ≥ 1.

Proof. Let limk→∞ f(k) = n−1 and f(0) = 2n−1. Let ak = (Δf)(k−1) for all
k ≥ 1. Thus f(k) = 2n−(a1+· · · ak)−1 for all k ≥ 1. Since f is nonincreasing,
one has ak ≥ 0 for all k. Since Δf is nonincreasing, one has a1 ≥ a2 ≥ · · ·. Let
r ≥ 1 denote the smallest integer for which a1 +a2 + · · ·+ar = n. Thus ai > 0
for 1 ≤ i ≤ r and ai = 0 for all i > r. It then follows from Corollary 10.3.11
that there exists a monomial ideal I ⊂ S for which depth S/Ik = f(k) for all
k ≥ 1. ��

To complete the picture we quote without proof the following fact [HH06,
Theorem 4.1]: given a bounded nondecreasing function f : N \ {0} → N there
exists a polynomial ring S (with a suitable number of variables) and monomial
ideal I ⊂ S such that depth S/Ik = f(k) for all k.

It is an open question whether any eventually constant numerical function
can be the depth function of the powers of a monomial ideal.

10.3.3 Normally torsionfree squarefree monomial ideals and
Mengerian simplicial complexes

In view of Proposition 10.3.2 it is of interest to know when the Rees algebra of
an ideal is Cohen–Macaulay in order to compute the limit depth of an ideal.

Let I ⊂ S be a monomial ideal. Then the Rees algebra R(I) of I is a toric
ring. By a famous theorem of Hochster , a toric ring is Cohen–Macaulay if it is
normal; see Theorem B.6.2. It is a well-known fact (see for example [HSV91])
that the Rees algebra R(I) is normal if and only if all powers of I are integrally
closed, that is, if I is normal. Combining this fact with Theorem 1.4.6 we
obtain

Theorem 10.3.13. Let I be a squarefree normally torsionfree monomial
ideal. Then R(I) is Cohen–Macaulay.

Now we want to give a combinatorial interpretation of the condition on
squarefree monomial ideal I to be normally torsionfree. To this end, we may
view I as the facet ideal of a simplicial complex.

Let Δ be a simplicial complex on [n]. Generalizing the concept of vertex
covers of a graph introduced in Subsection 9.1.1, we call a subset C ⊂ [n] a
vertex cover of the simplicial complex Δ, if C ∩ F �= ∅ for all F ∈ F(Δ).
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The vertex cover C is called a minimal vertex cover, if no proper subset
of C is a vertex cover. We denote the set of monomial vertex covers of Δ by
C(Δ).

Obviously the minimal vertex covers of Δ correspond to the minimal prime
ideals of the facet ideal I(Δ) = (xF : F ∈ F(Δ)) of Δ, so that, according to
Corollary 1.3.6,

I(Δ) =
⋂

C∈C(Δ)

PC .

By Theorem 1.4.6, I(Δ) is normally torsionfree if and only if I(Δ)(k) = I(Δ)k

for all k. In other word, I(Δ) is normally torsion free, if the symbolic Rees
algebra

Rs(I(Δ)) =
⊕

k≥0

I(Δ)(k)tk

of I(Δ) is standard graded.
In order to analyze when Rs(I(Δ)) is standard graded, we introduce two

invariants attached to an integer vector a = (a1, . . . , an) ∈ Z
n
+.

We let o(a) be the largest integer k such that xa ∈ I(Δ)(k), and let σ(a)
the largest integer r such that xa ∈ I(Δ)r.

Obviously, σ(a) ≤ o(a), and equality holds for all a ∈ Z
n
+, if and only if

Rs(I(Δ)) is standard graded.
Let F(Δ) = {F1, . . . , Fm}, and let M be the incidence matrix of Δ, that

is, the m × n-matrix M = (eij) with eij = 1 if j ∈ Fi and eij = 0 if j �∈ Fi.
For two vectors a and b in Z

n we write a ≥ b if ai ≥ bi for all i, and
we set 1 = (1, . . . , 1). Then the invariants o(a) and σ(a) can be expressed as
follows.

Proposition 10.3.14. Let a ∈ Z
n
+. Then

(a) o(a) = min{〈c,a〉: c ∈ Z
n
+, M · c ≥ 1};

(b) σ(a) = max{〈b,1〉: b ∈ Z
m
+ , M t · b ≤ a}.

Here M t denotes the transpose of M and 〈 , 〉 the standard scalar product.

Proof. (a) To say that xa ∈ I(Δ)(k) =
⋂

C∈C(Δ) P k
C is equivalent to saying

that
∑

i∈C ai ≥ k for all C ∈ C(Δ). This implies that

o(a) = min{
∑

i∈C

ai: C ∈ C(Δ)}. (10.9)

Let c ∈ {0, 1}n, and set supp(c) = {i ∈ [n]: ci �= 0}. Then C ⊂ [n] is a
vertex cover of Δ if and only if C = supp(c) with M · c ≥ 1. Thus, since
〈a, c〉 =

∑
i∈C ai, it follows from (10.9) that

o(a) = min{〈a, c〉: c ∈ {0, 1}n, M · c ≥ 1}
= min{〈a, c〉: c ∈ Z

n
+, M · c ≥ 1}.
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(b) Let a1, . . . ,am be the (0, 1)-vectors with supp(ai) = Fi for i = 1, . . . ,m.
Then xa ∈ I(Δ)k if and only if there exist nonnegative integers b1, . . . , bm such
that k =

∑m
i=1 bi and

∑m
i=1 biai ≤ a. Let b = (b1, . . . , bm). Then 〈b,1〉 = k

and M t · b =
∑m

i=1 biai. This yields the desired formula for σ(a). ��

A simplicial complex Δ on [n] with incidence matrix M is called a Men-
gerian simplicial complex if for all a ∈ Z

n
+,

min{〈c,a〉: c ∈ Z
n
+, M · c ≥ 1} = max{〈b,1〉: b ∈ Z

m
+ , M t · b ≤ c}.

Our discussion so far combined with Proposition 10.3.14 and Theorem
10.3.13 yields the following conclusion.

Corollary 10.3.15. Let Δ be a simplicial complex. Then the following con-
ditions are equivalent:

(a) I(Δ) is normally torsionfree;
(b) R(I(Δ)) = Rs(I(Δ));
(c) Rs(I(Δ)) is standard graded;
(d) Δ is a Mengerian simplicial complex.

If the equivalent conditions hold, then R(I(Δ)) is Cohen–Macaulay.

10.3.4 Classes of Mengerian simplicial complexes

Let Δ be a simplical complex on the vertex set [n]. A cycle or, more precisely,
an s-cycle of Δ (s ≥ 2) is an alternating sequence of distinct vertices and facets
v1, F1, ..., vs, Fs, vs+1 = v1 such that vi, vi+1 ∈ Fi for i = 1, ..., s. A cycle is
special if it has no facet containing more than two vertices of the cycle.
Observe that a cycle of a graph is always special.

By a result of [FHO74, Theorem 5.1], a simplicial complex which has no
special odd cycles is Mengerian. Thus from Corollary 10.3.15 we obtain

Theorem 10.3.16. Let Δ be a simplicial complex which has no special odd
cycles. Then I(Δ) is normally torsionfree.

Since the bipartite graphs are exactly those which have no odd cycles, we
obtain

Corollary 10.3.17. Let G be a bipartite graph. Then I(G) is normally tor-
sionfree.

Corollary 10.3.17 has an interesting consequence

Corollary 10.3.18. Let G be a bipartite graph with c connected components.
Then limk→∞ depth S/I(G)k = c.
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Proof. Since I(G) is normally torsionfree, it follows from Corollary 10.3.15
that R(I(Δ)) is Cohen–Macaulay. Thus Proposition 10.3.2 implies that

lim
k→∞

depth S/I(G)k = n − �(I(Δ)).

It follows from the subsequent lemma that �(I(Δ)) is the rank of the incidence
matrix of G. By a result of [GKS95, Theorem 2.5], the rank of the incidence
matrix of a graph G with n vertices is equal n − c0, where c0 is the number
of components of G which do not contain an odd cycle. Since G is bipartite,
we have c = c0, and the assertion follows. ��

Lemma 10.3.19. Let I ⊂ S = K[x1, . . . , xn] be a monomial ideal generated
in a single degree with G(I) = {xa1 , . . . ,xam}, and let A be the m× n matrix
whose columns are the vectors a1, . . . ,am. Then �(I) = rankQ A.

Proof. Since by assumption all generators of I have the same degree, it follows
that R(I)/mR(I) ∼= R where R = K[xa1 , . . . ,xam ]. Therefore, �(I) = dim R.
Since R is an affine K algebra, its Krull dimension is given by the transcen-
dence degree tr deg Q(R)/K of the quotient field of R over K; see [Mat80,
(14G) Corollary1] or [Kun08, Corollary 3.6]. Let {ai1 , . . .ai�

} be a maximal
set of linearly independent row vectors of A over Q. Then rankQ A = �. On
the other hand, the K subalgebra T = K[xai1 , . . . ,xai� ] is a polynomial ring
and Q(R) is algebraic over Q(T ). Therefore, tr deg Q(R) = tr deg Q(T ) = �,
as desired. ��

Observe that if I is the facet ideal of a simplicial complex Δ, then A is
nothing but the incidence matrix of Δ.

A simplicial complex without a special odd cycle can be also characterized
in terms of its incidence matrix. In fact, a special cycle corresponds to an s×s
submatrix of the form

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 · · 0 1
1 1 0 · · 0 0
0 1 1 · · 0 0
· ·
· ·
· 1 0
0 · · · 0 1 1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

with s ≥ 2. Therefore Δ has no special odd cycle if and only if its incidence
matrix has no such s × s submatrix with odd s, even after a permutation of
rows and columns.

We say that Δ is an unimodular simplicial complex if every square sub-
matrix of its incidence matrix has determinant equal to 0,±1.

The above matrix has determinant equal to 2 if s is odd. Therefore a
unimodular simplicial complex has no special odd cycle. In particular it is
Mengerian and consequently we have
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Corollary 10.3.20. Let Δ be a unimodular simplicial complex. Then I(Δ) is
normally torsionfree.

As a last example of Mengerian simplicial complexes we consider simplicial
forests. A simplicial complex Δ with F(Δ) = {F1, . . . , Fm} is called a forest
if for each nonempty subset {Fi1 , . . . , Fik

} ⊂ F(Δ), the simplical subcomplex
Γ with F(Γ ) = {Fi1 , . . . , Fik

} has a leaf. Recall from Chapter 9 that a facet
F of Δ is called a leaf, if either F is the only facet of Δ, or there exists
G ∈ F(Δ), G �= F such that H ∩F ⊂ G∩F for each H ∈ F(Δ) with H �= F .

A graph which is a forest may also be viewed as a simplicial forest, and
any forest is a quasi-forest.

Proposition 10.3.21. Let Δ be a forest. Then Δ has no special cycles of
length ≥ 3. In particular, I(Δ) is normally torsionfree and R(I(Δ)) is Cohen–
Macaulay.

Proof. Assume that Δ has a special cycle v1, F1, ..., vs, Fs, vs+1 = v1 with
s ≥ 3. Let Γ be the subcomplex with the facets F1, ..., Fs and F1 a leaf of Γ .
Then there exists a facet Fi �= F1 such that Fi ∩F1 �= ∅ and Fj ∩F1 ⊆ Fi ∩F1

for all j �= 1. Therefore, v1, v2 ∈ Fi. Since F1 is the only facet of the cycle
which contains v1, v2, we get Fi = F1; a contradiction. ��

Corollary 10.3.22. Let Δ be a forest with vertex set [n]. Assume that Δ is
pure and has m facets. Then limk→∞ depth S/I(Δ)k = n − m.

Proof. By Proposition 10.3.21, R(I(Δ)) is Cohen–Macaulay, so that we may
apply Proposition 10.3.2 to conclude that limk→∞ S/I(Δ)k = n − �(I(Δ)).
Since all generators of I(Δ) have the same degree, Lemma 10.3.19 implies
that �(I(Δ)) = rankQ A, where A is the incidence matrix of Δ. Any forest
is a quasi-forest. Thus we may choose a leaf order F1, . . . , Fm. Since for each
i, the facet Fi has a vertex which does not appear as a vertex of any Fj for
j < i, one sees that rankQ A = m. The desired result follows. ��

Problems

10.1. Compute the toric ideal of each of the following monomial configura-
tions:

• {x2
1, x1x2, x

2
2};

• {x1x2, x4x5, x1x3, x2x3, x3x4, x3x5};
• {x1x2, x2x3, . . . , x2q−1x2q, x2qx1};
• {xi

1x
q−i
2 : i = 0, 1, . . . , q};

• {x1x3x5, x1x3x6, x1x4x5, x1x4x6, x2x3x5, x2x3x6, x2x4x5, x2x4x6};
• {xixjxk : 1 ≤ i < j < k ≤ 5}.
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10.2. (a) Compute the toric ideal IAP
, where P is the poset of Problem 9.6.

(b) Compute the toric ideal IAG
, where G is the finite graph of Problem 9.10.

(c) Compute the toric ideal IAG
, where G is the complete graph with 4 vertices.

10.3. Show that every primitive binomial belonging to a toric ideal is irre-
ducible.

10.4. Let G be the complete graph with 6 vertices.
(a) How many primitive even closed walks of length 4 does G possess?
(b) How many primitive even closed walks of length 6 does G possess?
(c) How many primitive even closed walks of length 8 does G possess?

10.5. Let G be a bipartite graph. Show that the toric ideal IAG
is generated

by quadratic binomials if and only if every cycle of length > 4 has a chord.

10.6. Among the following monomial ideals, which of them satisfy the x-
condition?

• (x2
1, x1x2, x

2
2);

• (x1x2, x4x5, x1x3, x2x3, x3x4, x3x5);
• (x1x3x5, x1x3x6, x1x4x5, x1x4x6, x2x3x5, x2x3x6, x2x4x5, x2x4x6);

10.7. Let I ⊂ S = K[x1, . . . , x6] be the monomial ideals generated by

x1x4, x2x5, x3x6, x4x5, x4x6, x5x6.

(a) Show that I has a linear resolution.
(b) Find an ordering of the monomials belonging to G(I) for which I has
linear quotients.
(c) Does I2 have linear quotients?

10.8. Let I be a monomial ideal generated by quadratic monomials u1, . . . , us

and suppose that I has linear quotients with respect to this given ordering. Is
it true or false that I2 has linear quotients with respect to the lexicographic
ordering

u2
1, u1u2, . . . , u1us, u

2
2, u2u3, . . . , u

2
s ?

10.9. Let G be the Cohen–Macaulay tree on {1, . . . , 6} with the edges

{1, 2}, {2, 3}, {3, 4}, {3, 5}, {5, 6}.

(a) Find the vertex cover ideal IG of G.
(b) Show that IG has linear quotients.
(c) Does (IG)2 have linear quotients?

10.10. Let G be the Cohen–Macauly chordal graph on {1, . . . , 6} with the
edges

{1, 2}, {1, 3}, {1, 4}, {2, 3}, {3, 4}, {3, 5}, {4, 5}, {4, 6}, {5, 6}.

(a) Find the vertex cover ideal IG of G.
(b) Show that IG has linear quotients.
(c) Does (IG)2 have linear quotients?



10.3 Depth and normality of powers of monomial ideals 209

10.11. Find a Cohen–Macaulay finite graph G which is neither bipartite nor
chordal such that all powers of the vertex cover ideal IG of G have a linear
resolution.

10.12. Let P be the poset of the positive integers dividing 12, ordered by
divisibility. Compute the depth of S/Hk

P for all k.

10.13. Let Δ be a simplicial complex on [n] and Δ∗ the simplicial complex
with F(Δ∗) = C(Δ). Show:
(a) Δ∗∗ = Δ.
(b) I(Δ∗) =

⋂
F∈F(Δ) PF .

10.14. Let Δ be a simplicial complex on [n]. A vector a = (a1, . . . , an) with
nonnegative integer coefficients is called a vertex cover of order k of Δ if∑

i∈F ≥ k for all F ∈ F(Δ).
(a) Let a be a vertex cover of order k and b a vertex cover of order �. Show
that a + b is a vertex cover of order k + �.
(b) Let S = K[x1, . . . , xn] and S[t] be the polynomial ring over S in the
indeterminate t. For each k ≥ 0, let Ak(Δ) ⊂ S[t] be the K-subspace of S[t]
spanned by the monomials xatk where a is a vertex cover of order k of Δ.
Use (a) to prove that A(Δ) =

⊕
k≥0 Ak(Δ) has the natural structure of a

graded S-algebra.
(c) Show that A(Δ) = Rs(I(Δ∗)).
(d) Let G be a bipartite graph. Then show that A(G) is standard graded.

Notes

The study of homological properties of powers of a graded ideal has been
one of the main topics of commutative algebra in recent years. Important
invariants, like the regularity, the depth or the set of associated prime ideals
become stable for high powers; see [CHT99], [Kod00] and [Bro79]. The powers
of an ideal with linear resolution or linear quotients need not have a linear
resolution. On the other hand, Römer [Roe01b] gives an upper bound for the
regularity of all powers of a graded ideal in terms of the so-called x-regularity
of the corresponding Rees ring. This implies that if the x-regularity is zero,
then all powers of the ideal do have a linear resolution. By using Römer’s
result another criterion in terms of the initial ideal of the defining ideal of
the Rees algebra was obtained in [HHZ04a]. This criterion in combination
with Fröberg’s [Fro90], Dirac’s theorem [Dir61] and [OH99] is used to prove
Theorem 10.2.6. The result on quadratic Gröbner bases arising finite posets
(Theorem 10.1.3) is taken from [Hib87].

For certain classes of monomial ideals which naturally arise in combinato-
rial contexts the depth of the powers can be computed by the method of linear
quotients. The examples given here are taken from [HH06]. Theorem 10.3.13
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is a direct of consequence of a result in the paper [SVV94] by Simis, Vas-
concleos and Villarreal. Also the fact that edge ideal of a bipartite graph
is normally torsionfree is shown in [SVV94]. Most of the results of Subsec-
tions 10.3.3 and 10.3.4 are taken from [HHTZ08]. There the symbolic Rees
algebra is interpreted as a vertex cover algebra. Higher order vertex covers
and vertex cover algebras were first introduced in [HHT07]. The relationship
between facet ideals and Mengerian simplicial complexes was first studied in
the paper [GVV07] of Gitler, Valencia and Villarreal. Combining the results
of this paper with results of Escobar, Villarreal and Yoshino [EVY06], one
obtains another proof of Corollary 10.3.15. Important classes of Mengerian
simplicial complexes are the unimodular simplicial complexes. In [HHT09] it
is shown that the vertex cover algebra of a weighted simplicial complex is
standard graded for all weight functions if and only if the simplical complex
unimodular.

Simplicial forests were introduced by Faridi [Far02]. It turns out that they
are just the hypergraphs which have no special odd cycle of length ≥ 3.
In hypergraph theory such hypergraphs are called totally balanced. In her
paper [Far02], Faridi showed that the Rees algebra of the facet ideal of a
simplicial tree is a normal Cohen–Macaulay domain. This result is related to
Proposition 10.3.21. In [Far04] it is shown that simplicial trees are sequentially
Cohen–Macaulay.
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Shifting theory

Algebraic shifting, introduced by Gil Kalai, is one of the most powerful tech-
niques to develop the extremal combinatorics of simplicial complexes. We will
make a self-contained and systematic study of the algebraic aspects of shifting
theory from a viewpoint of generic initial ideals and graded Betti numbers.

11.1 Combinatorial shifting

First of all, we discuss combinatorial shifting, which played an important role
in the classical extremal combinatorics of finite sets.

11.1.1 Shifting operations

A simplicial complex Δ on [n] is shifted if, for F ∈ Δ, i ∈ F and j ∈ [n] with
j > i, one has (F \ {i}) ∪ {j} ∈ Δ.

Note that Δ is shifted if and only if IΔ is squarefree strongly stable.
A shifting operation on [n] is a map which associates each simplicial

complex Δ on [n] with a simplicial complex Shift(Δ) on [n] and which satisfies
the following conditions:

(S1) Shift(Δ) is shifted;
(S2) Shift(Δ) = Δ if Δ is shifted;
(S3) f(Δ) = f(Shift(Δ));
(S4) Shift(Δ′) ⊂ Shift(Δ) if Δ′ ⊂ Δ.

11.1.2 Combinatorial shifting

In classical combinatorics of finite sets, Erdös, Ko and Rado introduced com-
binatorial shifting.

Let Δ be a simplicial complex on [n]. Let 1 ≤ i < j ≤ n. Write Shiftij(Δ)
for the collection of subsets of [n] consisting of the sets Cij(F ) ⊂ [n], where
F ∈ Δ and where
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Cij(F ) =
{

(F \ {i}) ∪ {j}, if i ∈ F, j �∈ F and (F \ {i}) ∪ {j} �∈ Δ,
F, otherwise.

It follows easily that Shiftij(Δ) is a simplicial complex on [n].

Lemma 11.1.1. The operation Δ → Shiftij(Δ) satisfies the conditions (S2),
(S3) and (S4).

Proof. Since |Cij(F )| = |F | for all faces F of Δ and since Cij(F ) �= Cij(G) if
F �= G, it follows that Δ and Shiftij(Δ) have the same f -vector. Hence (S3)
is satisfied. The condition (S4) is clearly satisfied.

Let Δ be shifted and F a face of Δ. Let i ∈ F and i < j with j �∈ F .
Since Δ is shifted, it follows that (F \ {i}) ∪ {j} must be a face of Δ. Thus
Cij(F ) = F for all faces F of Δ. Hence (S2) is satisfied. �	

Lemma 11.1.2. There exists a finite sequence of pairs of integers

(i1, j1), (i2, j2), . . . , (iq, jq)

with each 1 ≤ ik < jk ≤ n such that

Shiftiqjq (Shiftiq−1jq−1(· · · (Shifti1j1(Δ)) · · ·))

is shifted.

Proof. For each face F = {j1, . . . , jd} of Δ, we set c(F ) = j1 + · · · + jd.
Let c(Δ) =

∑
F∈Δ c(F ). Obviously one has c(Δ) ≤ c(Shiftij(Δ). If Δ is not

shifted, then there exists a face F together with i and j with i < j such that
i ∈ F , j �∈ F and (F \ {i}) ∪ {j} �∈ Δ. Since c(F ) < c(Cij(F )), it follows that
c(Δ) < c(Shiftij(Δ). This simple observation yields the desired result. �	

An arbitrary shifted complex which is obtained by a finite number of
sequences of operations as described in Lemma 11.1.2 will be denoted by Δc

and will be called a combinatorial shifted complex of Δ. It follows from
Lemma 11.1.1 that the operation Δ → Δc is a shifting operation. Such an
operation is called combinatorial shifting. A combinatorial shifted complex
Δc of Δ is, however, not necessarily uniquely determined by Δ. Later, we
will see some extremely bad behaviour of combinatorial shifting. The only
advantage of combinatorial shifting is that it is easily computable.

11.2 Exterior and symmetric shifting

We now introduce exterior algebraic shifting and symmetric algebraic shifting.
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11.2.1 Exterior algebraic shifting

Let K be an infinite field and E =
⊕n

d=0

∧d
V the exterior algebra of a vector

space V over K of dimension n with basis e1, . . . , en. Let Δ be a simplicial
complex on [n] and JΔ ⊂ E the exterior face ideal of Δ. Let <rev denote the
reverse lexicographic order on E induced by the ordering e1 > · · · > en. Let

Δe = gin<rev
(JΔ).

We know by Proposition 5.2.10 that the exterior face ideal JΔe of Δe is
strongly stable. Thus Δe is shifted. We call Δe the exterior algebraic
shifted complex of Δ.

Proposition 11.2.1. The operation Δ → Δe is a shifting operation.

Proof. Since Δe is shifted, the condition (S1) is satisfied. Since JΔ is strongly
stable, it follows that gin<rev

(JΔ) = JΔ, see Theorem 5.2.9. Thus (S2) is
satisfied. On the other hand, since gin<rev

(JΔ) and JΔ have the same Hilbert
function, one has f(Δe) = f(Δ). Thus (S3) is satisfied. Finally, if Γ is a
subcomplex of Δ, then JΔ ⊂ JΓ . Thus JΔe ⊂ JΓ e . Hence Γ e ⊂ Δe. Thus
(S4) is satisfied. �	

The shifting operation Δ → Δe is called the exterior algebraic shifting.

11.2.2 Symmetric algebraic shifting

Let K be a field of characteristic 0 or of characteristic > n and S =
K[x1, . . . , xn] the polynomial ring in n variables over K. We work with the
reverse lexicographic order <rev on S induced by the ordering x1 > · · · > xn.

Let I ⊂ S be a squarefree monomial ideal and gin<rev
(I) its generic ini-

tial ideal with respect to <rev. Since K is of characteristic 0, it follows that
gin<rev

(I) is strongly stable. However, gin<rev
(I) is no longer squarefree.

Lemma 11.2.2. Let I ⊂ S be a squarefree monomial ideal. Then

m(u) + deg u ≤ n + 1

for all monomial u belonging to G(gin<rev
(I)).

Proof. Since gin<rev
(I) is strongly stable, it follows from Corollary 7.2.3 that

βii+j(I) =
∑

u∈G(gin<rev (I))j

(
m(u) − 1

i

)
,

where G(gin<rev
(I))j is the set of monomials u ∈ G(gin<rev

(I)) of degree j.
Thus in particular
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max{m(u) + deg u − 1 : u ∈ G(gin<rev
(I))}

is the highest shift in the resolution of gin<rev
(I). Since I is squarefree ideal,

Hochster’s formula (Theorem 8.1.1) guarantees that the highest shift in the
resolution of I is at most n. Since the Betti number with the highest shift
in the resolution on I is extremal, it follows from Theorem 4.3.17 that the
highest shift in the resolution of I and that of gin<rev

(I) coincides. Hence
m(u) + deg u − 1 ≤ n for all u ∈ G(gin<rev

(I)), as desired. �	

In order to define symmetric algebraic shifting, we must introduce a cer-
tain operator, called the squarefree operator, which transfers gin<rev

(I) into
a squarefree strongly stable ideal.

Let u = xi1xi2 · · ·xid
be a monomial of S, where i1 ≤ i2 ≤ · · · ≤ id, we set

uσ = xi1xi2+1 · · ·xij+(j−1) · · ·xid+(d−1).

One has

m(uσ) − deg uσ = m(u) − 1. (11.1)

Thus uσ belongs to S if and only if m(u)+deg u ≤ n+1. The operator u → uσ

will be called squarefree operator.

Corollary 11.2.3. Let I be a squarefree ideal of S. Then uσ belongs to S for
all u ∈ G(gin<rev

(I))).

The squarefree operator u → uσ naturally arises in the very elementary
stage of enumerative combinatorics.

Example 11.2.4. Let An,d be the set of monomials in the variables x1, . . . , xn

of degree d and Bn,d the set of squarefree monomials in the variables x1, . . . , xn

of degree d. In high school mathematics we learn |Bn,d| =
(
n
d

)
. What is |An,d|?

We associate each monomial u ∈ An,d with uσ ∈ Bn+d−1,d. The map u → uσ

gives a bijection between An,d and Bn+d−1,d. Its inverse is the map which
associate each squarefree monomial v = xi1 · · ·xid

of Bn+d−1,d, where 1 ≤
i1 < · · · < id ≤ n + d − 1, with the monomial

vτ = xi1xi2−1 · · ·xij−(j−1) · · ·xid−(d−1)

belonging to An,d. Thus |An,d| = |Bn+d−1,d|. Hence |An,d| =
(
n+d−1

d

)
=(

n+d−1
n−1

)
.

Let I ⊂ S be strongly stable ideal. We write Iσ for the squarefree monomial
ideal generated by the monomials uσ

1 , . . . , uσ
s .

Lemma 11.2.5. If I ⊂ S is strongly stable with G(I) = {u1, . . . , us}, then Iσ

is squarefree strongly stable with G(Iσ) = {uσ
1 , . . . , uσ

s }.
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Proof. First, suppose that, for some uj ∈ G(I), one has uσ
j �∈ G(Iσ). Then

there exists an integer i �= j such that uσ
i |ujσ. If uσ

i = uσ
j , then ui = uj , a

contradiction. Hence we may assume that uσ
i is a proper divisor of uσ

j .
Let ui = xk1xk2 · · ·xkt and uj = xl1xl2 · · ·xld . Then we have uσ

i =
xk1xk2+1 · · ·xkt+(t−1) and uσ

j = uj = xl1xl2+1 · · ·xld+(d−1). Since uσ
i divides

uσ
j properly, there exist p1 ≤ p2 ≤ · · · ≤ pt such that k1 = lp1+(p1−1), k2+1 =

lp2 + (p2 − 1), . . . , kt + (t − 1) = lpt + (pt − 1) with t < d. It follows that
kr = lpr + (pr − r) for r = 1, . . . , t. Thus ui =

∏t
r=1 xlpr +(pr−r). Since I is

strongly stable and ui ∈ I it follows that
∏t

r=1 xlpr
∈ I, contradicting the

fact that uj ∈ G(I).
Second, to see why Iσ is squarefree strongly stable, we take a monomial

u = xi1 · · ·xid
∈ G(I) together with u0 = (xbu

σ)/xia+(a−1), where xb does
not divide uσ and where b < ia + (a − 1) and a ∈ [d]. We claim u0 ∈ Iσ.
Choose p < a such that ip + (p − 1) < b < ip+1 + p. (Here i0 = 1). Let

v = (
p∏

j=1

xij )xb−p(
a−1∏

j=p+1

xij−1)(
d∏

j=a+1

xij ).

Since b−p < ip+1 ≤ ia and since I is strongly stable, the monomial v belongs
to I. One has vσ = (xbu

σ)/xia+(a−1) = u0. Let, say, v = x�1 · · ·x�d
with �1 ≤

· · · ≤ �d. Again, since I is strongly stable, it follows that w = x�1 · · ·x�c ∈ G(I)
for some c ≤ d. Since wσ divides vσ = u0, one has u0 ∈ Iσ, as desired. �	

Let Δ be a simplicial complex on [n]. Since the base field K is of charac-
teristic 0 or of characteristic > n, Proposition 4.2.4 implies that gin<rev

(IΔ)
is strongly stable. Thus (gin<rev

(IΔ))σ is a squarefree strongly stable ideal of
S. Now, the symmetric algebraic shifted complex of Δ is defined to be
the shifted complex Δs on [n] with

IΔs = (gin<rev
(IΔ))σ.

Lemma 11.2.6. If I ⊂ S is a strongly stable ideal, then βii+j(I) = βii+j(Iσ)
for all i and j.

Proof. The desired formula follows from (11.1) together with Corollary 7.2.3
and Corollary 7.4.2 �	

Lemma 11.2.6 implies in particular that the operation Δ → Δs satisfies
the condition (S3). On the other hand, as in the case of exterior shifting one
shows that the operation Δ → Δs satisfies the condition (S4).

Finally, the fact that the operation Δ → Δs satisfies the condition (S2)
follows from Theorem 11.2.7 stated below. We call the shifting operation Δ →
Δs symmetric algebraic shifting.

Theorem 11.2.7. Let I ⊂ S be a squarefree strongly stable ideal. Then

I = gin<rev
(I)σ.
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Proof. Working with induction on the largest integer m(u) for which u ∈ G(I),
by using Lemma 11.2.8 we may suppose that there is u ∈ G(I) with m(u) = n.

Let I ′ = I : (xn) and I ′′ the squarefree ideal of S generated by those
squarefree monomials u ∈ G(I) with m(u) < n. Each of I ′ and I ′′ is squarefree
strongly stable and I ′′ ⊂ I ⊂ I ′. Our assumption of induction guarantees that
I ′ = gin<rev

(I ′)σ and I ′′ = gin<rev
(I ′′)σ. Hence

I ′′ ⊂ gin<rev
(I)σ ⊂ I ′.

We claim that I ⊂ gin<rev
(I)σ. Since I ′′ ⊂ gin<rev

(I)σ, each u ∈ G(I) with
m(u) < n belongs to gin<rev

(I)σ.
Now, let w1, . . . , wq be the monomials belonging to G(gin<rev

(I)σ) with
each m(wj) = n, where deg w1 ≤ · · · ≤ deg wq. Since gin<rev

(I)σ ⊂ I ′, each
xnwj belongs to I. However, since m(u) = n and since I is squarefree, one
has wj ∈ I for each 1 ≤ i ≤ q. Thus each wj must be divided by a monomial
uj ∈ G(I). If m(uj) < n, then uj ∈ I ′′ ⊂ gin<rev

(I)σ. This is impossible
because wj ∈ G(gin<rev

(I)σ) and uj �= wj . Hence m(uj) = n.
Recall from Corollary 7.2.3 that, for a squarefree strongly stable ideal I of

S, one has

βn−i,n(I) = |{u ∈ G(I) : deg u = i, m(u) = n}|. (11.2)

Therefore βn−deg u1,n(I) �= 0. Assume deg u1 < deg w1. Then

βn−deg u1,n(gin<rev
(I)σ) = 0.

However, in general one has

βii+j(I) ≤ βii+j(gin<rev
(I)σ) (11.3)

for all i and j. Thus deg u1 cannot be less than deg w1. Hence deg u1 =
deg w1 and u1 = w1. In particular, w1 belongs to G(I). Suppose now that
u1 = w1, . . . , uk = wk. The same argument that shows that u1 = w1 yields
uk+1 = wk+1. Hence each wi belongs to G(I). Thus in particular

{w ∈ G(gin<rev
(I)σ) : m(u) = n} ⊂ {u ∈ G(I) : m(u) = n}.

However, the inequalities (11.3) together with (11.2) guarantee that

|{u ∈ G(I) : m(u) = n}| ≤ |{w ∈ G(gin<rev
(I)σ) : m(u) = n}|.

Hence

{u ∈ G(I) : m(u) = n} = {w ∈ G(gin<rev
(I)σ) : m(u) = n}.

Thus each u ∈ G(I) with m(u) = n belongs to gin<rev
(I)σ. This completes

the proof of our claim that I ⊂ gin<rev
(I)σ.

Finally, the Hilbert function of I and that of gin<rev
(I)σ coincides, see

Corollary 6.1.5. Hence, I = gin<rev
(I)σ, as desired. �	
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Lemma 11.2.8. Let J ⊂ K[x1, . . . , xm] be a graded ideal, where m ≤ n. Then
gin<rev

(J)S = gin<rev
(JS).

Proof. We may assume m < n. Let I = JS. There exists a nonempty Zariski
open set U ⊂ GL(n; K) such that in<rev(α(I)) = gin<rev(I) for all α =
(aij) ∈ U .

Let Mn(K) be the set of all n×n-matrices with entries in K. Note that the
restriction map Mn(K) → Mm(K) given by (aij)i,j=1,···,n 
→ (aij)i,j=1,···,m is
an open map. Let V ⊂ GL(m; K) be the image of U under this restriction.
Then V is a nonempty Zariski open subset of GL(m;K). Hence there exists
α ∈ U whose restriction β satisfies in<rev(β(J)) = gin<rev(J).

By Lemma 4.3.7 and by the definition of the restriction we obtain

(in<rev(α(I)), xm+1, · · · , xn) = in<rev(α(I), xm+1, · · · , xn) (11.4)
= in<rev(β(J), xm+1, · · · , xn) = (in<rev(β(J)), xm+1, · · · , xn).

By using Corollary 4.3.18 we have proj dim S/ gin<rev
(I) = proj dimS/I =

proj dimK[x1, . . . , xm]/J ≤ m. Thus by using Corollary 7.2.3 we see that
m(v) ≤ m for all v ∈ G(gin<rev

(I)) = G(in<rev(α(I))). Hence by (11.4) the
desired result follows. �	

We conclude this section with the following observation

Proposition 11.2.9. Let I be a strongly stable monomial ideal. Then one has
gin<rev

(Iσ) = I. In particular, the squarefree operator establishes a bijection
between the strongly stable ideals and the squarefree strongly stable ideals.

Proof. Let J = gin<rev
(Iσ). Then J is strongly stable and by Theorem 11.2.7

one has Jσ = Iσ. Therefore G(Jσ) = G(Iσ). By Lemma 11.2.5 it follows that
G(J) = G(I). �	

11.3 Comparison of Betti numbers

We now study the comparison of graded Betti numbers for the different shift-
ing operations. We expect the following inequalities

βij(IΔ) ≤ βij(IΔs) ≤ βij(IΔe) ≤ βij(IΔc) ≤ βij(IΔlex),

where Δlex is the simplicial complex whose Stanley–Reisner ideal is the unique
squarefree lexsegment ideal with the same Hilbert function as IΔ.

In this chain of inequalities, the inequality βij(IΔs) ≤ βij(IΔe) and even
the inequality βij(IΔ) ≤ βij(IΔe) is not known. All other inequalities will be
proved in the following subsections.
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11.3.1 Graded Betti numbers of IΔ and IΔs

In this subsection K will be an infinite field of characteristic 0 or of charac-
teristic > n. We will prove the following

Theorem 11.3.1. Let Δ be a simplicial complex on the vertex set [n]. Then

βij(IΔ) ≤ βij(IΔs) for all i and j

Proof. By Corollary 3.3.3 we know that βij(I) ≤ βij(gin<rev
(I)). Hence the

theorem follows from Lemma 11.2.6. �	

11.3.2 Graded Betti numbers of IΔe and IΔc

Our goal is to show the inequalities βii+j(IΔe) ≤ βii+j(IΔc) for all i and j.
Let K be an infinite field, S = K[x1, . . . , xn] the polynomial ring in n

variables over K and E =
⊕n

d=0 Ed with Ed =
∧d

V the exterior algebra of a
vector space V over K of dimension n with basis e1, . . . , en. Let the general
linear group GL(n; K) act linearly on E. Let <rev be the reverse lexicographic
order on E induced by the ordering e1 > · · · > en.

Given an arbitrary graded ideal I =
⊕n

d=0 Id of E with each Id ⊂ Ed, fix
ϕ ∈ GL(n; K) for which in<rev(ϕ(I)) is the generic initial ideal gin<rev(I) of
I. Recall that the subspace Ed =

∧d
V is of dimension

(
n
d

)
with a canonical

K-basis eF , F ∈
(
[n]
d

)
, where

(
[n]
d

)
denotes the set of all d-element subsets

of [n]. Fix a K-basis f1, . . . , fs of Id, where s = dimK Id. Write each ϕ(fi),
1 ≤ i ≤ s, of the form

ϕ(fi) =
∑

F∈([n]
d )

αF
i eF

with each αF
i ∈ K. Let M(I, d) denote the s ×

(
n
d

)
matrix

M(I, d) = (αF
i )

1≤i≤s, F∈([n]
d )

whose columns are indexed by F ∈
(
[n]
d

)
. Moreover, for each G ∈

(
[n]
d

)
, write

MG(I, d) for the submatrix of M(I, d) which consists of the columns of M(I, d)
indexed by those F ∈

(
[n]
d

)
with eG ≤rev eF and write M ′

G(I, d) for the
submatrix of MG(I, d) which is obtained by removing the column of MG(I, d)
indexed by G.

Lemma 11.3.2. Let eG ∈ Ed with G ∈
(
[n]
d

)
. Then one has eG ∈ (gin<rev

(I))d

if and only if rank(M ′
G(I, d)) < rank(MG(I, d)).

Proof. One has rank(M ′
G(I, d)) < rank(MG(I, d)) if and only if the row vector

(0, . . . , 0, 1) with “1” lying on the column indexed by G belongs to the vector
space spanned by the row vectors of MG(I, d). This is equivalent to saying
that there exist c1, . . . , cs ∈ K such that eG = in<rev(

∑s
i=1 ciϕ(fi)). �	
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Corollary 11.3.3. The rank of a matrix MG(I, d), G ∈
(
[n]
d

)
, is independent

of the choice of ϕ ∈ GL(n;K) for which gin<rev
(I) = in<rev(ϕ(I)) and of the

choice of the K-basis f1, . . . , fs of Id. More precisely, rank(MG(I, d)) is equal
to the number of F ∈

(
[n]
d

)
for which eF ∈ (gin<rev

(I))d and eG ≤rev eF .

Proof. Note that rank(M ′
G(I, d)) = rank(MG(I, d)) − 1 if rank(M ′

G(I, d)) <
rank(MG(I, d)). Therefore, the assertion follows from Lemma 11.3.2. �	

Corollary 11.3.4. Let I ⊂ E be a homogeneous ideal and ψ ∈ GL(n;K).
Then one has rank(MG(I, d)) = rank(MG(ψ(I), d)) for all G ∈

(
[n]
d

)
.

Proof. Recall that there is a nonempty Zariski open subset U ⊂ GL(n;K) such
that gin<rev

(I) = in<rev(ϕ(I)) for all ϕ ∈ U . Similarly, there is a nonempty
Zariski open subset V ⊂ GL(n;K) such that gin<rev

(ψ(I)) = in<rev(ϕ
′(ψ(I)))

for all ϕ′ ∈ V . Since Uψ−1 = {ϕψ : ϕ ∈ U} is again a nonempty Zariski
open subset of GLn(K) it follows that Uψ−1 ∩ V �= ∅. If ρ ∈ Uψ−1

⋂
V , then

gin<rev
(I) = in<rev(ρ(ψ(I)) = gin<rev

(ψ(I)), and the matrix M(I, d) defined
by using ρψ ∈ U and the K-basis f1, . . . , fs of Id coincides with the matrix
M(ψ(I), d) defined by using ρ ∈ V and the K-basis ψ(f1), . . . , ψ(fs) of ψ(I)d.

�	

If u = eF is a monomial of E, then we set m(u) = max{ j : j ∈ F }.
Given a monomial ideal I ⊂ E, one defines m≤i(I, d), where 1 ≤ i ≤ n and
1 ≤ d ≤ n, by

m≤i(I, d) = |{u = eF ∈ I : deg(u) = d, m(u) ≤ i }|.

Corollary 11.3.5. Let i ≥ d and set F(i,d) = {i−d+1, i−d+2, . . . , i} ∈
(
[n]
d

)
.

Then given a homogeneous ideal I ⊂ E one has

m≤i(gin<rev
(I), d) = rank(MF(i,d)(I, d)).

Proof. Let G ∈
(
[n]
d

)
. Then m(eG) ≤ i if and only if eF(i,d) ≤rev eG. On

the other hand, Corollary 11.3.3 says that rank(MF(i,d)(I, d)) coincides with
the number of monomials eG ∈ (gin<rev

(I))d with eF(i,d) ≤rev eG. Thus
m≤i(gin<rev

(I), d) = rank(MF(i,d)(I, d)), as required. �	

Let I ⊂ E be a monomial ideal. Fix 1 ≤ i < j ≤ n. Let t ∈ K and
introduce the K-linear injective map St

ij : I → E satisfying

St
ij(eF ) =

{
e(F\{j})∪{i} + teF , if j ∈ F , i �∈ F and e(F\{j})∪{i} �∈ I,
eF , otherwise,

where eF ∈ I is a monomial. Let Iij(t) ⊂ E denote the image of I by St
ij .

Lemma 11.3.6. (a) If t �= 0, then there is λt
ij ∈ GL(n;K) with Iij(t) =

λt
ij(I). In particular, the subspace Iij(t) is an ideal of E.

(b) Let Δ denote a simplicial complex on [n] and JΔ its exterior face ideal.
Then (JΔ)ij(0) = JShiftij(Δ).
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Proof. (a) Let λt
ij ∈ GL(n;K) defined by

λt
ij(ek) =

{
ek, if k �= j,
ei + tej , if k = j.

We claim Iij(t) = λt
ij(I). Let eF ∈ I. We distinguish several cases:

(i) If j �∈ F , then λt
ij(eF ) = eF = St

ij(eF ). Thus λt
ij(eF ) ∈ Iij(t).

(ii) If j ∈ F and i ∈ F , then λt
ij(eF ) = teF = tSt

ij(eF ). Thus λt
ij(eF ) ∈ Iij(t).

(iii) Let j ∈ F and i �∈ F with e(F\{j})
S

{i} ∈ I. Then λt
ij(eF ) = e(F\{j})

S

{i}+
teF and St

ij(eF ) = eF . Since e(F\{j})
S

{i} ∈ I, St
ij(e(F\{j})

S

{i}) =
e(F\{j})

S

{i} ∈ Iij(t). Thus λt
ij(eF ) ∈ Iij(t).

(iv) Let j ∈ F and i �∈ F with e(F\{j})
S

{i} �∈ I. Then λt
ij(eF ) = e(F\{j})

S

{i}+
teF and St

ij(eF ) = e(F\{j})
S

{i} + teF . Thus λt
ij(eF ) ∈ Iij(t).

Hence λt
ij(I) ⊂ Iij(t). Since each of λt

ij and St
ij is injective, one has Iij(t) =

λt
ij(I), as desired.

(b) We claim {F ⊂ [n] : eF ∈ (JΔ)ij(0) } ∩ Shiftij(Δ) = ∅.
(i) If eF ∈ (JΔ)ij(0) with eF �∈ JΔ, then there is eG ∈ JΔ with F = (G \

{j}) ∪ {i}. Since F ∈ Δ, G �∈ Δ and G = (F \ {i}) ∪ {j}, one has
G = Cij(F ) ∈ Shiftij(Δ). Thus F �∈ Shiftij(Δ).

(ii) Let eF ∈ (JΔ)ij(0) with eF ∈ JΔ. Suppose F ∈ Shiftij(Δ). Since F �∈ Δ,
there is G ⊂ [n] with G ∈ Δ such that F = (G \ {i}) ∪ {j}. Hence
j ∈ F , i �∈ F and eG = e(F\{j})∪{i} �∈ JΔ. Thus eG ∈ (JΔ)ij(0) and
eF �∈ (JΔ)ij(0), contradiction.

Hence (JΔ)ij(0) ⊂ JShiftij(Δ). Since

dimK(JΔ)ij(0) = dimK JΔ = dimK JShiftij(Δ),

it follows that (JΔ)ij(0) = JShiftij(Δ). �	

Corollary 11.3.7. With the same notation as in Corollary 11.3.5 one has

rank(MF(i,d)(JShiftij(Δ), d)) ≤ rank(MF(i,d)(JΔ, d)).

Proof. Let r(t) be the rank of the matrix MF(i,d)((JΔ)ij(t), d). By Corol-
lary 11.3.4 we have r(t) = rank(MF(i,d)(JΔ, d)) for all t �= 0. In particular
r(t) is constant for t �= 0. Suppose r(0) > r(t). Then there exists a minor of
size r(0) of MF(i,d)(JΔ)ij(t), d)) which we denote by M(t) such that M(0) �= 0.
Since M(t) is a polynomial in t and since K is infinite, there exists t �= 0 with
M(t) �= 0, as well. But this contradicts the assumption that r(0) > r(t). �	

Corollary 11.3.8. Let Δ be a simplicial complex on [n]. Then for all i and
d one has

m≤i(JΔe , d) ≥ m≤i(JΔc , d).
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Proof. Corollary 11.3.5 together with Corollary 11.3.7 guarantees that

m≤i(gin(JΔ), d) ≥ m≤i(gin(JShiftij(Δ)), d). (11.5)

Hence m≤i(gin(JΔ), d) ≥ m≤i(gin(JΔc), d). In other words, m≤i(JΔe , d) ≥
m≤i(J(Δc)e , d). However, since Δc is shifted, it follows that (Δc)e = Δc. Thus
m≤i(JΔe , d) ≥ m≤i(JΔc , d), as desired. �	

We now approach to the final step to prove the inequalities βii+j(IΔe) ≤
βii+j(IΔc). We first show

Proposition 11.3.9. Let Δ and Δ′ be shifted simplicial complexes on [n] with
f(Δ) = f(Δ′) and suppose that

m≤i(JΔ, j) ≥ m≤i(JΔ′ , j)

for all i and j. Then for all i and j one has

βii+j(IΔ) ≤ βii+j(IΔ′).

Proof. Since f(Δ) = f(Δ′), one has m≤n(IΔ, j) = m≤n(IΔ′ , j) for all j,
see Subsection 6.2. Proposition 7.4.3 then yields the inequalities βii+j(IΔ) ≤
βii+j(IΔ′) for all i and j, as desired. �	

Theorem 11.3.10. Let Δ be a simplicial complex, Δe the exterior algebraic
shifted complex of Δ and Δc a combinatorial shifted complex of Δ. Then

βii+j(IΔe) ≤ βii+j(IΔc)

for all i and j.

Proof. Corollary 11.3.8 guarantees m≤i(JΔc , j) ≤ m≤i(JΔe , j) for all i and j.
Thus by virtue of Proposition 11.3.9 the required inequalities βii+j(IΔe) ≤
βii+j(IΔc) follow immediately. �	

11.3.3 Graded Betti numbers of IΔ and IΔc

Our goal is to show the inequalities βii+j(IΔ) ≤ βii+j(IΔc) for all i and j.
Let Δ be a simplicial complex on [n] and IΔ ⊂ S its Stanley–Reisner ideal.

Let H̃k(Δ; K) denote the kth reduced homology group of Δ with coefficients
K. If W ⊂ [n], then ΔW stands for the simplicial complex on W whose faces
are those faces F of Δ with F ⊂ W .

Recall that Hochster’s formula (Theorem 8.1.1) to compute the graded
Betti numbers of IΔ says that

βii+j(IΔ) =
∑

W⊂[n], |W |=i+j

dimK H̃j−2(ΔW ; K) (11.6)

for all i and j.
Fix 1 ≤ i < j ≤ n and set Γ = Shiftij(Δ).
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Lemma 11.3.11. For all k, dimK H̃k(Δ; K) ≤ dimK H̃k(Γ ; K).

Proof. By considering an extension field of K if necessary, we may assume
that K is infinite. Let Δe denote the exterior algebraic shifted complex of Δ.
By Proposition 11.4.7 we have H̃k(Δ; K) ∼= H̃k(Δe; K). Thus we need to show
that dimK H̃k(Δe; K) ≤ dimK H̃k(Γ e; K) for all k. By using (11.6) one has
βin(IΔ) = dimK H̃n−i−2(Δ; K). Hence it remains to show that βin(IΔe) ≤
βin(IΓ e) for all i. Inequality (11.5) says that m≤i(JΔe , j) ≥ m≤i(JΓ e , j) for
all i and j. It then follows from Corollary 11.3.9 that βii+j(IΔe) ≤ βii+j(IΓ e)
for all i and j. Thus in particular βin(IΔe) ≤ βin(IΓ e) for all i. �	

Let W ⊂ [n] \ {i, j}, and let

Δ1 = ΔW∪{i}, Δ2 = ΔW∪{j}, Γ1 = ΓW∪{i} and Γ2 = ΓW∪{j}.

Then

Δ1 ∩ Δ2 = Γ1 ∩ Γ2 = ΔW = ΓW , and Γ1 ∪ Γ2 = Shiftij(Δ1 ∪ Δ2).(11.7)

The reduced Mayer–Vietoris exact sequence of Δ1 and Δ2 and that of Γ1 and
Γ2 (see Proposition 5.1.8) is given by

· · · −−−−→ H̃k(ΔW ; K)
∂1,k−−−−→ H̃k(Δ1; K) ⊕ H̃k(Δ2; K)

∂2,k−−−−→ H̃k(Δ1 ∪ Δ2; K)
∂3,k−−−−→ H̃k−1(ΔW ; K)

∂1,k−1−−−−→ · · · .

and

· · · −−−−→ H̃k(ΓW ; K)
∂′
1,k−−−−→ H̃k(Γ1; K) ⊕ H̃k(Γ2; K)

∂′
2,k−−−−→ H̃k(Γ1 ∪ Γ2; K)

∂′
3,k−−−−→ H̃k−1(ΓW ; K)

∂′
1,k−1−−−−→ · · · .

Since ΔW = ΓW we can compare Ker(∂′
1,k) and Ker(∂1,k).

Lemma 11.3.12. Suppose that j = i + 1. Then one has

Ker(∂′
1,k) ⊂ Ker(∂1,k).

for all k.

Proof. Let [a] ∈ Ker(∂′
1,k), where a ∈ C̃k(ΓW ). Since ([a], [a]) ∈ H̃k(Γ1; K) ⊕

H̃k(Γ2; K) vanishes (in particular, [a] ∈ H̃k(Γ1; K) vanishes), there exists
u ∈ C̃k+1(Γ1) with ∂(u) = a. Say,

u =
∑

|F |=k+1, i �∈F, F∪{i}∈Γ1

aF∪{i}eF∪{i} +
∑

|G|=k+2, G∈ΔW

bGeG, (11.8)

where aF∪{i}, bG ∈ K.
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Let F ⊂ W with F ∪ {i} ∈ Γ1. By the definition of Shiftij it follows
immediately that F ∪ {i} ∈ Δ1 and F ∪ {j} ∈ Δ2. Thus F ∪ {j} ∈ Γ2. In
particular, u ∈ C̃k+1(Δ1) with ∂(u) = a. Hence [a] ∈ H̃k(Δ1; K) vanishes.

Since a ∈ C̃k(ΓW ) is a linear combination of those basis elements eF with
F ∈ Γ , F ⊂ W and |F | = k + 1 and since j = i + 1, it follows that ∂(v) = a,
where v ∈ C̃k+1(Δ2) is the element

v =
∑

|F |=k+1, i �∈F, F∪{i}∈Γ1

aF∪{i}eF∪{j} +
∑

|G|=k+2, G∈ΔW

bGeG.

Thus [a] ∈ H̃k(Δ2; K) vanishes.
These calculations now show that ([a], [a]) ∈ H̃k(Δ1; K)

⊕
H̃k(Δ2; K)

vanishes, as required. �	

Suppose again that j = i + 1. It then follows that

dimK(Ker(∂1,k)) ≥ dimK(Ker(∂′
1,k)),

dimK(Im(∂1,k)) ≤ dimK(Im(∂′
1,k)),

dimK(Ker(∂2,k)) ≤ dimK(Ker(∂′
2,k)). (11.9)

On the other hand,

dimK(H̃k(Δ1 ∪ Δ2; K)) = dimK(Ker(∂3,k)) + dimK(Im(∂3,k)), (11.10)

dimK(H̃k(Γ1 ∪ Γ2; K)) = dimK(Ker(∂′
3,k)) + dimK(Im(∂′

3,k)). (11.11)

Lemma 11.3.11 together with (11.7) guarantees that

dimK(H̃k(Δ1 ∪ Δ2; K)) ≤ dimK(H̃k(Γ1 ∪ Γ2; K)). (11.12)

Since Im(∂3,k) = Ker(∂1,k−1) and Im(∂′
3,k) = Ker(∂′

1,k−1), Lemma 11.3.12
yields

dimK(Im(∂3,k)) ≥ dimK(Im(∂′
3,k)). (11.13)

Since Im(∂2,k) = Ker(∂3,k) and Im(∂′
2,k) = Ker(∂′

3,k), it follows from formula
(11.10) and (11.11) together with (11.12) and (11.13) that

dimK(Im(∂2,k)) ≤ dimK(Im(∂′
2,k)). (11.14)

Finally, it follows from the reduced Mayer–Vietoris exact sequence of Δ1

and Δ2 and that of Γ1 and Γ2 together with (11.9) and (11.10) that

dimK(H̃k(Δ1; K) ⊕ H̃k(Δ2; K)) ≤ dimK(H̃k(Γ1; K) ⊕ H̃k(Γ2; K)). (11.15)

Now we are ready to prove the crucial
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Lemma 11.3.13. Fix 1 ≤ p < q ≤ n. Let Δ be a simplicial complex on [n]
and Γ = Shiftpq(Δ). Then

βii+j(IΔ) ≤ βii+j(IΓ )

for all i and j.

Proof. Let π be a permutation on [n] with π(p) < π(q). Then π naturally
induce the automorphism of S = K[x1, . . . , xn] by setting xi 
→ xπ(i). Write
π(Δ) for the simplicial complex {π(F ) : F ∈ Δ} on [n]. Then

π(IShiftpq(Δ)) = IShiftπ(p)π(q)(π(Δ)).

Thus in particular

βii+j(IShiftpq(Δ)) = βii+j(IShiftπ(p)π(q)(π(Δ))).

Consequently, we may assume that q = p + 1.
The right-hand side of Hochster’s formula (11.6) can be rewritten as

βii+j(IΔ) = αij(Δ) + γij(Δ) + δij(Δ),

where

αij(Δ) =
∑

W⊂[n]\{p,q}, |W |=i+j

dimK(H̃j−2(ΔW ; K)),

γij(Δ) =
∑

W⊂[n]\{p,q}, |W |=i+j−1

dimK(H̃j−2(ΔW∪{p}; K))

+
∑

W⊂[n]\{p,q}, |W |=i+j−1

dimK(H̃j−2(ΔW∪{q}; K)),

δij(Δ) =
∑

W⊂[n]\{p,q}, |W |=i+j−2

dimK(H̃j−2(ΔW∪{p,q}; K)).

Let W ⊂ [n] \ {p, q}. Then ΔW = ΓW . Thus αij(Δ) = αij(Γ ). Since
ΓW∪{p,q} = Shift(ΔW∪{p,q}), Lemma 11.3.11 says that δij(Δ) ≤ δij(Γ ). Fi-
nally, it follows from (10) that γij(Δ) ≤ γij(Γ ). Hence βii+j(IΔ) ≤ βii+j(IΓ ),
as desired. �	

Lemma 11.3.13 together with the definition of combinatorial shifting now
implies

Theorem 11.3.14. Let the base field be arbitrary. Let Δ be a simplicial com-
plex and Δc a combinatorial shifted complex of Δ. Then

βii+j(IΔ) ≤ βii+j(IΔc)

for all i and j.
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Let Δ′ be a shifted simplicial complex with the same f -vector as Δ and
Δlex the unique lexsegment simplicial complex with the same f -vector as Δ.
By Theorem 7.4.3 we have that βii+j(IΔ′) ≤ βii+j(IΔlex) for all i and j. Since
Δc is shifted with f(Δc) = f(Δ), it follows that βii+j(IΔc) ≤ βii+j(IΔlex) for
all i and j. Hence

Corollary 11.3.15. Let the base field be arbitrary. Let Δ be a simplicial com-
plex and Δlex the unique lexsegment simplicial complex with the same f -vector
as Δ. Then

βii+j(IΔ) ≤ βii+j(IΔlex)

for all i and j.

11.4 Extremal Betti numbers and algebraic shifting

In the previous sections we have discussed the comparison of Betti numbers
between a simplicial complex and its shifted complex. For the extremal Betti
numbers this comparison yields the following result.

Theorem 11.4.1. Let Δ be a simplicial complex and IΔ ⊂ K[x1, . . . , xn] its
Stanley–Reisner ideal, where K is an infinite field which we assume to be of
characteristic 0 in the statements concerning Δs.

(a) For all i and j, the following conditions are equivalent:
(i) the ijth Betti number of IΔ is extremal;
(ii) the ijth Betti number of IΔe is extremal;
(iii) the ijth Betti number of IΔs is extremal.

(b) The corresponding extremal Betti numbers of IΔ, IΔe and IΔs are equal.

Proof. In the case of symmetric algebraic shifting the statements in (a) and
(b) are direct consequences of Theorem 4.3.17 and Lemma 11.2.6. For exterior
algebraic shifting they follow from the subsequent considerations. �	

Our aim is to relate the extremal Betti numbers of IΔ with with certain
numerical data of the E-resolution of JΔ ⊂ E. In order to simplify notation
we set J = JΔ I = IΔ. We let

Pj(t) =
∑

i≥0

βE
ii+j(E/J)ti

Then Corollary 7.5.2 yields

Pj(t) =
∑

i≥0

(
i∑

k=0

(
i + j − 1
j + k − 1

)
βS

kk+j(S/I))ti.

Setting k(j) = max{k:βS
kk+j(S/I) �= 0}, we see that
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Pj(t) =

∑k(j)
k=0 βS

kk+j(S/I)tk(1 − t)k(j)−k + R(t)(1 − t)k(j)+j

(1 − t)k(j)+j
, (11.16)

with a certain polynomial R(t).
We set dj(E/J) = k(j) + j and ej(E/J) = βS

k(j),k(j)+j(S/I).

Corollary 11.4.2. The following conditions are equivalent:

(a) βS
ii+j(S/I) is an extremal Betti number of S/I;

(b) i = k(j), and dj′(E/J) − dj(E/J) < j′ − j for all j′ > j.

For the further discussion we need a different interpretation of the numbers
dj and ej . To this end we consider Cartan homology. We will use the exact
sequence

→ Hi(v′; M) → Hi(v; M) → Hi−1(v; M)(−1) → Hi−1(v′; M) → (11.17)

of graded E-modules, which by Corollary A.8.4 is attached to any sequence
v = v1, . . . , vm of elements in E1. Here v′ = v1, . . . , vm−1.

Proposition 11.4.3. Let M ∈ G, and let v1, . . . , vn be a generic basis of E1.
Then the natural maps

Hi(v1, . . . , vj ; M)−→Hi−1(v1, . . . , vj ; M)(−1)

arising in the long exact sequence (11.17) of Cartan homology attached to the
sequence v1, . . . , vn are surjective for all j = 1, . . . , n and all i � 0.

Proof. Applying the exact functor ∗HomE(−, E), Proposition A.8.5 yields the
isomorphisms

Hi(v1, . . . , vj ; M)∨ ∼= Hi(v1, . . . , vj ; M∨),

and the natural maps Hi(v1, . . . , vj ; M) → Hi−1(v1, . . . , vj ; M)(−1) induce
maps

Hi−1(v1, . . . , vj ; M∨) → Hi(v1, . . . , vj ; M∨)(−1) (11.18)

in Cartan cohomology. Thus Hi(v1, . . . , vj ; M) → Hi−1(v1, . . . , vj ; M)(−1) is
surjective for i � 0 if and only if

Hi−1(v1, . . . , vj ; M∨) → Hi(v1, . . . , vj ; M∨)(−1)

is injective for i � 0.
Now we use that H

.(v; M∨) = H
.(v1, . . . , vn; M∨) is a finitely generated

graded module over the polynomial ring K[y1, . . . , yn] with ith homogeneous
components Hi(v; M∨), and that the natural map (11.18) is just multiplica-
tion by yj ; see Proposition A.8.6. Each of the graded components Hi(v; M∨)
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itself is a graded K-vector space. In what follows we disregard this internal
grading since it is of no relevance for the next arguments.

Since v = v1, . . . , vn a generic basis of E1 it follows from Proposition A.8.7
that yn, . . . , y1 is an almost regular sequence on H

.(v1, . . . , vn; M∨). Therefore
the multiplication map

Hi−1(v; M∨)/(yn, . . . , yn−j+1)Hi−2(v; M∨)
yn−j−−−−→

Hi(v; M∨)/(yn, . . . , y−j+1)Hi−1(v; M∨)
(11.19)

is injective for all j = 0, . . . , n − 1 and all i � 0. In particular it follows from
(11.17) that

0 → Hi−1(v; M∨)
yn−−−−→ Hi(v; M∨) −→ Hi(v1, . . . , vn−1; M∨) → 0

is exact for i � 0. Thus we see that the ith component of H
.(v1, . . . , vn−1; M∨)

and of H
.(v; M∨)/(yn)H.(v; M∨) coincide for i � 0. By using the long ex-

act sequences (11.17) and the injectivity of the multiplication map in (11.19),
induction on j yields that the ith component of H

.(v1, . . . , vn−j ; M∨) and
of H

.(v; M∨)/(yn, . . . , yn−j+1)H
.(v; M∨) coincide for i � 0. This, together

with (11.19), completes the proof. �	

We now fix M ∈ G and a generic sequence v = v1, . . . , vn in E1. In
order to simplify notation we set Hi(k) = Hi(v1, . . . , vk; M) for i > 0 and
H0(k) = H

.(M/(v1, . . . , vk−1)M,vk) for k = 1, . . . , n. Furthermore we set
Hi(0) = 0 for all i. Notice that H0(k) is not the 0th Cartan homology of M
with respect to v1, . . . , vk, but is the cohomology of M/(v1, . . . , vk−1)M with
respect to vk as defined in Section 5.1.4. From A.8.4 we obtain immediately
the following long exact sequence of graded E-modules

H2(k) → H1(k)(−1) → H1(k − 1) → H1(k) → H0(k)(−1) → 0 (11.20)
· · · → Hi(k − 1) → Hi(k) → Hi−1(k)(−1) → Hi−1(k − 1) → · · ·

We fix an integer j. By Proposition 11.4.3 there exists an integer i0 such
that for all i ≥ i0 and all k = 1, . . . , n the sequences

0 −→ Hi+1(k − 1)(i+1)+j −→ Hi+1(k)(i+1)+j −→ Hi(k)i+j −→ 0 (11.21)

are exact.
Set hk

i = dimK Hi(k)i+j , and ck = hk
i0

for k = 1, . . . , n. The exact se-
quences (11.21) yield the equations

hk
i+1 = hk−1

i+1 + hk
i (11.22)

for all i ≥ i0, and k = 1, . . . , n. It follows from (11.22) that

hn
i0+i =

(
i + n − 2

n − 1

)
c1 +

(
i + n − 3

n − 2

)
c2 + · · ·+

(
i

1

)
cn−1 + cn for all i ≥ 0.
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Since βE
ii+j(M) = hn

i for all i, we see that

∑

i≥0

βE
ii+j(M)ti = ti0+1

n∑

k=1

ck

(1 − t)n−k+1
+ Q(t),

where Q(t) is a polynomial. Thus a comparison with formula 11.16 yields

Proposition 11.4.4. Let dj = dj(E/J) and ej = ej(E/J) be defined as
above. Then

dj = n + 1 − min{k: ck �= 0} and ej = cn−dj+1 = min{k: ck �= 0},

where ck = dimK Hi0(k)i0+j.

In order to relate the invariants dj and ej to the generalized simplicial
homology modules H0(k) we need the following

Lemma 11.4.5. Let 1 ≤ l ≤ n and j be integers. With the notation introduced
the following conditions are equivalent:

(a) (i) H0(k)j = 0 for k < l, and H0(l)j �= 0
(ii) H0(k)j′ = 0 for all j′ > j and all k ≤ l + j − j′.

(b) For all i ≥ 0 we have
(i) Hi(k)i+j = 0 for k < l, and Hi(l)i+j �= 0
(ii) Hi(k)i+j′ = 0 for all j′ > j and all k ≤ l + j − j′.

(c) Condition (b) is satisfied for some i.

Moreover, if the equivalent conditions hold, then Hi(l)i+j
∼= H0(l)j for all

i ≥ 0.

Proof. In our proof we will use the following exact sequence

Hi(k − 1)i+j′ → Hi(k)i+j′ → Hi−1(k)(i−1)+j′ (11.23)
→ Hi−1(k − 1)(i−1)+(j′+1)

(a)⇒ (b): We prove (b) by induction on i. For i = 0, there is nothing to show.
So now let i > 0 and assume that (i) and (ii) hold for i − 1. By (11.23) we
have the exact sequence

Hi(l)i+j −→ Hi−1(l)(i−1)+j −→ Hi−1(l − 1)(i−1)+(j+1).

Since l − 1 ≤ l + j − (j + 1), we have Hi−1(l − 1)(i−1)+(j+1) = 0 by induc-
tion hypothesis. Also by induction hypothesis, Hi−1(l)(i−1)+j �= 0; therefore
Hi(l)i+j �= 0.

Now let k < l. Then (11.23) yields the exact sequence

Hi(k − 1)i+j −→ Hi(k)i+j −→ Hi−1(k)(i−1)+j .
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By induction hypothesis we have Hi−1(k)(i−1)+j = 0. Now by induction on
k we may assume that Hi(k − 1)i+j = 0. Therefore Hi(k)i+j = 0, and this
shows (1).

In order to prove (b)(ii), we let j′ > j and k ≤ l + (j − j′), and consider
the exact sequence

Hi(k − 1)i+j′ −→ Hi(k)i+j′ −→ Hi−1(k − 1)(i−1)+j′ ,

from which the assertion follows by induction on i and k.
(c)⇒ (a). We show that if the conditions (i) and (ii) hold for i > 0, then

they also hold for i − 1. Therefore backwards induction yields the desired
conclusion.

We begin with the proof of (ii) for i−1 by induction on k. For k = 0, there
is nothing to show. Now let j′ > j, and 0 < k ≤ l + (j − j′), and consider the
exact sequence

Hi(k)i+j′ −→ Hi−1(k)(i−1)+j′ −→ Hi−1(k − 1)(i−1)+(j′+1).

Since k−1 ≤ l+j−(j′+1) it follows by our induction hypothesis that Hi−1(k−
1)(i−1)+(j′+1) = 0. On the other hand, by assumption we have Hi(k)i+j′ = 0,
and hence Hi−1(k)(i−1)+j′ = 0.

In order to prove (i) for i − 1 we consider the exact sequence

Hi(l − 1)i+j −→ Hi(l)i+j −→ Hi−1(l)(i−1)+j −→ Hi−1(l − 1)(i−1)+(j+1).

Since l − 1 ≤ l + j − (j + 1), we know from (ii) (which we have already
shown for i − 1) that Hi−1(l − 1)(i−1)+(j+1) = 0. By our assumption we have
Hi(l − 1)i+j = 0, and hence

Hi−1(l)(i−1)+j
∼= Hi(l)i+j �= 0.

That Hi−1(k)(i−1)+j = 0 for k < l is proved similarly. This concludes the
proof of the implication (c)⇒ (a).

In the proof of this implication we have just seen that Hi(l)i+j
∼=

Hi−1(l)(i−1)+j . By induction hypothesis we may assume that Hi−1(l)(i−1)+j
∼=

H0(l)j , and hence Hi(l)i+j
∼= H0(l)j , as desired. �	

A pair of numbers (l, j) satisfying the equivalent conditions of Lemma 11.4.5
will be a called a distinguished pair (for M).

Now we may characterize the extremal Betti numbers of S/I as follows:

Corollary 11.4.6. The Betti number βii+j(S/I) is extremal if and only if
(n + 1 − i − j, j) is a distinguished pair for E/J . Moreover, if the equivalent
conditions of Lemma 11.4.5 hold, then βii+j(S/I) = dimK H0(n + 1− i− j)j.

Proof. We know from Corollary 11.4.2 that βii+j(S/I) is an extremal Betti
number if and only if dj′(E/J)− dj(E/J) < j′ − j for all j′ > j. By Proposi-
tion 11.4.4 this condition is equivalent to
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min{k: Hi0(k)i0+j′ �= 0} > l + (j − j′),

where l = min{k: Hi0(k)i0+j �= 0}. In particular, we have

Hi0(k)i0+j′ = 0 for k ≤ l + (j − j′).

Thus βii+j(S/I) is an extremal Betti number if and only if (l, j) is a distin-
guished pair.

It follows from the definition of dj(E/J) and Proposition 11.4.4 that
l = n + 1 − i − j. Finally, applying Corollary 11.4.2, Proposition 11.4.4 and
Lemma 11.4.5 we see that

βii+j(S/I) = ej(E/J) = cl = dimK H0(l)j .

�	

We are ready for

Proof (of Theorem 11.4.1(a) (i) ⇔ (ii) and (b)). Let v1, . . . , vn be a generic
basis of E1. By Theorem 5.2.11 we have

dimK Hi(K{Δ}/(v1, . . . , vk−1)K{Δ}, vk)
= dimK Hi(K{Δe}/(en−k+2, . . . , en)K{Δe}, en−k+1).

for all i and k. The same holds true for K{Δe}. Therefore, since Δe = (Δe)e,
it follows that

dimK Hi(K{Δ}/(v1, . . . , vk−1)K{Δ}, vk)
= dimK Hi(K{Δe}/(v1, . . . , vk−1)K{Δe}, vk).

Since by Lemma 11.4.5 these dimensions determine the distinguished pairs,
all assertions follow from Corollary 11.4.6 �	

As consequence of Theorem 11.4.1 we obtain (see also Corollary 5.2.12)
the following two results of Kalai:

Corollary 11.4.7. Let Δ be a simplicial complex and let K be a field. Then

H̃i(Δ; K) ∼= H̃i(Δe; K) for all i.

Moreover if char K = 0, then we also have H̃i(Δ; K) ∼= H̃i(Δs; K).

Proof. Hochster’s formula (Theorem 8.1.1) implies that

βn−i−1,n(S/IΓ ) = dimK H̃i(Γ ; K) (11.24)

for all i, for a simplicial complex Γ on the vertex set [n]. Thus the assertion
follows from Theorem 11.4.1 together with Remark 4.3.14. �	
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The simplicial homology of a shifted complex is easy to compute because
of the following

Proposition 11.4.8. Let Δ be a simplicial complex on the vertex set [n] such
that IΔ is squarefree strongly stable. Then

dimK H̃i(Δ; K) = |{u ∈ G(IΔ)i+2: m(u) = n}|
= |{σ ∈ Δ: dim σ = i, σ ∪ {n} �∈ Δ}|

Proof. The first equation follows from (11.24) and Corollary 7.4.2, while the
second equation follows trivially from the definitions. �	

Corollary 11.4.9. Let Δ be a simplicial complex and let K be a field as in
Theorem 11.4.1. Then the following conditions are equivalent:

(a) Δ is Cohen–Macaulay over K;
(b) Δe (resp. Δs) is Cohen–Macaulay;
(c) Δe (resp. Δs) is pure.

Proof. (a) ⇔ (b): Since shifting operators preserve f -vectors, it follows that
dim K[Δ] = dimK[Δe] = dim K[Δs]. Now Theorem 11.4.1 implies that
proj dimK[Δ] = proj dimK[Δe] = proj dimK[Δs]. Thus depthK[Δ] =
depth K[Δe] = depth K[Δs] by the Auslander–Buchbaum theorem; cf. Corol-
lary A.4.3. This shows the equivalence of statements (a) and (b).

(b) ⇔ (c): We first observe that IΔe as well as IΔs is squarefree strongly
stable. This follows from Proposition 5.2.10 and Proposition 4.2.4 together
with Lemma 11.2.5. Thus we have to show that a squarefree strongly stable
ideal I is Cohen–Macaulay if and only if all minimal prime ideals of I have
the same height.

The ideal I is the Stanley–Reisner ideal of a simplicial complex Γ . We
denote by I∨ the Stanley–Reisner ideal of Alexander dual Γ∨ of Γ . It is
easily seen that I∨ is again squarefree strongly stable. Hence it follows from
Corollary 1.5.5 that all minimal prime ideals of I have the same height if
and only if I∨ is generated in one degree. Corollary 7.4.2 implies that this
is the case if and only if I∨ has linear resolution, which by Theorem 8.1.9 is
equivalent to saying that I is a Cohen–Macaulay ideal. �	

11.5 Superextremal Betti numbers

In this section we give an algebraic proof of a theorem of Björner and Kalai
[BK88]. The version presented here is slightly more general than the original
theorem, as it applies to any graded ideal in the exterior algebra (not just to
monomial ideals). Nevertheless the proof follows closely the arguments given
by Björner and Kalai in their paper. A non-squarefree version of their theorem
will also be presented.
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Let J ⊂ E be a graded ideal. We set fi−1 = dimK(E/J)i for all i ≥ 0,
and call f = (f0, f1, . . .) the f -vector of E/J . As in Chapter 5 we denote
by Hi(E/J) the generalized simplicial cohomology of E/J . We let βi−1 =
dimK Hi(E/J), and call β = (β−1, β0, β1 . . .) the (topological) Betti sequence
of E/J . In case J = JΔ for some simplicial complex Δ, the βi are the ordinary
(topological) Betti numbers of Δ.

A pair of sequences (f, β) ∈ N
∞
0 is called compatible if there exists a

graded K-algebra E/J such that f is the f -sequence and β the Betti sequence
of E/J .

Theorem 11.5.1 (Björner and Kalai). Let K be a field. The following
conditions are equivalent:

(a) The pair of sequences (f, β) is compatible.
(b) Set χi = (−1)i

∑i
j=−1(−1)j(fj − βj) for all i. Then

(i) χ−1 = 1 and χi ≥ 0 for all i,
(ii) βi ≤ χ

(i)
i−1 − χi for all i.

Proof. Choosing a suitable field extension of K, we may as well assume that
K is infinite. We fix a monomial order on E with e1 > e2 > · · · > en.

(a) ⇒ (b): The f -vectors of E/J and E/ gin<(J) coincide; see Corol-
lary 6.1.5, where a similar statement is made for graded ideals in the poly-
nomial ring. By Corollary 5.2.12 we have Hi(E/J) ∼= Hi(E/ gin<(J)) for all
i. Hence also the Betti sequences of E/J and E/ gin<(J) coincide. Thus we
may replace J by gin<(J), and hence may as well assume that J is strongly
stable; see Proposition 5.2.10.

Let J ′ be the ideal generated by all u ∈ G(J) with m(u) < n and all
monomials u ∈ E such that u ∧ en ∈ G(J). Then J ′ is again strongly stable
and E1J

′ ⊂ J . By Proposition 11.4.8, the last property implies that

dimK(J ′/J)i = |{u ∈ G(J)i+1: m(u) = n}| = βi−1(E/J).

It follows that dimK(E/J ′)i = fi−1 − βi−1 for all i. Now we notice that en is
regular on E/J ′, in the sense that the complex

E/J ′ en−→ E/J ′ en−→ E/J ′

is exact. Therefore for each i we obtain an exact sequence of K-vector spaces

→ (E/J ′)i−1 → (E/J ′)i → (E/J ′)i+1 → (E/(J ′ + enE))i+1 → 0, (11.25)

and hence χi = dimK(E/(J ′ + enE))i+1.
Next we observe that J ′/J ∼= (J ′ + enE)/(J + enE) and E1(J ′ + enE) ⊂

J + enE, so that together with the algebraic version of the Kruskal–Katona
theorem (cf. Theorem 6.4.4) we obtain

χi + βi = dimK Ei+1 − dimK(J + enE)i+1

≤ dimK Ei+1 − dimK E1(J ′ + enE)i ≤ χ
(i)
i−1,
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as required.
(b) ⇒ (a): The hypotheses imply that χi ≤ χ

(i)
i−1 and χi + βi ≤ (χi−1 +

βi−1)(i). Thus the Kruskal–Katona theorem yields an integer m, and lexseg-
ment ideals L ⊂ N in the exterior algebra E′ = K〈e1, . . . , em−1〉 such that
dimK(E/N)i+1 = χi and dimK(E/L)i+1 = χi + βi that for all i.

Now let J ⊂ E = K〈e1, . . . , em〉 be the ideal generated by the elements
in G(L) and all elements u ∧ em with u ∈ G(N). Moreover we set J ′ = NE.
Then J ′/J ∼= N/L, so

dimK(E/J)i+1 = dimK(N/L)i+1 + dimK(E/J ′)i+1 (11.26)
= βi + dimK(E/J ′)i+1.

On the other hand, em is regular on E/J ′, so (11.25) yields

dimK(E/(J ′ + emE))i+1 = (−1)i+1
i+1∑

j=0

(−1)j dimK(E/J ′)j (11.27)

for all i. Thus, since E/(J ′ + emE) ∼= E′/N , it follows from (11.27) that

dimK(E/J ′)i+1 = dimK(E′/N)i+1 + dimK(E′/N)i = χi + χi−1 = fi − βi.

This, together with (11.26), implies that dimK(E/J)i+1 = fi.
Finally, it is clear from the construction of J that |{u ∈ G(J)i+2: m(u) =

m}| equals dimK(N/L)i+1 which is βi. Thus, by Proposition 11.4.8, the as-
sertion follows. �	

The Björner–Kalai Theorem can be translated into a theorem on superex-
tremal Betti numbers. Let I ⊂ S be a graded ideal. We let m be the maximal
integer j such that βij(S/I) �= 0 for some i. In other words, m is the largest
shift in the graded minimal free S-resolution of S/I. It is clear that βim(S/I)
is an extremal Betti number for all i with βim(S/I) �= 0, and that there is
at least one such i. These Betti numbers are distinguished by the fact that
they are positioned on the diagonal {(i, m − i): i = 0, . . . , m} in the Betti
diagram, and that all Betti numbers on the right lower side of the diagonal
are zero. The ring S/I may of course have other extremal Betti numbers not
sitting on this diagonal. The Betti numbers βim, i = 0, . . . , m are called su-
perextremal, regardless of whether they are zero or not. We want to find out
which sequences of numbers (b0, b1, . . . , bm) appear as sequences of superex-
tremal Betti numbers for graded rings with given Hilbert function.

Before answering this question we have to encode the Hilbert function
HS/I(t) of S/I in a suitable way. Using the additivity of the Hilbert function,
the graded minimal free resolution of S/I yields the following formula:

HS/I(t) =
a0 + a1t + a2t

2 + · · · + amtm

(1 − t)n
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with ai ∈ Z; see Section 6.1.3. It follows that

(1 − t)n−mHS/I(t) =
a0 + a1t + a2t

2 + · · · + amtm

(1 − t)m

Notice that n − m may take positive or negative values. At any rate, the
rational function (1 − t)n−mHS/I(t) has degree ≤ 0. One easily verifies that
there is a unique expansion

(1 − t)n−mHS/I(t) =
m∑

i=0

fi−1
ti

(1 − t)i

with fi ∈ Z. It is clear that f−1 = 1, and we shall see later that all fi ≥ 0. We
call f = (f−1, f0, f1, . . . , fm−1) the f-vector of S/I. Given the highest shift
in the resolution, the f -vector of S/I determines the Hilbert function of S/I,
and vice versa.

We set bi = βm−i−1,m(S/I) for i = 0, . . . , m, and call b = (b−1, . . . , bm−1)
the superextremal sequence of S/I. Finally we set

χi = (−1)i
i∑

j=−1

(−1)j(fj − bj) for i = −1, 0. . . . , m − 1.

The Björner–Kalai theorem has the following counterpart.

Theorem 11.5.2. Let K be a field of characteristic 0, and let f = (f−1, f0,
. . . , fm−1) and b = (b−1, b0, . . . , bm−1) be sequences of non-negative integers.
The following conditions are equivalent:

(a) there exists a homogeneous K-algebra S/I such that f is the f -vector, and
b the superextremal sequence of S/I;

(b) (i) χ−1 = 1 and χi ≥ 0 for all i,
(ii) bi ≤ χ

(i)
i−1 − χi for all i.

Proof. (a) ⇒ (b) Let < be the reverse lexicographic order. Since by Theo-
rem 4.3.17 the extremal Betti numbers are preserved when we pass from I
to gin<(I), it follows that I and gin<(I) have the same highest shift m, and
hence the same b-vector. By Corollary 6.1.5, S/I and S/ gin<(I) have the same
Hilbert function. Hence it follows that the f -vectors of S/I and S/ gin<(I)
coincide. Thus, since char(K) = 0, we may assume that I is a strongly stable
monomial ideal; see Proposition 4.2.6.

The ideal Iσ is defined in S′ = K[x1, . . . , xm] and by Lemma 11.2.6 we
have βii+j(I) = βii+j(Iσ). This implies that

HS′/Iσ (t) = (1 − t)n−mHS/I(t).

Hence, if we let Δ be the simplicial complex with IΔ = Iσ, then Δ and
S/I have the same f -vector, and the theorem of Hochster (Theorem 8.1.1)
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implies that bi = dimK H̃i(Δ; K). Therefore the conclusion follows from The-
orem 11.5.1.

(b) ⇒ (a): Given f - and b-sequences satisfying conditions (b), Theo-
rem 11.5.1 guarantees the existence of an integer m and a simplicial complex
Δ on the vertex set [m] whose f -vector is f and whose β-sequence is b. Then
K[x1, . . . , xm]/IΔ is a homogeneous K-algebra satisfying (a). �	

Problems

11.1. Show that Δ is shifted if and only if IΔ is strongly stable.

11.2. Show that Shiftij(Δ) is a simplicial complex.

11.3. Suppose that Shiftij(Δ) is pure. Then is Δ pure?

11.4. Let Mn(K) be the set of all n×n-matrices with entries in K. Show that
the restriction map Mn(K) → Mm(K) given by (aij)i,j=1,···,n 
→ (aij)i,j=1,···,m
is an open map.

11.5. Show by an example that a simplical complex may have different com-
binatorial shiftings.

11.6. Let Δ be the simplicial complex on [6] whose facets {i, j} are, where
i = 1, 2, 3 and j = 4, 5, 6. Show that Δs �= Δe.

11.7. Give an example that in general (Δc)∨ �= (Δ∨)c.

11.8. Let Δ be the cycle of length n, i.e. F(Δ) = {{1, 2}, {2, 3}, {3, 4}, {n −
1, n}, {n, 1}}. Show that Δc = Δe = Δs.

11.9. Let Δ be the simplicial complex on [6] whose facets are {i, j} with
i = 1, 2, 3 and j = 4, 5, 6. Show that Δs �= Δe.

11.10. Give an example of a simplicial complex Δ which is not lexsegment,
but βii+j(IΔ) = βii+j(IΔlex) for all i and j.

Notes

In classical combinatorics on finite sets, combinatorial shifting [EKR61], intro-
duced by Erdös, Ko and Rado in 1961, was one of the most useful techniques
for studying extremal properties of finite sets. One of the reasons why shifted
complexes are important in combinatorics is that the f -vector of a simplicial
complex and its shifted complex coincide, and in addition, the computation of
f -vectors of a shifted complex is quite easy; see [Kal01]. While Kalai invented
shifting theory for the development of f -vector theory, the algebraic aspects of
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the theory have been stressed more in the papers [HT99], [Her01], [AHH00a],
[AH00] and [BNT06]. One of the basic algebraic problems in shifting theory
is the comparison of the graded Betti numbers of a simplicial complex and its
shifted complex. The comparison of IΔ and IΔlex , given in Corollary 11.3.15,
was first proved by [AHH00a] under the assumption of char(K) = 0. The proof
of this result in all characteristics presented here uses combinatorial shifting
[MH09].

The comparison of IΔ and IΔs for symmetric algebraic shifting is well un-
derstood. Unfortunately, it is not known whether symmetric algebraic shift-
ing can be defined in all characteristics. Also, it is not known whether the
graded Betti numbers of a simplicial complex are bounded by the correspond-
ing graded Betti numbers of the exterior shifted complex. However, it has
been shown [AHH00a] that their extremal Betti numbers coincide; see Theo-
rem 11.4.1.

The Björner–Kalai theorem [BK88] characterizes the possible (f, β) pairs
of a simplicial complex. This theorem can be interpreted as a statement about
superextremal Betti numbers and also has a symmetric algebraic version, as
presented in Theorem 11.5.2.
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Discrete Polymatroids

Matroid theory is a very active and fascinating research area in combinatorics.
The discrete polymatroid is a multiset analogue of the matroid. Based on
the classical polyhedral theory on integral polymatroids developed in the late
1960s and early 1970s, the combinatorics and algebra of discrete polymatroids
will be studied. In particular, base rings of polymatroids and polymatroidal
ideals are considered.

12.1 Classical polyhedral theory on polymatroids

Fix an integer n > 0 and set [n] = {1, 2, . . . , n}. The canonical basis vectors
of R

n will be denoted by ε1, . . . , εn. Let R
n
+ denote the set of those vectors

u = (u1, . . . , un) ∈ R
n with each ui ≥ 0, and Z

n
+ = R

n
+ ∩ Z

n. For a vector
u = (u1, . . . , un) ∈ R

n
+ and for a subset A ⊂ [n], we set

u(A) =
∑

i∈A

ui.

Thus in particular u({i}), or simply u(i), is the ith component ui of u. The
modulus of u is

|u| = u([n]) =
n∑

i=1

ui.

Let u = (u1, . . . , un) and v = (v1, . . . , vn) be two vectors belonging to R
n
+. We

write u ≤ v if all components vi −ui of v−u are nonnegative and, moreover,
write u < v if u ≤ v and u �= v. We say that u is a subvector of v if u ≤ v.
In addition, we set

u ∨ v = (max{u1, v1}, . . . ,max{un, vn}),
u ∧ v = (min{u1, v1}, . . . ,min{un, vn}).

Thus u ∧ v ≤ u ≤ u ∨ v and u ∧ v ≤ v ≤ u ∨ v.

J. Herzog, T. Hibi, Monomial Ideals, Graduate Texts in Mathematics 260,
DOI 10.1007/978-0-85729-106-6 12, © Springer-Verlag London Limited 2011
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Definition 12.1.1. A polymatroid on the ground set [n] is a nonempty
compact subset P in R

n
+, the set of independent vectors, such that

(P1) every subvector of an independent vector is independent;
(P2) if u,v ∈ P with |v| > |u|, then there is a vector w ∈ P such that

u < w ≤ u ∨ v.

A base of a polymatroid P ⊂ R
n
+ is a maximal independent vector of P,

i.e. an independent vector u ∈ P with u < v for no v ∈ P. Every base of P
has the same modulus rank(P), the rank of P. In fact, if u and v are bases
of P with |u| < |v|, then by (P2) there exists w ∈ P with u < w ≤ u ∨ v,
contradicting the maximality of u.

Let P ⊂ R
n
+ be a polymatroid on the ground set [n]. Let 2[n] denote the

set of all subsets of [n]. The ground set rank function of P is a function
ρ : 2[n] → R+ defined by setting

ρ(A) = max{v(A):v ∈ P}

for all ∅ �= A ⊂ [n] together with ρ(∅) = 0.
Given a vector x ∈ R

n
+, an independent vector u ∈ P is called a maximal

independent subvector of x if (i) u ≤ x and (ii) u < v ≤ x for no v ∈ P.
Since P is compact, a maximal independent subvector of x ∈ R

n
+ exists.

Moreover, if x ∈ R
n
+ and w ∈ P with w ≤ x, then, since {y ∈ P : w ≤ y} is

compact, there is a maximal independent subvector u ∈ P with w ≤ u ≤ x.
If each of u and u′ is a maximal independent subvector of x ∈ R

n
+, then

|u| = |u′|. In fact, if |u| < |u′|, then by (P2) there is u′′ ∈ P with u < u′′ ≤
u∨u′ ≤ x, contradicting the maximality of u. For a vector x ∈ R+, we define
ξ(x) = |u|, where u ∈ P is a maximal independent subvector of x.

Lemma 12.1.2. Let x,y ∈ R
n
+. Then

ξ(x) + ξ(y) ≥ ξ(x ∨ y) + ξ(x ∧ y).

Proof. Let a ∈ P be a maximal independent subvector of x ∧ y. Since a ≤
x ∨ y, there exists a maximal independent subvector b ∈ P of x ∨ y with
a ≤ b ≤ x ∨ y. Since b ∧ (x ∧ y) ∈ P and a ≤ b ∧ (x ∧ y) ≤ x ∧ y, one has
a = b ∧ (x ∧ y). We claim

a + b = b ∧ x + b ∧ y.

In fact, since b ≤ x ∨ y, one has b(i) ≤ max{x(i),y(i)} for each i ∈ [n]. Let
x(i) ≤ y(i). Then a(i) = min{b(i),x(i)} and b(i) = min{b(i),y(i)}. Thus
a(i) + b(i) = (b ∧ x)(i) + (b ∧ y)(i), as required.

Since b ∧ x ∈ P is a subvector of x and since b ∧ y ∈ P is a subvector of
y, it follows that |b ∧ x| ≤ ξ(x) and |b ∧ y| ≤ ξ(y). Thus
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ξ(x ∧ y) + ξ(x ∨ y) = |a| + |b|
= |b ∧ x| + |b ∧ y|
≤ ξ(x) + ξ(y),

as desired. �

We now come to an important result of polymatroids.

Theorem 12.1.3. (a) Let P ⊂ R
n
+ be a polymatroid on the ground set [n] and

ρ its ground set rank function. Then ρ is nondecreasing, i.e. if A ⊂ B ⊂ [n],
then ρ(A) ≤ ρ(B), and is submodular, i.e.

ρ(A) + ρ(B) ≥ ρ(A ∪ B) + ρ(A ∩ B)

for all A, B ⊂ [n]. Moreover, P coincides with the compact set

{x ∈ R
n
+:x(A) ≤ ρ(A), A ⊂ [n]}. (12.1)

(b) Conversely, given a nondecreasing and submodular function ρ : 2[n] →
R+ with ρ(∅) = 0. Then the compact set (12.1) is a polymatroid on the ground
set [n] with ρ its ground set rank function.

Proof. (a) ⇒ (b): Clearly, ρ is nondecreasing.
In general, for X ⊂ [n] and for y ∈ R+, we define yX ∈ R+ by setting

yX(i) = y(i), i ∈ X and yX(i) = 0, i ∈ [n] \ X.
Let r = rank(P) and a = (r, r, . . . , r) ∈ R

n
+. Thus w ≤ a for all w ∈ P.

We claim that, for each subset X ⊂ [n], one has

ρ(X) = ξ(aX).

To see why this is true, write b for a maximal independent subvector of aX .
Then ξ(aX) = |b| = b(X) ≤ ρ(X). On the other hand, if ρ(X) = w(X),
where w ∈ P, then, since wX ≤ aX , one has ρ(X) = w(X) = |wX | ≤ ξ(aX).
Thus ρ(X) = ξ(aX).

Let A and B be subsets of [n]. Then ρ(A ∪ B) = ξ(aA∪B) = ξ(aA ∨ aB)
and ρ(A ∩ B) = ξ(vA∩B) = ξ(aA ∧ aB). Thus the submodularity of ρ follows
from Lemma 12.1.2.

Let Q denote the compact set (12.1). It follows from the definition of ρ
that P ⊂ Q. We will show Q ⊂ P.

Suppose that there exists v ∈ Q with v �∈ P. Let u ∈ P be a maximal
independent subvector of v which maximizes |N(u)|, where

N(u) = {i ∈ [n] : u(i) < v(i)}.

Let w = (u + v)/2 ∈ R
n
+ and b ∈ P with b(N(u)) = ρ(N(u)). Since

w ∈ Q, it follows that

u(N(u)) < w(N(u)) ≤ ρ(N(u)) = b(N(u)).
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Since |uN(u)| < |bN(u)|, there is u′ ∈ P, with uN(u) < u′ ≤ uN(u) ∨ bN(u).
Thus uN(u) < u′ ∧ wN(u) ≤ wN(u). Hence uN(u) cannot be a maximal in-
dependent subvector of wN(u). Let u′′ ∈ P with uN(u) < u′′ be a maximal
independent subvector of wN(u).

Let u∗ ∈ P be a maximal independent subvector of w with u′′ ≤ u∗. Since
each of u and u∗ is a maximal independent subvector of w, one has |u| = |u∗|.
However, since u(N(u)) < u′′(N(u)) ≤ u∗(N(u)), there is j ∈ [n]\N(u) with
u∗(j) < u(j) (= v(j)). Since u∗(i) ≤ w(i) < v(i) for all i ∈ N(u), one has
|N(u∗)| > |N(u)|. This contradicts the maximality of |N(u)|.

(b) ⇒ (a): Let P denote the compact set (12.1). Suppose that there exist
u,v ∈ P with |v| > |u| for which (P2) fails. Let V = {i ∈ [n] : v(i) > u(i)}.

We claim that, for each i ∈ V , there is a subset Ai ⊂ [n] with i ∈ Ai such
that u(Ai) = ρ(Ai). In fact, if there is i ∈ V with u(A) < ρ(A) for all subsets
A ⊂ [n] with i ∈ A, then for N � 0 the vector w = u+ (1/N)εi belongs to P
and satisfies u < w ≤ u ∨ v, a contradiction.

Now, let A be a maximal subset of [n] with u(A) = ρ(A). By using the
submodularity of ρ together with u ∈ P, it follows that

ρ(A ∪ Ai) + ρ(A ∩ Ai) ≤ ρ(A) + ρ(Ai)
= u(A) + u(Ai)
= u(A ∪ Ai) + u(A ∩ Ai)
≤ ρ(A ∪ Ai) + ρ(A ∩ Ai).

Hence there must be equality throughtout, so that u(A ∪ Ai) = ρ(A ∪ Ai).
Then, by the maximality of A, one has Ai ⊂ A. In particular i ∈ A for

all i ∈ V . Thus V ⊂ A. Hence ρ(A) = u(A) < v(A). This contradicts v ∈ P.
Hence (P2) holds. �

We refer the reader to Appendix B for basic material on convex polytopes.
A sketch of the proofs of Theorems 12.1.4 and 12.1.5 is given in Appendix B.

It follows from Theorem 12.1.3 (a) that a polymatroid P ⊂ R
n
+ on the

ground set [n] is a convex polytope in R
n. In addition, the set of bases of P

is a face of P with supporting hyperplane

{x = (x1, . . . , xn) ∈ R
n:

n∑

i=1

xi = rank(P)}.

How can we find the vertices of a polymatroid? We will associate any
permutation π = (i1, . . . , in) of [n] with A1

π = {i1}, A2
π = {i1, i2}, . . . , An

π =
{i1, . . . , in}.

Theorem 12.1.4. Let P ⊂ R
n
+ be a polymatroid on the ground set [n] and

ρ its ground set rank function. Then the vertices of P are all points v =
v(k, π) ∈ R

n
+, where v = (v1, . . . , vn) and
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vi1 = ρ(A1
π),

vi2 = ρ(A2
π) − ρ(A1

π),
vi3 = ρ(A3

π) − ρ(A2
π),

· · ·
vik

= ρ(Ak
π) − ρ(Ak−1

π ),
vik+1 = vik+2 = · · · = vin = 0,

and k ranges over the integers belonging to [n], and π = (i1, . . . , in) ranges
over all permutations of [n]. In particular the vertices of the face of P con-
sisting of all bases of P are all points v = v(n, π) ∈ R

n
+, where π ranges over

all permutations of [n].

We say that a polymatroid is integral if all of its vertices have integer
coordinates; in other words, a polymatroid is integral if and only if its ground
set rank function is integer valued.

Let P1, . . . ,Pk be polymatroids on the ground set [n]. The polymatroidal
sum P1 ∨ · · · ∨ Pk of P1, . . . ,Pk is the compact subset in R

n
+ consisting of all

vectors x ∈ R
n
+ of the form

x =
k∑

i=1

xi, xi ∈ Pi.

Theorem 12.1.5. Let P1, . . . ,Pk be polymatroids on the ground set [n] and
ρi the ground set rank function of Pi, 1 ≤ i ≤ k. Then the polymatroid sum
P1∨· · ·∨Pk is a polymatroid on [n] and

∑k
i=1 ρi is its ground set rank function.

Moreover, if each Pi is integral, then P1 ∨ · · · ∨ Pk is integral, and for each
integer vector x ∈ P1 ∨ · · · ∨ Pk there exist integer vectors xi ∈ Pi, 1 ≤ i ≤ k,
with x =

∑k
i=1 xi.

12.2 Matroids and discrete polymatroids

A few examples and basic properties of matroids and discrete polymatroids
will be discussed. We begin with

Definition 12.2.1. A discrete polymatroid on the ground set [n] is a
nonempty finite set P ⊂ Z

n
+ satisfying

(D1) if u ∈ P and v ∈ Z
n
+ with v ≤ u, then v ∈ P ;

(D2) if u = (u1, . . . , un) ∈ P and v = (v1, . . . , vn) ∈ P with |u| < |v|, then
there is i ∈ [n] with ui < vi such that u + εi ∈ P .

A base of a discrete polymatroid P ⊂ Z
n
+ is a vector u ∈ P such that

u < v for no v ∈ P . Let B(P ) denote the set of bases of P . It follows from
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(D2) that if u and v are bases of P , then |u| = |v|. The nonnegative integer
|u| with u ∈ B(P ) is called the rank of P .

Let 2[n] denote the set of all subsets of [n]. We associate each F ⊂ [n] with
the (0, 1)-vector wF = (w1, . . . , wn), where wi = 1 if i ∈ F and where wi = 0
if i �∈ F . A matroid on the ground set [n] is a subset M ⊂ 2[n] such that
{wF : F ∈ M} is a discrete polymatroid on [n]. Note that a matroid M is
a simplicial complex with the property that for all faces F and G in M with
|F | < |G|, there exists i ∈ G \ F such that F ∪ {i} ∈ M.

Example 12.2.2. (a) Let v1, . . . ,vn be vectors of a vector space. Let M denote
the subset of 2[n] consisting of those F ⊂ [n] such that the vectors vk with k ∈
F are linearly independent. A fundamental fact on linear algebra guarantees
that M is a matroid. Such a matroid is called a linear matroid.

(b) Let G be a finite graph with the edges e1, . . . , en. Let M denote the
subset of 2[n] consisting of those F ⊂ [n] such that the subgraph of G whose
edges are ek with k ∈ F is a forest. It follows that M is a matroid. Such a
matroid is called a graphical matroid.

Lemma 12.2.3. Let P be a discrete polymatroid.

(a) Let d ≤ rankP . Then the set P ′ = {u ∈ P : |u| ≤ d} is a discrete polyma-
troid of rank d with the set of bases {u ∈ P : |u| = d}.

(b) Suppose that d = rank P . Then for each x ∈ P the set

Px = {v − x: v ∈ P,v ≥ x}

is a discrete polymatroid of rank d − |x|.

Proof. (a) Let u,v ∈ P with d ≥ |v| > |u|. There exists w ∈ P such that
u < w ≤ u ∨ v. Since w > u, and since P contains all subvectors of w, there
exists an integer i such that u + εi ≤ w. Then u < u + εi ≤ u ∨ v, and since
u + εi ≤ d, it belongs to P ′. This proves that P ′ is a discrete polymatroid. It
is clear that {u ∈ P : |u| = d} is the set of bases of P ′.

(b) Let u′,v′ ∈ Px with |v′| > |u′|, and set u = u′ + x and v = v′ + x.
Then u,v ∈ P and |v| > |u|. Hence there exists w ∈ P with u < w ≤ u ∨ v.
Set w′ = w − x. Then w′ ∈ Px and u′ < w′ ≤ u′ ∨ v′. �

Discrete polymatroids can be characterized in terms of their sets of bases.

Theorem 12.2.4. Let P be a nonempty finite set of integer vectors in R
n
+

which contains with each u ∈ P all its integral subvectors, and let B(P ) be
the set of vectors u ∈ P with u < v for no v ∈ P . Then the following
conditions are equivalent:

(a) P is a discrete polymatroid;
(b) if u,v ∈ P with |v| > |u|, then there is an integer i such that u + εi ∈ P

and
u + εi ≤ u ∨ v;
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(c) (i) all u ∈ B(P ) have the same modulus,
(ii) (The exchange property) if u,v ∈ B(P ) with u(i) > v(i), then

there exists j with u(j) < v(j) such that u − εi + εj ∈ B(P ).

Proof. (a) ⇒ (b): Already shown in the proof of Lemma 12.2.3.
(b) ⇒ (a): Obvious.
(b) ⇒ (c): We have already noted that (c)(i) holds. Thus it remains to

prove (c)(ii). Let u,v ∈ B(P ) with u(i) > v(i) for some i. Then u(i) − 1 ≥
v(i), and hence |u − εi| = |v| − 1 < |v|. Thus by (b) there exists an integer
j such that (u − εi) + εj ≤ (u − εi) ∨ v. We have j �= i, because otherwise
u(i) = (u− εi + εj)(i) ≤ max{u(i)−1,v(i)} = u(i)−1; a contradiction. Thus
u(j) + 1 = (u − εi + εj)(j) ≤ max{u(j),v(j)} ≤ v(j), that is, v(j) > u(j).

(c) ⇒ (b): Let v,u ∈ P with |v| > |u|, and let w′ ∈ B(P ) with u < w′.
Since all w′ ∈ B(P ) have the same modulus, it follows that |v| ≤ |w′|.
Thus we can choose a subvector w of w′ in P with u ≤ w and |w| = |v|.
Let P ′ = {x ∈ P : |x| ≤ |v|}. Later, in Lemma 12.2.5, we will show that
P ′ possesses the property (c). In particular, w and v satisfy the exchange
property (c)(ii).

Suppose that w(j) ≤ max{u(j),v(j)} for all j. Since u(j) ≤ w(j) for all
j, it follows that w(j) ≤ v(j) for all j. However, since |w| = |v|, this implies
w = v. Then u < v, and the assertion is trivial.

Now assume that there exists an integer j such that w(j)> max{u(j),v(j)}.
Then by the exchange property, there exists an integer i with v(i) > w(i) such
that w− εi + εj ∈ P . Since u + εi is a subvector of w− εj + εi, it follows that
u + εi ∈ P . Furthermore we have (u + εi)(i) = u(i) + 1 ≤ w(i) + 1 ≤ v(i), so
that u + εi ≤ u ∨ v. �
Lemma 12.2.5. Let P be a nonempty finite set of integer vectors in R

n
+ which

contains with each u ∈ P all its integral subvectors. Let B(P ) denote the set
of vectors u ∈ P with u < v for no v ∈ P and suppose that all u ∈ B(P ) have
the same modulus (say, = r) and that B(P ) satisfies the exchange property.
Let P ′ = {x ∈ P : |x| ≤ d}, where d ≤ r, and B(P ′) the set of vectors u ∈ P ′

with u < v for no v ∈ P ′. Then all u ∈ B(P ′) have the same modulus and
that B(P ) satisfies the exchange property.

Proof. By using the inductive argument, we assume that d = r − 1. Since all
u ∈ B(P ) have the same modulus, it follows that all u ∈ B(P ′) have the same
modulus. Let u,v ∈ B(P ′). One has u′ = u + εa ∈ B(P ) and v′ = v + εb ∈
B(P ) for some a and b. If a = b, then clearly u and v satisfies the exchange
property. We thus assume that u + εb �∈ B(P ). Let u(i0) > v(i0). What we
must prove is that there is j0 with u(j0) < v(j0) such that u + εj0 ∈ B(P ).
In fact, if u + εj0 ∈ B(P ), then u − εi0 + εj0 ∈ B(P ′).

Suppose that for each c with u(c) < v(c) one has u + εc �∈ B(P ). In
particular, since u + εa ∈ B(P ), one has u(a) ≥ v(a). Hence u′(a) > v′(a).
Thus there is k with u′(k) < v′(k) such that u′ − εa + εk ∈ B(P ). In other
words, u + εk ∈ B(P ). Thus u(k) ≥ v(k). Since u′(k) < v′(k), one has
u(k) = v(k) and k = b. Hence u + εb ∈ B(P ); a contradiction. �
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We define the distance between u and v, where u,v ∈ B(P ), by

dis(u,v) =
1
2

n∑

i=1

|u(i) − v(i)|.

A crucial property of dis(u,v) is that if u(i) > v(i) and u(j) < v(j) together
with u′ = u − εi + εj ∈ B(P ), then dis(u,v) > dis(u′,v).

Proposition 12.2.6. Work with the same situation as in Theorem 12.2.4
and suppose that the condition (c) is satisfied. Then, for u,v ∈ B(P ) with
u(i) < v(i), there exists j with u(j) > v(j) such that u + εi − εj ∈ B(P ).

Proof. Fix i with u(i) < v(j). If there is k1 �= i with u(k1) < v(k1), then
there is �1 with u(�1) > v(�1) such that w1 = v − εk1 + ε�1 ∈ B(P ). Then
w(i) = v(i) and dist(u,w1) < dist(u,v). Again, if there is k2 �= i with u(k2) <
w1(k2), then there is �2 with u(�2) > w1(�2) such that w2 = w1 − εk2 + ε�2 ∈
B(P ). Then w2(i) = v2(i) and dist(u,w2) < dist(u,w1). Repeating these
procedures yields w∗ ∈ B(P ) with w∗(i) = v(i) > u(i) and w∗(j) ≤ u(j) for
all j �= i. One has j0 �= i with w∗(j0) < u(j0). Then by the exchange property
it follows that u − εj0 + εi ∈ B(P ), as desired. �

Proposition 12.2.7. Let P be a nonempty finite set of integer vectors in R
n
+

which contains with each u ∈ P all its integral subvectors. Then the following
conditions are equivalent:

(a) P is a discrete polymatroid of rank d on the ground set [n];
(b) B = {(u, d − |u|):u ∈ P} is the set of bases of a discrete polymatroid of

rank d on the ground set [n + 1].

Proof. (a)⇒ (b): We will show that B satisfies condition (c) of Theorem 12.2.4.
Let u,v ∈ P , i = d − |u|, j = d − |v| and set u′ = (u, i) and v′ = (v, j). We
may suppose that |v| ≥ |u|, so that j ≤ i. If i = j, then u and v are bases
of P ′ = {w ∈ P : |w| ≤ d − i}, see Lemma 12.2.3. Thus u′ and v′ satisfy the
exchange property, and hence we may assume that j < i. We consider two
cases.

In the first case assume that v′(k) > u′(k) for some k. Then k ≤ n, and
v − εk ∈ P , since v − εk is a subvector of v, and so v′ − εk + εn+1 ∈ B.

In the second case assume that u′(k) > v′(k) for some k. Since |v| >
|u|, Theorem 12.2.4 (b) guarantees that there exists an integer � such that
u + ε� ∈ P and u + ε� ≤ u ∧ v. It follows that u(�) < u(�) + 1 ≤ v(�).
If k ≤ n, then u − εk + ε� ∈ P , because it is a subvector of u − ε�. Hence
u′ − εk + ε� = (u − εk + ε�, i) ∈ B. On the other hand, if k = n + 1, that is,
u′(k) = i, then u′ − εk + ε� = (u + ε�, i − 1) ∈ B, because u + ε� ∈ P .

((b) ⇒ (a)) Let u,v ∈ P with |v| > |u|. Then d− |v| < d− |u|, and so by
the exchange property of B there exists an integer i with v(i) > u(i) and such
that (u + εi, d− |u|) ∈ B. This implies that u + εi ∈ P , and since v(i) > u(i)
we also have that u + εi ≤ u ∧ v. �
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As a consequence of Theorem 12.2.4, a matroid can be characterized by
the following exchange property: a pure simplicial complex M is a matroid,
if and only if for any two facets F and G of M with F �= G, and for any
i ∈ F \ G, there exists j ∈ G \ F such that F \ {i} ∪ {j} ∈ M.

Example 12.2.8. Fix positive integers d1, . . . , dn and d with d1 + · · ·+ dn ≥ d.
Let P ⊂ Z

n
+ be the set of vectors u ∈ Z

n
+ with u(i) ≤ di for all 1 ≤ i ≤ n

and with |u| ≤ d. Then P is a discrete polymatroid on [n]. Such a discrete
polymatroid is called a discrete polymatroid of Veronese type.

To see why P is a discrete polymatroid, we use Theorem 12.2.4. Let B(P )
be the set of vectors u ∈ P with u < v for no v ∈ P . Thus u ∈ P belongs
to B(P ) if and only if |u| = d. What we must prove is that B(P ) possesses
the exchange property. Let u,v ∈ B(P ) with u(i) > v(i). Since |u| = |v| = d,
it follows that there is j with u(j) < v(j). Clearly, u − εi + εj ∈ P . Thus
u − εi + εj ∈ B(P ), as desired.

12.3 Integral polymatroids and discrete polymatroids

We will establish our first fundamental Theorem 12.3.4, which says that a
nonempty finite set P ⊂ Z

n
+ is a discrete polymatroid if and only if Conv(P ) ⊂

R
n
+ is an integral polymatroid with Conv(P ) ∩ Z

n = P . Here Conv(P ) is the
convex hull of P in R

n.
First of all, we collect a few basic lemmata on integral polymatroids and

discrete polymatroids which will be required to prove Theorem 12.3.4.
Lemma 12.3.1 can be proved by imitating the proof of (b) ⇒ (a) of Theo-

rem 12.1.3. However, for the sake of completeness, we give its proof in detail.

Lemma 12.3.1. If P ⊂ R
n
+ is an integral polymatroid and if u,v ∈ P ∩ Z

n

with |v| > |u|, then there is w ∈ P ∩ Z
n such that u < w ≤ u ∨ v.

Proof. Suppose, on the contrary, that no w ∈ P ∩Z
n satisfies u < w ≤ u∨v.

Let V = {i ∈ [n] : v(i) > u(i)}. We claim that, for each i ∈ V , there is a
subset Ai ⊂ [n] with i ∈ Ai such that u(Ai) = ρ(Ai). In fact, if there is i ∈ V
with u(A) < ρ(A) for all subsets A ⊂ [n] with i ∈ A, then the integer vector
w = u + εi belongs to P and satisfies u < w ≤ u ∨ v, a contradiction.

Now, let A be a maximal subset of [n] with u(A) = ρ(A). By using the
submodularity of ρ together with u ∈ P, it follows that

ρ(A ∪ Ai) + ρ(A ∩ Ai) ≤ ρ(A) + ρ(Ai)
= u(A) + u(Ai)
= u(A ∪ Ai) + u(A ∩ Ai)
≤ ρ(A ∪ Ai) + ρ(A ∩ Ai).

Hence there must be equality throughout, so that u(A ∪ Ai) = ρ(A ∪ Ai).
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Then the maximality of A guarantees that Ai ⊂ A. Thus in particular
i ∈ A for all i ∈ V . In other words, V ⊂ A. Hence ρ(A) = u(A) < v(A). This
contradicts v ∈ P. �

Let P ⊂ Z
n
+ be a discrete polymatroid and B(P ) the set of bases of P . We

define the nondecreasing function ρP : 2[n] → R+ associated with P by setting

ρP (X) = max{u(X):u ∈ B(P )}

for all ∅ �= X ⊂ [n] together with ρP (∅) = 0.

Lemma 12.3.2. If X1 ⊂ X2 ⊂ · · · ⊂ Xs ⊂ [n] is a sequence of subsets of [n],
then there is u ∈ B(P ) such that u(Xk) = ρP (Xk) for all 1 ≤ k ≤ s.

Proof. We work with induction on s and suppose that there is u ∈ B(P )
such that u(Xk) = ρP (Xk) for all 1 ≤ k < s. Choose v ∈ B(P ) with v(Xs) =
ρP (Xs). If u(Xs) < v(Xs), then there is i ∈ [n] with i �∈ Xs such that u({i}) >
v({i}). The exchange property 12.2.4 (c) (ii) says that there is j ∈ [n] with
u(j) < v(j) such that u1 = u− εi + εj ∈ B(P ). Since u(Xs−1) = ρP (Xs−1), it
follows that j �∈ Xs−1. Hence u1(Xk) = ρP (Xk) for all 1 ≤ k < s. Moreover,
u1(Xs) ≥ u(Xs) and dis(u,v) > dis(u1,v).

If u1(Xs) = v(Xs), then u1 is a desired base of P . If u1(Xs) < v(Xs),
then the above technique will yield a base u2 of P such that u2(Xk) = ρP (Xk)
for all 1 ≤ k < s, u2(Xs) ≥ u1(Xs) and dis(u1,v) > dis(u2,v). It is now clear
that repeated applications of this argument guarantee the existence of a base
uq of P such that uq(Xk) = ρP (Xk) for all 1 ≤ k ≤ s. �

Corollary 12.3.3. The function ρP : 2[n] → R+ is submodular.

Proof. Let A, B ⊂ [n]. By Lemma 12.3.2 there is u ∈ B(P ) such that u(A ∩
B) = ρP (A ∩ B) and u(A ∪ B) = ρP (A ∪ B). Hence

ρP (A) + ρP (B) ≥ u(A) + u(B)
= u(A ∪ B) + u(A ∩ B)
= ρP (A ∪ B) + ρP (A ∩ B),

as desired. �

We now come to our first fundamental

Theorem 12.3.4. A nonempty finite set P ⊂ Z
n
+ is a discrete polymatroid if

and only if Conv(P ) ⊂ R
n
+ is an integral polymatroid with Conv(P )∩Z

n = P .

Proof. The “ if ” part follows from Lemma 12.3.1. To see why the “ only if ”
part is true, let P ⊂ Z

n
+ be a discrete polymatroid and ρP : 2[n] → R+ the

nondecreasing and submodular function associated with P . Write P ⊂ R
n
+ for

the integral polymatroid with ρP its ground set rank function, i.e.
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P = {u ∈ R
n
+:u(X) ≤ ρP (X), X ⊂ [n]}.

Since each base u of P satisfies u(X) ≤ ρP (X) for all X ⊂ [n], it follows that
P ⊂ P. Moreover, since P is convex, one has Conv(P ) ⊂ P. Now, Lemma
12.3.2 together with Proposition 12.1.4 guarantees that all vertices of P belong
to P . Thus P = Conv(P ).

To complete our proof we must show P ∩ Z
n = P . For each i ∈ [n], write

Pi ⊂ Z
n
+ for the discrete polymatroid Pεi in the notation of Lemma 12.2.3 (b)

and Bi = B(Pi), the set of bases of Pi. We compute the nondecreasing and
submodular function ρPi : 2

[n] → R+ associated with Pi. We distinguish three
cases:

(a) Let i �∈ X ⊂ [n] with ρP (X ∪ {i}) > ρP (X). Choose u ∈ B(P )
with u(X) = ρP (X) and with u(X ∪ {i}) = ρP (X ∪ {i}). Then u(i) =
u(X∪{i})−u(X) ≥ 1 and u ∈ B(P ). Since i �∈ X, one has (u−εi)(X) = u(X).
Since (u−εi)(X) ≤ ρPi(X) ≤ ρP (X) = u(X), it follows that ρPi(X) = ρP (X).

(b) Let i �∈ X ⊂ [n] with ρP (X∪{i}) = ρP (X). If u ∈ B(P ) with u(i) ≥ 1,
then

(u − εi)(X) ≤ (u − εi)(X ∪ {i})
= u(X ∪ {i}) − 1
≤ ρP (X ∪ {i}) − 1 = ρP (X) − 1.

Thus ρPi(X) ≤ ρP (X) − 1. Choose v ∈ B(P ) with v(X) = ρP (X). Then
v(i) = 0. (Otherwise, since i �∈ X, ρP (X ∪{i}) ≥ v(X ∪{i}) = v(X)+v(i) >
v(X) = ρP (X); a contradiction.) Let u0 ∈ B(P ) with u0(i) ≥ 1. Then the
exchange property says that there is j ∈ [n] with u0(j) < v(j) such that
u0 − εi + εj ∈ B(P ). Thus we assume u0(i) = 1. If u0(X) < v(X) − 1, then
u0(X ∪ {i}) = u0(X) + 1 < v(X) = v(X ∪ {i}). Thus there is j �∈ X ∪ {i}
with u0(j) > v(j). Hence there is i �= k ∈ [n] with u0(k) < v(k) such
that u1 = u0 − εj + εk ∈ B(P ). Then u1(i) = 1, u1(X) ≥ u0(X) and
dis(u0,v) > dis(u1,v). Thus, as in the proof of Lemma 12.3.2, we can find
u ∈ B(P ) with u(i) = 1 such that u(X) = (u − εi)(X) = v(X) − 1. Hence
ρPi(X) = ρP (X) − 1.

(c) Let i ∈ X ⊂ [n]. Then ρPi(X) = ρP (X) − 1. In fact, since i ∈ X,
by Lemma 12.3.2 there is u ∈ B(P ) with u(i) = ρP ({i}) ≥ 1 and with
u(X) = ρP (X). Then (u − εi)(X) = ρP (X) − 1.

Let Pi ⊂ R
n
+ denote the integral polymatroid with ρPi its ground set rank

function. Then Pi = Conv(Pi) and, working with induction on the rank of P
enables us to assume that Pi ∩ Z

n = Pi. If x ∈ P ∩ Z
n with x(i) ≥ 1, then

y = x−εi belongs to Pi. (In fact, if i �∈ X ⊂ [n] with ρPi(X) = ρP (X)−1, then
ρP (X∪{i}) = ρP (X). Thus replacing u with x in the inequalities (u−εi)(X) ≤
· · · = ρP (X)− 1 appearing in the discussion (b) shows that y(X) ≤ ρPi(X).)
Thus y ∈ Pi ∩ Z

n = Pi. Hence y ≤ u − εi for some u ∈ B(P ) with u(i) ≥ 1.
Thus x ≤ u ∈ B(P ) and x ∈ P . Hence P ∩ Z

n = P , as desired. �
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12.4 The symmetric exchange theorem

We now establish our second fundamental theorem on discrete polymatroids,
which is the symmetric exchange theorem.

Theorem 12.4.1. If u = (a1, . . . , an) and v = (b1, . . . , bn) are bases of a
discrete polymatroid P ⊂ Z

n
+, then for each i ∈ [n] with ai > bi there is

j ∈ [n] with aj < bj such that both u− εi + εj and v − εj + εi are bases of P .

Proof. Let B′ denote the set of those bases w of P with u ∧ v ≤ w ≤ u ∨ v.
It then turns out that B′ satisfies the exchange property 12.2.4 (c) (ii) for
polymatroids. Thus B′ is the set of bases of a discrete polymatroid P ′ ⊂ Z

n
+.

Considering u′ = u − u ∧ v and v′ = v − u ∧ v instead of u and v, we will
assume that P ′ ⊂ Z

s
+ is a discrete polymatroid, where s ≤ n, and

u = (a1, . . . , ar, 0, . . . , 0) ∈ Z
s
+, v = (0, . . . , 0, br+1, . . . , bs) ∈ Z

s
+,

where each 0 < ai and each 0 < bj and where |u| = |v| = rank(P ′). Our work
is to show that for each 1 ≤ i ≤ r there is r + 1 ≤ j ≤ s such that both
u − εi + εj and v − εj + εi are bases of P ′. Let, say, i = 1.

First case: Suppose that u − ε1 + εj are bases of P ′ for all r + 1 ≤ j ≤ s. It
follows from the exchange property that, given arbitrary r integers a′

1, . . . , a
′
r

with each 0 ≤ a′
i ≤ ai, there is a base w′ of P ′ of the form

w′ = (a′
1, . . . , a

′
r, b

′
r+1, . . . , b

′
s),

where each b′j ∈ Z with 0 ≤ b′j ≤ bj . Thus in particular there is r +1 ≤ j0 ≤ s
such that v− εj0 + ε1 is a base of P ′. Since u− ε1 + εj is a base of P ′ for each
r + 1 ≤ j ≤ s, both u − ε1 + εj0 and v − εj0 + ε1 are bases of P ′, as desired.

Second case: Let r ≥ 2 and r+2 ≤ s. Suppose that there is r+1 ≤ j ≤ s with
u−ε1+εj �∈ P ′. Let X ⊂ {r+1, . . . , s} denote the set of those r+1 ≤ j ≤ s with
u− ε1 + εj �∈ P ′. Recall that Theorem 12.3.4 guarantees that Conv(P ′) ⊂ R

s
+

is an integral polymatroid on the ground set [s] with Conv(P ′) ∩ Z
s = P ′.

Let ρ = ρP ′ denote the ground set rank function of the integral polymatroid
Conv(P ′) ⊂ R

s
+. Thus ρ(Y ) = max{w(Y ):w ∈ B′} for ∅ �= Y ⊂ [s] together

with ρ(∅) = 0. In particular ρ(Y ) = u(Y ) if Y ⊂ {1, . . . , r} and ρ(Y ) = v(Y )
if Y ⊂ {r + 1, . . . , s}.

For each j ∈ X, since u − ε1 + εj �∈ Conv(P ′), there is a subset Aj ⊂
{2, 3, . . . , r} with

ρ(Aj ∪ {j}) ≤ u(Aj).

Thus

ρ({2, 3, . . . , r} ∪ {j}) ≤ ρ(Aj ∪ {j}) + ρ({2, 3, . . . , r} \ Aj)
≤ u(Aj) + u({2, 3, . . . , r} \ Aj)
= u({2, 3, . . . , r}) = ρ({2, 3, . . . , r}).
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Hence, for all j ∈ X,

ρ({2, 3, . . . , r} ∪ {j}) = u({2, 3, . . . , r}).

By using Lemma 12.4.2 below, it follows that

ρ({2, 3, . . . , r} ∪ X) = u({2, 3, . . . , r}).

Now, since ρ is submodular,

ρ({2, 3, . . . , r} ∪ X) + ρ({1} ∪ X) ≥ ρ(X) + ρ({1, 2, . . . , r} ∪ X)
= v(X) + rank(P ′).

Thus
u({2, 3, . . . , r}) + ρ({1} ∪ X) ≥ v(X) + rank(P ′).

Since

rank(P ′) − u({2, 3, . . . , r}) = a1, and
ρ({1} ∪ X) ≤ ρ({1}) + ρ(X) = a1 + v(X),

it follows that
ρ({1} ∪ X) = a1 + v(X).

Hence, for all X ′ ⊂ X,

a1 + v(X) = a1 + v(X ′) + v(X \ X ′)
= ρ({1}) + ρ(X ′) + ρ(X \ X ′)
≥ ρ({1} ∪ X ′) + ρ(X \ X ′)
≥ ρ({1} ∪ X)
= a1 + v(X).

Thus, for all X ′ ⊂ X,

ρ({1} ∪ X ′) = a1 + v(X ′).

By virtue of Lemma 12.3.2 there is a base w of P ′ with w(1) = a1 and
with w(j) = v(j) (= ρ({j})) for all j ∈ X. Again the exchange property
(for w and v) guarantees that for each 1 ≤ i ≤ r with w(i) > 0 there is
j ∈ {r + 1, . . . , s} \ X such that w − εi + εj is a base of P ′. Hence repeated
applications of the exchange property yield a base of w′ of P ′ of the form
w′ = v− εj0 + ε1, where j0 ∈ {r + 1, . . . , s} \X. Hence both u− ε1 + εj0 and
v − εj0 + ε1 are bases of P ′, as required. �

Lemma 12.4.2. We work with the same situation as in the proof of Theo-
rem 12.4.1. Suppose that ρ({2, 3, . . . , r}∪{j}) = ρ({2, 3, . . . , r}) for all j ∈ X.
Then ρ({2, 3, . . . , r} ∪ X) = ρ({2, 3, . . . , r}).
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Proof. We proceed with induction on |X|. Clearly, the assertion is true if
|X| = 1. Now, let |X| > 1 and fix j0 ∈ X. Let Z = {2, 3, . . . , r}. Then, by
using the assumption of induction, one has

ρ(Z) + ρ(Z)
= ρ(Z ∪ (X \ {j0})) + ρ(Z ∪ {j0})
≥ ρ((Z ∪ (X \ {j0})) ∪ (Z ∪ {j0})) + ρ((Z ∪ (X \ {j0})) ∩ (Z ∪ {j0}))
= ρ(Z ∪ X) + ρ(Z)
≥ ρ(Z) + ρ(Z).

Since the first and last lines of the above are equal, it follows that equality
must hold throughout. Hence ρ(Z ∪ X) = ρ(Z), as desired. �

12.5 The base ring of a discrete polymatroid

Let P be a discrete polymatroid of rank d on the ground set [n] with set of
bases B = B(P ). Let, as usual, S = K[x1, . . . , xn] denote the polynomial
ring in n variables over a field K. For each basis u ∈ B we write xu for the
monomial x

u(1)
1 · · ·xu(n)

n of S. The base ring of P is the toric ring K[B] which
is generated by those monomials xu with u ∈ B. Since all the bases of P have
the same modulus, it follows that K[B] possesses a standard grading with
each deg xu = 1.

Theorem 12.5.1. The base ring of a discrete polymatroid is normal.

Proof. Let P be a discrete polymatroid on [n] with set of bases B = B(P ). Let
P = Conv(P ) ⊂ R

n and Q = Conv(B) ⊂ R
n. Then by using Theorem 12.3.4

together with the fact that the Q is the face of P, it follows that B = Q∩Z
n.

Now, by virtue of Lemma B.6.1, in order to show that K[B] is normal what
we must prove is that Q possesses the integer decomposition property,
i.e. if w ∈ Z

n belongs to qQ = {qv : v ∈ Q}, where q ∈ Z+, then there are
u1, . . . ,uq belonging to B such that w = u1 + · · · + uq.

Since qP = P ∨ · · · ∨ P (q times), Theorem 12.1.5 guarantees that P
possesses the integer decomposition property. Since Q is a face of P, it follows
easily that Q possesses the integer decomposition property. �

As a consequence of Hochster’s theorem (Theorem B.6.2) we obtain

Corollary 12.5.2. The base ring of a discrete polymatroid is Cohen–Macaulay.

Let, in general, P ⊂ R
n be an integral convex polytope of dimension n

which possesses the integer decomposition property. The toric ring K[P] of
P is a subring of K[x1, . . . , xn, t] which is generated by those monomials xut
with u ∈ P ∩ Z

n. Since K[P] is normal and is Cohen–Macaulay (Theorem
B.6.2), it would be of interest when K[P] is Gorenstein. Let δ > 0 denote



12.5 The base ring of a discrete polymatroid 251

the smallest integer for which δ(P \ ∂P) ∩ Z
n �= ∅. Here ∂P is the boundary

of P and P \ ∂P is the interior of P. The canonical module Ω(K[P]) of
K[P] is isomorphic to the ideal of K[P] generated by those monomials xutq

with u ∈ q(P \ ∂P) ∩ Z
n (Theorem B.6.3). Note that K[P] is Gorenstein if

and only if Ω(K[P]) is a principal ideal; see Corollary A.6.7. In particular,
if K[P] is Gorenstein, then δ(P \ ∂P) must possess a unique integer vector.
Suppose that δ(P \ ∂P) possesses a unique integer vector, say w∗ ∈ Z

n,
and let Q = δP − w∗ = {w − w∗ : w ∈ δP}. Thus Q ⊂ R

n is an integral
convex polytope of dimension n and the origin of R

n is a unique integer vector
belonging to the interior Q\ ∂Q of Q. Then K[P] is Gorenstein if and only if
the following condition is satisfied:

(
) If the hyperplane H ⊂ R
n determined by a linear equation

∑n
i=1 a1zi = b,

where each ai and b are integers and where the greatest common divisor
of a1, . . . , an, b is equal to 1, is a supporting hyperplane of Q such that
H ∩Q is a facet of Q, then b is either 1 or −1.

We give a sketch of a proof of the above criterion for K[P] to be Gorenstein.
Since K[P] is Gorenstein if and only if Ω(K[P]) is generated by xw∗

tδ, it
follows that K[P] is Gorenstein if and only if

w∗ + qP ∩ Z
n = (q + δ)(P \ ∂P) ∩ Z

n, q ≥ 1. (12.2)

First, assuming (
) yields that the linear equation of a supporting hyper-
plane which defines a facet of P is of the form

δ
n∑

i=1

aizi = 1 +
n∑

i=1

aiw
∗
i , (12.3)

where w∗ = (w∗
1 , . . . , w∗

n). Since P is integral, the equation (12.3) pos-
sesses an integer solution. Hence 1 +

∑n
i=1 aiw

∗
i is divided by δ. Thus if

u = (u1, . . . , un) ∈ Z
n satisfies

δ

n∑

i=1

aiui < (q + δ)(1 +
n∑

i=1

aiw
∗
i ),

then

δ

n∑

i=1

aiui ≤ (q + δ)(1 +
n∑

i=1

aiw
∗
i ) − δ.

Hence

δ

n∑

i=1

ai(ui − w∗
i ) ≤ q (1 +

n∑

i=1

aiw
∗
i ).

In other words,

(q + δ)(P \ ∂P) ∩ Z
n ⊂ w∗ + qP ∩ Z

n. (12.4)
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Since the opposite inclusion of (12.4) is obvious, one has (12.2) and K[P] is
Gorenstein.

Second, if K[P] is Gorenstein, then Ω(K[P]) is generated by w∗tδ. It then
follows immediately that Ω(K[δP]) is generated by w∗tδ. Hence K[δP] is
Gorenstein. Since K[Q] � K[δP], the toric ring K[Q] is Gorenstein. Thus
Ω(K[Q]) is generated by t. In other words,

q(Q \ ∂Q) ∩ Z
n = (q − 1)Q∩ Z

n, q ≥ 1. (12.5)

A geometric observation easily says that (12.5) is equivalent to (
). Hence the
condition (
) is satisfied, if K[P] is Gorenstein, as desired.

We now turn to the problem when the base ring of a discrete polymatroid
is Gorenstein. To obtain a perfect answer to this problem seems, however,
quite difficult. In what follows we introduce the concept of “generic” discrete
polymatroids and find a characterization for the base ring of a generic discrete
polymatroid to be Gorenstein.

Let P ⊂ Z
n
+ be a discrete polymatroid of rank d and B = B(P ) the set of

bases of P . We will assume that the canonical basis vectors ε1, . . . , εn of R
n

belong to P . Let F = Conv(B), the set of bases of the integral polymatroid
P = Conv(P ) ⊂ R

n
+. Recall that F is a face of P with the supporting hyper-

plane H[n] ⊂ R
n, i.e. F = H[n] ∩ P. Let ρ: 2[n] → R+ denote the ground set

rank function of P. Then

F = {u ∈ H[n] ∩ Z
n
+:u(A) ≤ ρ(A), ∅ �= A ⊂ [n], A �= [n]}.

Let ϕ:H[n] → R
n−1 denote the affine transformation defined by

ϕ(u1, . . . , un) = (u1, . . . , un−1).

Thus ϕ is injective and ϕ(H[n] ∩Z
n) = Z

n−1. Since for all A ⊂ [n] with n ∈ A
and A �= [n] the hyperplane ϕ(HA ∩H[n]) ⊂ R

n−1 is determined by the linear
equation

∑
i∈[n]\A xi = d − ρ(A), it follows that

ϕ(F) = {u ∈ R
n−1
+ : d − ρ([n] \ A) ≤ u(A) ≤ ρ(A), ∅ �= A ⊂ [n − 1] }.

We say that P is generic if

(G1) each base u of P satisfies u(i) > 0 for all 1 ≤ i ≤ n;
(G2) F = Conv(B) is a facet of P = Conv(P );
(G3) F ∩HA is a facet of F for all ∅ �= A ⊂ [n] with A �= [n].

It follows that P is generic if and only if

(i) ρ is strictly increasing;
(ii) dim ϕ(F) = n − 1;
(iii) the facets of ϕ(F) are all {u ∈ ϕ(F) : u(A) = ρ(A) } together with all

{u ∈ ϕ(F) : u(A) = d − ρ([n] \ A) }, where A ranges over all nonempty
subsets of [n − 1].
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Example 12.5.3. (a) Let n = 2 and let a1, a2 > 0 be integers. Let P ⊂ Z
2
+

denote the discrete polymatroid of rank d consisting of those u = (u1, u2) ∈
Z

2
+ such that u1 ≤ a1, u2 ≤ a2 and u1 +u2 ≤ d. Then P is generic if and only

if a1 < d, a2 < d, and d < a1 + a2. If P is generic, then the bases of P are
(a1, d − a1), (a1 − 1, d − a1 + 1), . . . , (d − a2, a2). Thus the base ring K[B] of
P is Gorenstein if and only if either a1 + a2 = d + 1 or a1 + a2 = d + 2.

(b) Let n = 3. Let P ⊂ Z
3
+ be a discrete polymatroid of rank d with B its

set of bases, and ρ the ground set rank function of the integral polymatroid
Conv(P ) ⊂ R

3
+. Then ϕ(F) ⊂ Z

2
+, where F = Conv(B), consists of those

u = (u1, u2) ∈ R
2
+ such that

d − ρ({2, 3}) ≤ u1 ≤ ρ({1}),
d − ρ({1, 3}) ≤ u2 ≤ ρ({2}),

d − ρ({3}) ≤ u1 + u2 ≤ ρ({1, 2}).

Hence P is generic if and only if

0 < ρ({i}) < ρ({i, j}) < d, 1 ≤ i �= j ≤ 3,

ρ({i}) + ρ({j}) > ρ({i, j}), 1 ≤ i < j ≤ 3,

ρ({i, j}) + ρ({j, k}) > d + ρ({j}), {i, j, k} = [3].

Moreover, if P is generic, then the base ring K[B] is Gorenstein if and only if

ρ({i}) + ρ({j, k}) = d + 2, {i, j, k} = [3].

Theorem 12.5.4. (a) Let n ≥ 3. Let P ⊂ Z
n
+ be a discrete polymatroid of

rank d and suppose that the canonical basis vectors ε1, . . . , εn of R
n belong

to P . Let ρ: 2[n] → R+ denote the ground set rank function of the integral
polymatroid Conv(P ) ⊂ R

n
+. If P is generic and if the base ring K[B] of P

is Gorenstein, then there is a vector α = (α1, . . . , αn−1) ∈ Z
n−1
+ with each

αi > 1 and with d > |α| + 1 such that

ρ(A) =
{

α(A) + 1, if ∅ �= A ⊂ [n − 1],
d − α([n] \ A) + 1, if n ∈ A �= [n].

(b) Conversely, given α = (α1, . . . , αn−1) ∈ Z
n−1
+ , where n ≥ 3, with each

αi > 1 and d ∈ Z with d > |α| + 1, define the function ρ: 2[n] → R+ by (a)
together with ρ(∅) = 0 and ρ([n]) = d. Then

(i) ρ is strictly increasing and submodular;
(ii) the discrete polymatroid P = {u ∈ Z

n
+:u(A) ≤ ρ(A), ∅ �= A ⊂ [n]} ⊂ Z

n
+

arising from ρ is generic;
(iii) the base ring K[B] of P is Gorenstein.

Proof. (a) Suppose that a discrete polymatroid P ⊂ Z
n
+ of rank d is generic

and that the base ring K[B] of P is Gorenstein. Let F = Conv(B). Since
K[B] is Gorenstein, there is an integer δ ≥ 1 such that
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δ(ρ(A) − (d − ρ([n] \ A))) = 2

for all ∅ �= A ⊂ [n − 1]. Hence either δ = 1 or δ = 2.
If δ = 2, then (2ρ({1})− 1, . . . , 2ρ({n− 1})− 1) ∈ Z

n−1
+ must be a unique

integer vector belonging to the interior of 2ϕ(F). Since K[B] is Gorenstein it
follows that

∑

i∈A

(2ρ({i}) − 1) = 2ρ(A) − 1, ∅ �= A ⊂ [n − 1].

Thus
ρ(A) =

∑

i∈A

ρ({i}) − 1
2
(|A| − 1), ∅ �= A ⊂ [n − 1].

Since n ≥ 3, it follows that ρ({1, 2}) �∈ Z, a contradiction.
Now let δ = 1 and set

αi = ρ({i}) − 1 = d − ρ([n] \ {i}) + 1 > 1, 1 ≤ i ≤ n − 1.

Then α = (α1, . . . , αn−1) ∈ Z
n−1
+ is a unique integer vector belonging to the

interior of ϕ(F) ⊂ R
n−1
+ and ϕ(F)−α consists of those u = (u1, . . . , un−1) ∈

R
n−1 such that

d − ρ([n] \ A) − α(A) ≤
∑

i∈A

ui ≤ ρ(A) − α(A), ∅ �= A ⊂ [n − 1].

Since P is generic, the desired equality on ρ follows immediately. Moreover,
since ρ([n − 1]) = |α| + 1 < ρ([n]) = d, one has d > |α| + 1, as required.

(b) Since each αi > 1 and since d > |α| + 1, it follows that 0 < ρ(A) <
ρ([n]) = d for all ∅ �= A ⊂ [n] with A �= [n]. Moreover, ρ({i}) > 2 for all
1 ≤ i ≤ n. If ∅ �= A ⊂ B ⊂ [n] with n �∈ A and n ∈ B, then ρ(B) − ρ(A) =
d − (α([n] \ B) + α(A)) > d − |α| > 1. Hence ρ is strictly increasing.

To see why ρ is submodular, we distinguish three cases as follows. First, if
A, B ⊂ [n − 1] with A �= ∅ and B �= ∅, then

ρ(A) + ρ(B) = α(A) + α(B) + 2
= α(A ∪ B) + α(A ∩ B) + 2
= ρ(A ∪ B) + ρ(A ∩ B)

unless A ∩ B �= ∅. Second, if A, B ⊂ [n] with n ∈ A �= [n] and n ∈ B �= [n],
then

ρ(A) + ρ(B) = 2d − (α([n] \ A) + α([n] \ B)) + 2
= 2d − (α([n] \ (A ∩ B)) + α([n] \ (A ∪ B))) + 2
= ρ(A ∪ B) + ρ(A ∩ B)

unless A∪B �= [n]. Third, if n ∈ A and B ⊂ [n−1], then assuming A∩B �= ∅
and A ∪ B �= [n] one has



12.6 Polymatroidal ideals 255

ρ(A) + ρ(B) = d − α([n] \ A) + 1 + α(B) + 1
= d − α(([n] \ A) \ B) + 1 + α(B \ ([n] \ A)) + 1
= d − α([n] \ (A ∪ B)) + 1 + α(A ∩ B) + 1
= ρ(A ∪ B) + ρ(A ∩ B),

as desired.
Let F = Conv(B). Since

ϕ(F) = {u ∈ R
n−1
+ : α(A) − 1 ≤ u(A) ≤ α(A) + 1, ∅ �= A ⊂ [n − 1]},

it follows that ϕ(F) − α ⊂ R
n−1 consists of those u = (u1, . . . , un−1) ∈ R

n−1

such that

−1 ≤ ui1 + · · · + uik
≤ 1, 1 ≤ i1 < · · · < ik ≤ n − 1.

Hence (ϕ(F)−α)∩Z
n−1 consists of those v = (v1, . . . , vn−1) ∈ Z

n−1 such that
−1 ≤ vi ≤ 1 for all 1 ≤ i ≤ n − 1, |{i: vi = 1}| ≤ 1, and |{i: vi = −1}| ≤ 1. In
particular, the canonical basis vectors ε1, . . . , εn−1 of R

n−1 belong to ϕ(F)−α.
Thus F is a facet of P = Conv(P ). For 1 ≤ i1 < · · · < ik ≤ n − 1 write
Hi1···ik

⊂ R
n−1 (resp. H′

i1···ik
⊂ R

n−1) for the supporting hyperplane of F
determined by the linear equation xi1+· · ·+xik

= 1 (resp. xi1+· · ·+xik
= −1).

Then the vectors εi1 , . . . , εik
(resp. −εi1 , . . . ,−εik

) and εi1−εj (resp. −εi1 +εj),
j ∈ [n−1]\{i1, . . . , ik}, belong to the face (ϕ(F)−α)∩Hi1···ik

(resp. (ϕ(F)−
α)∩H′

i1···ik
) of ϕ(F)−α. Thus (ϕ(F)−α)∩Hi1···ik

(resp. (ϕ(F)−α)∩H′
i1···ik

)
is a facet of ϕ(F) − α. Hence P is generic. Moreover, since the Ehrhart ring
K[ϕ(F)−α] is Gorenstein, the base ring K[B] (∼= K[ϕ(F)−α]) is Gorenstein,
as desired. �

12.6 Polymatroidal ideals

We now turn to the study of monomial ideals arising from discrete polyma-
troids.

Definition 12.6.1. A monomial ideal I of S with G(I) = {xu1 , . . . ,xus} is
called polymatroidal if {u1, . . . ,us} is the set of bases of a discrete polyma-
troid on [n]. In other words, all elements in G(I) have the same degree, and
if xur = xa1 · · ·xan and xut = xb1 · · ·xbn belong to G(I) with ai > bi, then
there exists j with aj < bj such that xj(xur/xi) ∈ G(I).

A fundamental fact on polymatroidal ideals is

Theorem 12.6.2. A polymatroidal ideal has linear quotients.

Proof. Let I be a polymatroidal ideal with G(I) = {xu1 , . . . ,xus}, where
xu1 > · · · > xus with respect to the reverse lexicographic order. Let J =
(xu1 , . . . ,xuq−1) with q < s. Then
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J : xuq = (xu1/[xu1 ,xuq ], . . . ,xuq−1/[xuq−1 ,xuq ]).

Thus in order to show that J : xuq is generated by variables, what we must
prove is that, for each 1 ≤ k < q, there is xj ∈ J : xuq such that xj divides
xuk/[xuk ,xuq ]. Let uk = (a1, . . . , an) and uq = (b1, . . . , bn). Since xuk > xuq ,
there is an integer 1 < i < n with ai < bi and with ai+1 = bi+1, . . . , an = bn.
Hence by the exchange property 12.2.4 (c) (ii) there is an integer 1 ≤ j <
i with bj < aj such that xj(xuq/xi) ∈ G(I). Since j < i it follows that
xj(xuq/xi) ∈ J . Thus xj ∈ J : xuq . Finally, since bj < aj , it follows that xj

divides xuk/[xuk ,xuq ]. �

Theorem 12.6.3. Let I and J be polymatroidal ideals. Then IJ is again poly-
matroidal.

Proof. Let P and Q be discrete polymatroids, and let B(P ) and B(Q) be their
bases. Theorem 12.3.4 together with Theorem 12.1.5 says that {u + v : u ∈
B(P ),v ∈ B(Q)} is the set of a discrete polymatroid {u + v : u ∈ P,v ∈ Q}
on [n]. Hence if I and J are polymatroidal ideals, then IJ is a polymatroidal
ideal, as desired. �

Corollary 12.6.4. All powers of a polymatroidal ideal have linear quotients.

We now classify all Cohen–Macaulay polymatroidal ideals. Recall that a
monomial ideal I ⊂ S is Cohen–Macaulay if the quotient ring S/I is Cohen–
Macaulay. Typical examples of Cohen–Macaulay polymatroidal ideals are:

Example 12.6.5. (a) The Veronese ideal of S of degree d is the ideal of S
which is generated by all monomials of S of degree d. The Veronese ideal is
polymatroidal and is Cohen–Macaulay.

(b) The squarefree Veronese ideal of S of degree d is the ideal of S which
is generated by all squarefree monomials of S of degree d. The squarefree
Veronese ideal is matroidal (i.e. polymatroidal and squarefree). Moreover, by
using the fact that each skeleton of a Cohen–Macaulay complex is Cohen–
Macauly, the squarefree Veronese ideal is Cohen–Macaulay.

It turns out that Cohen–Macaulay polymatroidal ideals are essentially
either Veronese ideals or squarefree Veronese ideals.

In order to prove Theorem 12.6.7 stated below, a formula to compute the
dimension and depth of a monomial ideal with linear quotient will be required.

Let I be a monomial ideal of S = K[x1, . . . , xn] with G(I) its unique
minimal set of monomial generators. According to Corollary 1.3.9 the minimal
prime ideals of I are generated by subsets of the variables. Hence I is unmixed
if all minimal prime ideals of I are generated by the same number of variables.
For a monomial prime ideal P , let μ(P ) denote the number of variables which
generates P , and set c(I) = min{μ(P ): P ∈ Min(I)}. Then

dim S/I = n − c(I).
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Now assume in addition that I ⊂ S is generated in one degree and suppose
that I has linear quotients with respect to the ordering u1, u2, . . . , us of the
monomials belonging to G(I). Thus the colon ideal (u1, u2, . . . , uj−1) : uj is
generated by a subset of {x1, . . . , xn} for each 2 ≤ j ≤ s. Let rj denote the
number of variables which is required to generate (u1, u2, . . . , uj−1) : uj . Let
r(I) = max2≤j≤s rj . It follows from Corollary 8.2.2 that

depth S/I = n − r(I) − 1.

Hence a monomial ideal I which is generated in one degree with linear
quotients is Cohen–Macaulay if and only if c(I) = r(I) + 1.

Lemma 12.6.6. If I ⊂ S is a Cohen–Macaulay polymatroidal ideal, then its
radical

√
I is squarefree Veronese.

Proof. Let I ⊂ S be a Cohen–Macaulay polymatroidal ideal. We may assume
that

⋃
u∈G(I) supp(u) = {x1, . . . , xn}. Let u ∈ G(I) be a monomial for which

| supp(u)| is minimal. Let, say, supp(u) = {xn−d+1, xn−d+2, . . . , xn}. Let J
denote the monomial ideal generated by those monomials w ∈ G(I) such that
w is bigger than u with respect to the reverse lexicographic order. We know
that the colon ideal J : u is generated by a subset M of {x1, . . . , xn}. We
claim that {x1, . . . , xn−d} ⊂ M . For each 1 ≤ i ≤ n − d, there is a monomial
belonging to G(I) which is divided by xi. It follows from Proposition 12.2.6
that there is a variable xj with n − d + 1 ≤ j ≤ n such that v = xiu/xj ∈
G(I). One has v ∈ J . Since xiu = xjv ∈ J , it follows that xi ∈ J : u, as
required. Consequently, r(I) ≥ n − d. Since I is Cohen–Macaulay, it follows
that c(I) ≥ n − d + 1. It then turns out that I is not contained in the ideal
({x1, . . . , xn} \ W ) for each subset W ⊂ {x1, . . . , xn} with |W | = d. Hence
for each W ⊂ {x1, . . . , xn} with |W | = d there is a monomial w ∈ G(I) with
supp(w) ⊂ W . Since | supp(w)| ≥ | supp(u)| = d, one has supp(w) = W .
Hence

√
I is generated by all squarefree monomials of degree d in x1, . . . , xn,

as desired. �

Theorem 12.6.7. A polymatroidal ideal I is Cohen–Macaulay if and only if
I is

(i) a principal ideal, or
(ii) a Veronese ideal, or
(iii) a squarefree Veronese ideal.

Proof. By using Lemma 12.6.6 we assume that
√

I is generated by all square-
free monomials of degree d in x1, . . . , xn, where 2 ≤ d < n. One has c(I) =
c(
√

I) = n − d + 1. Suppose that I is not squarefree (or, equivalently, each
monomial belonging to G(I) is of degree > d). Let u =

∏n
i=n−d+1 xai

i ∈ G(I)
be a monomial with supp(u) = {xn−d+1, xn−d+2, . . . , xn}. For a while, we
assume that (∗) there is a monomial v =

∏n
i=1 xbi

i ∈ G(I) with bn−d+1 >
an−d+1. Let J denote the monomial ideal generated by those monomials
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w ∈ G(I) such that w is bigger than u with respect to the reverse lexico-
graphic order. As was shown in the proof of Lemma 12.6.6, the colon ideal
J : u is generated by a subset M of {x1, . . . , xn} with {x1, . . . , xn−d} ⊂ M .
We claim that xn−d+1 ∈ J : u. By using Proposition 12.2.6 our assump-
tion (∗) guarantees that there is a variable xj with n − d + 1 < j ≤ n such
that u0 = xn−d+1u/xj ∈ G(I). Since u0 ∈ J , one has xn−d+1 ∈ M . Hence
r(I) ≥ n − d + 1. Thus c(I) < r(I) + 1 and I cannot be Cohen–Macaulay.

To complete our proof, we must examine our assumption (∗). For each
d-element subset σ = {xi1 , xi2 , . . . , xid

} of {x1, . . . , xn}, there is a monomial
uσ ∈ G(I) with supp(uσ) = σ. If there are d-element subsets σ and τ of
{x1, . . . , xn} and a variable xi0 ∈ σ ∩ τ with ai0 < bi0 , where ai0 (resp.
bi0) is the power of xi0 in uσ (resp. uτ ), then after relabelling the variables
if necessarily we may assume that σ = {xn−d+1, xn−d+2, . . . , xn} with i0 =
n − d + 1. In other words, the condition (∗) is satisfied. Thus in the case
that the condition (∗) fails to be satisfied, there is a positive integer e ≥ 2
such that, for each d-element subset {xi1 , xi2 , . . . , xid

} of {x1, . . . , xn} one has
u = (xi1xi2 · · ·xid

)e ∈ G(I). Let w = xn−dx
e−1
n−d+1(

∏n
i=n−d+2 xe

i ) ∈ G(I). Let
J denote the monomial ideal generated by those monomials v ∈ G(I) such
that v is bigger than w with respect to the reverse lexicographic order. Since∏n−1

i=n−d xe
i ∈ G(I), by using Proposition 12.2.6 one has w0 = xn−dw/xn ∈ J

and w1 = xn−d+1w/xn ∈ J . Thus the colon ideal J : w is generated by a subset
M of {x1, . . . , xn} with {x1, . . . , xn−d, xn−d+1} ⊂ M . Hence r(I) ≥ n− d + 1,
and thus one has c(I) < r(I) + 1, a contradiction. �

A Cohen–Macaulay ideal is always unmixed. The converse is in general
false, even for matroid ideals. For example, let I ⊂ K[x1, . . . , x6] be the mono-
mial ideal generated by

x1x3, x1x4, x1x5, x1x6, x2x3, x2x4, x2x5, x2x6, x3x5, x3x6, x4x5, x4x6.

Then I is matroidal and unmixed. However, I is not Cohen–Macaulay.

12.7 Weakly polymatroidal ideals

The purpose of this section is to extend the notion of polymatroidal ideals
introduced in the previous section and to show that this class of ideals has
again linear quotients.

Let S = K[x1, . . . , xn] be the polynomial ring over the field K. For any
monomial u, m(u) denotes the greatest integer i for which xi divides u. For
u = xa1

1 · · ·xan
n we set degxi

u = ai, and call it the xi-degree of u.

Definition 12.7.1. A monomial ideal I is called weakly polymatroidal if
for every two monomials u = xa1

1 · · ·xan
n and v = xb1

1 · · ·xbn
n in G(I) such that

a1 = b1, · · · , at−1 = bt−1 and at > bt for some t, there exists j > t such that
xt(v/xj) ∈ I.
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It is clear from the definition that a polymatroidal ideal is weakly polyma-
troidal. The converse is not true in general, as the following example shows:

Let I be the polymatroidal ideal of K[x1, . . . , x6] which is generated by
all squarefree monomials of degree 3. Let J denote the monomial ideal of
K[x1, . . . , x6] generated by those monomials u ∈ G(I) with x2x4x6 <lex u.
Then the monomial ideal J is weakly polymatroidal, but not polymatroidal.

Theorem 12.7.2. A weakly polymatroidal ideal I has linear quotients.

Proof. Let G(I) = u1, . . . , um, where u1 > u2 > · · · > um in the pure lexico-
graphical order with induced by x1 > x2 > · · · > xn . We show that I has
linear quotients with respect to u1, . . . , um.

Fix a number j and let v be a monomial with v ∈ (u1, . . . , uj−1) : uj . Then
vuj ∈ (ui) for some i < j. Let ui = xa1

1 · · ·xan
n and uj = xb1

1 · · ·xbn
n . Then there

exists an integer t < n with a1 = b1, . . . , at−1 = bt−1 and at > bt. Therefore
xt|v, and in addition there exists � > t such that xt(uj/x�) ∈ I. Thus the
set A = {uk: xt(uj/x�) ∈ (uk)} is nonempty. Let us ∈ A be the unique
element such that for any uk ∈ A (k �= s), we have either deg uk > deg us or
deg uk = deg us and uk <lex us. One has xt(uj/x�) = ush for some h ∈ S. If
xt|h, then uj = ush

′ for some h′ ∈ S, which is a contradiction since uj ∈ G(I).
So we have xbt+1

t divides us.
We claim that us > uj in the pure lexicographical order. On the con-

trary assume that assume that us < uj . Let us = xc1
1 · · ·xcn

n with c1 =
b1, . . . , cr−1 = br−1 and cr < br for some 1 ≤ r ≤ n. Since xbt+1

t |us,
one has r < t. Then from the definition of weakly polymatroidal, one has
w = usxr/xk ∈ I for some k > r. Since r < �, xr|h and so xkh/xr ∈ S. From
w(xkh/xr) = xt(uj/x�), us <lex w and deg w = deg us, we have �∈ G(I). Let
w = us′h′ for some s′ and h′ ∈ S, h′ �= 1. Then deg us′ < deg w = deg us. This
is a contradiction, since us′ ∈ A. Therefore one has ush ∈ (u1, . . . , uj−1), and
hence xtuj ∈ (u1, . . . , uj−1). Since xt divides v, the proof is complete. �

Combining Theorem 12.7.2 with Theorem 8.2.15 we obtain

Corollary 12.7.3. A weakly polymatroidal ideal is componentwise linear.

Problems

12.1. Let P ⊂ R
2 denote the compact set consisting of those (x, y) ∈ R

2
+ with

0 ≤ x ≤ 2, 0 ≤ y ≤ 2 and x + y ≤ 3.
(a) Show that P is a polymatroid and find its ground set rank function.
(b) What is rank(P)?
(c) By using Theorem 12.1.4 find the vertices of P ∨ P ∨ P.

12.2. Let A = (A1, . . . , Ad) be a family of nonempty subsets of [n] and define
the integer valued nondecreasing function ρA : 2[n] → R+ by setting
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ρA(X) = |{ k : Ak ∩ X �= ∅ }|, X ⊂ [n].

(a) Show that ρA is submodular. The polymatroid P with ρA its ground set
rank function is called transversal polymatroid presented by A.
(b) Let PA denote the transversal discrete polymatroid presented by A =
(A1, . . . , Ad). In other words, PA is the set of all integer points belonging to
the transversal polymatroid presented by A = (A1, . . . , Ad). Show that the
set of bases of PA is

BA = { εi1 + · · · + εid
: ik ∈ Ak, 1 ≤ k ≤ d } ⊂ Z

n
+.

(c) Let P ⊂ Z
4
+ denote the discrete polymatroid of rank 3 consisting of those

u = (u1, u2, u3, u4) ∈ Z
4
+ with each ui ≤ 2 and with |u| ≤ 3. Show that P

cannot be transversal.

12.3. (a) Let v1, . . . ,vn be vectors of a vector space. Let M denote the subset
of 2[n] consisting of those F ⊂ [n] such that the vectors vk with k ∈ F are
linearly independent. Show that M is a matroid.
(b) Let G be a finite graph with the edges e1, . . . , en. Let M denote the subset
of 2[n] consisting of those F ⊂ [n] such that the subgraph of G whose edges
are ek with k ∈ F is forest. Show that M is a matroid.

12.4. Let B the set of bases of a discrete polymatroid. We say that B satisfies
the strong exchange property if, for all u,v ∈ B with u �= v and for all
i, j with u(i) > v(i) and u(j) < v(j), one has u − εi + εj ∈ B.
(a) Show that the set of bases of a discrete polymatroid of Veronese type of
Example 12.2.8 satisfies the strong exchange property.
(b) Find a discrete polymatroid whose set of bases does not satisfy the strong
exchange property.

12.5. (a) Let P ⊂ R
3 denote the integral convex polytope which is the convex

hull of (0, 0, 0), (1, 1, 0), (1, 0, 1), (0, 1, 1). Does P possess the integer decompo-
sition property?
(b) Let P ⊂ R

3 denote the integral convex polytope which is the convex hull
of (0, 0, 0), (1, 1, 0), (1, 0, 1), (0, 1, 1), (−1,−1,−1). Show that P possesses the
integer decomposition property. Is the toric ring K[P] Gorenstein?

12.6. (a) The discrete polymatroid of Veronese type of Example 12.2.8 is
called squarefree if each di = 1. Let B be the set of bases of a discrete poly-
matroid of squarefree Veronese type with n = 2d. Show that the base ring
K[B] is Gorenstein.
(b) Let B be the set of bases of a discrete polymatroid of Veronese type with
each di = d. Show that the base ring K[B] is Gorenstein if and only if n is
divided by d.

12.7. Let n = 3 and let a1, a2, a3 > 0 be integers. Let P ⊂ Z
3
+ denote the

discrete polymatroid of rank d consisting of those u = (u1, u2, u3) ∈ Z
3
+ such

that u1 ≤ a1, u2 ≤ a2, u3 ≤ a3 and u1 + u2 + u3 ≤ d.
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(a) When is P generic?
(b) When is the base ring K[B] of P Gorenstein?

12.8. Let a = (a1, . . . , an) ∈ Z
n
+ with an ≥ 1 and Pa the integral polymatroid

on the ground set {2, 3, . . . , n} whose ground set rank function ρ is given by
ρ(X) =

∑n
j=min(X) aj for ∅ �= X ⊂ {2, 3, . . . , n}. Let K[Pa] denote the toric

ring of Pa.
(a) If a = (0, 1, . . . , 1, 2) ∈ Z

n
+, then show that K[Pa] is Gorenstein.

(b) If a = (0, 1, 0, 2, 0, 3), then show that K[Pa] is Gorenstein.
(c) If a = (0, . . . , 0, an) ∈ Z

n
+, then show that K[Pa] is Gorenstein if and only

if an divides n.

12.9. Let I ⊂ K[x1, . . . , x6] be the monomial ideal generated by

x1x3, x1x4, x1x5, x1x6, x2x3, x2x4, x2x5, x2x6, x3x5, x3x6, x4x5, x4x6.

(a) Show that I is matroidal and unmixed.
(b) Show that I is not Cohen–Macaulay.

12.10. Let I be the polymatroidal ideal of K[x1, . . . , x6] which is generated
by all squarefree monomials of degree 3. Let J denote the monomial ideal of
K[x1, . . . , x6] generated by those monomials u ∈ G(I) with x2x4x6 <lex u.
Show that the monomial ideal J is weakly polymatroidal, but not polyma-
troidal.

Notes

A standard reference for the theory of matroids is the book by Welsh [Wel76].
Edmonds [Edm70] studied the polyhedral theory of polymatroids. Discrete
polymatroids were introduced in [HH02]. One of the widely open outstand-
ing conjectures due to White [Whi80] asserts that the defining ideal of the
base ring of a matroid is quadratically generated. This conjecture can be ex-
tended to the base ring of a discrete polymatroid. Stronger conjectures even
assert that the defining ideal of the base ring of a discrete polymatroid has a
quadratic Gröbner basis, or at least is Koszul.

Polymatroidal ideals are ideals with linear quotients [CH03], and, as a
consequence of a classical result due to Edmonds [Edm70], are closed under
multiplication. In particular, all powers of a polymatroidal ideal have lin-
ear quotients. The notion of weakly polymatroidal ideals was introduced by
[KH06], where only monomial ideals generated in one degree were studied.

Later, Fatemeh and Somayeh [FS10] generalized this notion to arbitrary
monomial ideals.
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Some homological algebra

A.1 The language of categories and functors

This is not an introduction to category theory but just a summary of some of
the standard terminology used therein.

A category C is a class Obj(C) of objects together with a class Mor(C)
of morphisms. Each morphism f has a unique source object A ∈ Obj(C)
and a unique target object B ∈ Obj(C). If A is the source and B the target
of f one writes f : A → B and says that f is a morphism from A to B. The
class of morphisms from A to B is denoted by Hom(A, B).

For every three objects A, B and C a map

Hom(A, B) × Hom(B, C) → Hom(A, C), (f, g) �→ g ◦ f,

called composition of morphisms is given such that the following axioms
hold:

(A) (Associativity) If f : A → B, g: B → C and h: C → D then

h ◦ (g ◦ f) = (h ◦ g) ◦ f.

(B) (Identity) For every object X, there exists a morphism idX : X → X called
the identity morphism for X, such that for every morphism f : A → B,
we have idB ◦f = f = f ◦ idA.

Examples of categories appear in all branches of mathematics. The sim-
plest example of a category is the category of sets S whose objects are the
sets and whose morphisms are the maps between sets. Other examples are
for instance: the category T of topological spaces, whose morphisms are the
continuous maps, or for a given ring R, the category MR of R-modules, whose
morphisms are the R-module homomorphisms. If R is graded we can also con-
sider the category GR of graded R-modules. The morphisms in this case are
the homogeneous R-module homomorphisms of degree 0. As a special case of
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the last type of category we considered in Section 5.1 the category G of graded
modules over the exterior algebra.

Let A and B be categories. A covariant functor F : A → B from A to B
is a mapping that assigns to each object A ∈ A and object F (A) ∈ B and to
each morphism f : A → B in A a morphism F (f): F (A) → F (B) such that
the following axioms hold:

(C) For all morphisms f : B → C and g: A → B in A one has

F (f ◦ g) = F (f) ◦ F (g).

(D) F (idX) = idF (X) for all objects X in A.

A contravariant functor F : A → B is defined similarly. The only
difference is that it reverses the arrows of the maps. In other words to
each morphism f : A → B in A the contravariant functor F assigns a mor-
phism F (f): F (B) → F (A), and for compositions of morphisms one has
F (f ◦ g) = F (g) ◦ F (f).

A typical example of this concept is the functor from the category of
topological spaces to the category of abelian groups which assigns to each
topological space X its ith singular homology group Hi(X; Z). Indeed, a con-
tinuous map f : X → Y induces a group homomorphism Hi(f ; Z): Hi(X; Z) →
Hi(Y ; Z) satisfying the axioms (C) and (D).

Other important examples are the functors Tor and Ext: let R be a ring,
MR the category of R-modules and N ∈ Obj(MR). Then for each integer
i ≥ 0, the assignments TorR

i (N,−): MR → MR, M �→ TorR
i (N, M), and

Exti
R(N,−): MR → MR, M �→ Exti

R(N, M), are covariant functors, while
Exti

R(−, N): MR → MR, M �→ Exti
R(M,N), is a contravariant functor.

Special cases of these examples are the covariant functors − ⊗R N and
HomR(N,−) and the contravariant functor HomR(−, N). The first of these
functors is right exact, while the other two functors are left exact. Quite gen-
erally, if we have categories A and B where we can talk about exact sequences,
for example in the categories MR, GR or G mentioned above, we say that a
functor F : A → B is left exact if for any exact sequence

0 → A → B → C → 0

in A, the sequence 0 → F (A) → F (B) → F (C) is exact for covariant F and
0 → F (C) → F (B) → F (A) is exact for contravariant F . Similarly one defines
right exactness. Finally F is called exact if F is left and right exact.

Let A be any one of the module categories MR, GR or G, and let M ∈
Obj(A). Then M is called injective if the functor Hom(−, M) is exact, it is
called projective if Hom(M,−) is exact and it is called flat if −⊗M is exact.
In Section 5.1 we have seen that the exterior algebra viewed as an object in
G is injective.

Given two covariant functors F,G: A → B. A family of morphisms
ηA: F (A) → G(A) in B with A ∈ A is called a natural transformation
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from F to G, written η: F → G, if for all A, B ∈ Obj(A) and all morphisms
f : A → B the following diagram

F (A)
ηA−−−−→ G(A)

F (f)

⏐⏐� G(f)

⏐⏐�

F (B)
ηB−−−−→ G(B).

is commutative.
A natural transformation η: F → G is called a functorial isomorphism

if there exists a natural transformation τ : G → F such that τA ◦ ηA = idF (A)

and ηA◦τA = idG(A) for all A ∈ Obj(A). It is customary to call an isomorphism
α:F (A) → G(A) functorial if there exists a functorial isomorphism η: F → G
such that α = ηA. An example of a functorial isomorphism is the isomorphism
M∨ → M∗ given in Theorem 5.1.3.

A.2 Graded free resolutions

For this and the following sections of Appendix A we fix the following as-
sumptions and notation. We let K be a field, (R,m) a Noetherian local ring
with residue field K or a standard graded K-algebra with graded maximal
ideal m. As usual we write S for the polynomial ring K[x1, . . . , xn]. We let M
be a finitely generated R-module, and will assume that M is graded if R is
graded.

We let M(S) be the category of finitely generated graded S-modules, the
morphisms being the homogeneous homomorphisms M → N of degree 0,
simply called homogeneous homomorphisms. A homogeneous homomor-
phism ϕ: M → N of graded S-modules of degree d is an S-module homomor-
phism such that ϕ(Mi) ⊂ Ni+d for all i. For example, if f ∈ S is homogeneous
of degree d, then the multiplication map S(−d) → S with g �→ fg is a ho-
mogeneous homomorphism. Here, for a graded S-module W and an integer
a, one denotes by W (a) the graded S-module whose graded components are
given by W (a)i = Wa+i. One says that W (a) arises from W by applying the
shift a.

Now let M be a finitely generated graded S-module with homogeneous
generators m1, . . . , mr and deg(mi) = ai for i = 1, . . . , r. Then there exists
a surjective S-module homomorphism F0 =

⊕r
i=1 Sei → M with ei �→ mi.

Assigning to ei the degree ai for i = 1, . . . , r, the map F0 → M becomes
a morphism in M(S) and F0 becomes isomorphic to

⊕r
i=1 S(−ai). Thus we

obtain the exact sequence

0 −→ U −→
⊕

j

S(−j)β0j −→ M −→ 0,

where β0j = |{i: ai = j}|, and where U = Ker(
⊕

j S(−j)β0j → M).
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The module U is a graded submodule of F0 =
⊕

j S(−j)β0j . By Hilbert’s
basis theorem for modules we know that U is finitely generated, and hence we
find again an epimorphism

⊕
j S(−j)β1j → U . Composing this epimorphism

with the inclusion map U →
⊕

j S(−j)β0j we obtain the exact sequence

⊕

j

S(−j)β1j −→
⊕

j

S(−j)β0j −→ M −→ 0.

of graded S-modules. Proceeding in this way we obtain a long exact sequence

F: · · · −→ F2 −→ F1 −→ F0 −→ M −→ 0

of graded S-modules with Fi =
⊕

j S(−j)βij . Such an exact sequence is called
a graded free S-resolution of M .

It is clear from our construction that the resolution obtained is by no
means unique. On the other hand, if we choose in each step of the resolution
a minimal presentation, the resolution will be unique up to an isomorphism,
as we shall see now.

A set of homogeneous generators m1, . . . , mr of M is called minimal if
no proper subset of it generates M .

Lemma A.2.1. Let m1, . . . , mr be a homogeneous set of generators of the
graded S-module M . Let F0 =

⊕r
i=1 Sei and let ε: F0 → M be the epimor-

phism with ei �→ mi for i = 1, . . . , r. Then the following conditions are equiv-
alent:

(a) m1, . . . , mr is a minimal system of generators of M ;
(b) Ker(ε) ⊂ mF0, where m = (x1, x2, . . . , xn).

Proof. (a) ⇒ (b): Suppose Ker(ε) 
⊂ mF0. Then there exists a homogeneous
element f =

∑r
i=1 fiei such that f 
∈ mF0. This implies that at least one of

the coefficients fi is of degree 0, say deg f1 = 0. Therefore f1 ∈ K \ {0}, and
it follows that

m1 = f−1
1 f2m2 + · · · + f−1

1 frmr,

a contradiction.
(b) ⇒ (a): Suppose m1 can be omitted, so that m2, . . . , mr is a system of

generators of M as well. Then we have m1 =
∑r

i=2 fimi for suitable homoge-
neous elements fi ∈ S. This yields the element f = e1 −

∑r
i=2 fiei in Ker(ε)

with f 
∈ mF0, a contradiction. ��

Let M be a finitely generated graded S-module. A graded free S-resolution
F of M is called minimal if for all i, the image of Fi+1 → Fi is contained
in mFi. Lemma A.2.1 implies at once that each finitely generated graded S-
module admits a minimal free resolution.

The next result shows that the numerical data given by a graded minimal
free S-resolution of M depend only on M and not on the particular chosen
resolution.
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Proposition A.2.2. Let M be a finitely generated graded S-module and

F : · · · −→ F2 −→ F1 −→ F0 −→ M −→ 0

a minimal graded free S-resolution of M with Fi =
⊕

j S(−j)βij for all i.
Then

βij = dimK Tori(K, M)j for all i and j.

Proof. As a graded K-vector space Tori(K, M) is isomorphic to Hi(F/mF).
However, since the resolution F is minimal all maps in the complex F/mF are
zero. Therefore Hi(F/mF) = F/mF ∼=

⊕
j K(−j)βij . ��

The numbers βij = dim Tori(K, M)j are called the graded Betti num-
bers of M , and βi =

∑
j βij(= rank Fi) is called the ith Betti number of

M .
We conclude this section by showing that not only are the graded Betti

numbers determined by a minimal graded free resolution but that in fact a
minimal graded free resolution of M is unique up to isomorphisms.

Proposition A.2.3. Let M be a finitely generated graded S-module and let F

and G be two minimal graded free S-resolutions of M . Then the complexes F

and G are isomorphic, that is, there exist isomorphisms of graded S-modules
αi: Fi → Gi such that the diagram

· · · −−−−→ Fi −−−−→ · · · −−−−→ F1 −−−−→ F0 −−−−→ M −−−−→ 0

αi

⏐⏐� α1

⏐⏐� α0

⏐⏐� id

⏐⏐�

· · · −−−−→ Gi −−−−→ · · · −−−−→ G1 −−−−→ G0 −−−−→ M −−−−→ 0

is commutative.

Proof. The existence of the isomorphism αi will follow by induction on i
once we have shown the following: let ϕ: U → V be an isomorphism of finitely
generated graded S-modules, and let ε: F → U and η: G → V be homogeneous
surjective homomorphisms with Ker(ε) ⊂ mF and Ker(η) ⊂ mG. Then there
exists a homogeneous isomorphism α: F → G such that

F
ε−−−−→ U

α

⏐⏐� ϕ

⏐⏐�

G
η−−−−→ V

is commutative. Indeed, let f1, . . . , fr be a homogeneous basis of F . Then

ϕ(ε(f1)), . . . , ϕ(ε(fr))

is a homogeneous system of generators of V . Since η is a homogeneous sur-
jective homomorphism, there exist homogeneous elements g1, . . . , gr ∈ G with
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η(gi) = ϕ(ε(fi)) for i = 1, . . . , r. Thus if we set α(fi) = gi for i = 1, . . . , r, then
α: F → G is a homogeneous homomorphism which makes the above diagram
commutative. Modulo m we obtain the commutative diagram

F/mF
ε̄−−−−→ U/mU

ᾱ

⏐⏐� ϕ̄

⏐⏐�

G/mG
η̄−−−−→ V/mV.

Since Ker(ε) ⊂ mF , it follows that ε̄: F/mF → U/mU is an isomorphism.
Similarly, η̄ and ϕ̄ are isomorphisms. Thus ᾱ = η̄−1 ◦ ϕ̄ ◦ ε̄ is an isomorphism.
Now by a homogeneous version of the Nakayama lemma it follows that α itself
is an isomorphism. ��

A.3 The Koszul complex

We recall the basic properties of Koszul homology that are used in this book.
Let R be any commutative ring (with unit) and f = f1, . . . , fm a sequence
of elements of R. The Koszul complex K(f ; R) attached to the sequence
f is defined as follows: let F be a free R-module with basis e1, . . . , em. We
let Kj(f ; R) be the jth exterior power of F , that is, Kj(f ; R) =

∧j
F . A

basis of the free R-module Kj(f ; R) is given by the wedge products eF =
ei1 ∧ ei2 ∧ · · · ∧ eij where F = {i1 < i2 < · · · < ij}. In particular, it follows
that rank Kj(f ; R) =

(
m
j

)
.

We define the differential ∂ : Kj(f ; R) → Kj−1(f ; R) by the formula

∂(ei1 ∧ ei2 ∧ · · · ∧ eij ) =
j∑

k=1

(−1)k+1fik
ei1 ∧ ei2 ∧ · · · ∧ eik−1 ∧ eik+1 ∧ · · · ∧ eij .

One readily verifies that ∂ ◦ ∂ = 0, so that K.(f ; R) is indeed a complex.
Now let M be an R-module. We define the complexes

K.(f ; M) = K.(f ; R) ⊗R M and K
.(f ; M) = HomR(K.(f ; R), M).

Hi(f ; M) = Hi(K(f ; M)) is the ith Koszul homology module of f with
respect to M , and Hi(f ; M) = Hi(HomR(K.(f ; R), M)) is the ith Koszul
cohomology module of f with respect to M .

Let I ⊂ R be the ideal generated by f1, . . . , fm. Then

H0(f ; M) = M/IM and Hm(f ; M) ∼= 0:M I = {x ∈ M : Ix = 0}.

The Koszul complex K.(f ; R) is a graded R-algebra, namely the exterior
algebra of F , with multiplication the wedge product. We have the following
rules whose verification we leave to the reader.
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(i) a ∧ b = (−1)deg a deg bb ∧ a for homogeneous elements a, b ∈ K(f ; R).
(ii) ∂(a∧b) = ∂(a)∧b+(−1)deg aa∧∂(b) for a, b ∈ K(f ; R) and a homogeneous.

We denote by Z.(f ; R) the cycles of the Koszul complex and by B.(f ; R)
its boundaries. Rule (ii) has an interesting consequence.

Proposition A.3.1. The R-module Z.(f ; R) is a graded subalgebra of
K.(f ; R) and B.(f ; R) ⊂ Z.(f ; R) is a graded two-sided ideal in Z.(f ; R).
In particular, H.(f ; R) = Z.(f ; R)/B.(f ; R) has a natural structure as graded
H0(f ; R)-algebra. Moreover, if I is the ideal generated by the sequence f , then

IH.(f ; R) = 0.

Proof. Let z1 and z2 be two homogeneous cycles. Then ∂(z1 ∧ z2) = ∂(z1) ∧
z2 + (−1)deg z1z1 ∧ ∂(z2) = 0, since ∂(z1) = ∂(z2) = 0. So z1 ∧ z2 is again
a cycle, which shows that Z(f ; R) is a subalgebra of K(f ; R). Now let b be
a homogeneous boundary and z a cycle. There exists a ∈ K(f ; R) such that
∂(a) = b. It then follows that ∂(a ∧ z) = ∂(a) ∧ z + (−1)deg aa ∧ ∂(z) = b ∧ z,
which shows that b∧z ∈ B(f ; R). Similarly, we have z∧b ∈ B(f ; R). This shows
that B(f ; R) is indeed a two-sided ideal in Z(f ; R). Finally, since H(f ; R) is a
H0(f ; R)-algebra, and since H0(f ; R) = R/I, it follows that IH(f ; R) = 0. ��

Corollary A.3.2. If (f) = R, then H.(f ; R) = 0.

Given an R-module M , then as in the preceding proof one shows that
Z.(f ; R)Z.(f ; M) ⊂ Z.(f ; M) and that B.(f ; R)Z.(f ; M) ⊂ B.(f ; M). This
then implies that H.(f ; M) is a graded H.(f ; R)-module.

For computing the Koszul homology there are two fundamental long exact
sequences of importance.

Theorem A.3.3. Let f = f1, . . . , fm be a sequence of elements in R, and
denote by g the sequence f1, . . . , fm−1. Furthermore, let M be an R-module
and 0 → U → M → N → 0 a short exact sequence of R-modules. Then we
obtain the following long exact sequences:

0 → Hm(f ; U) → Hm(f ; M) → Hm(f ; N) → Hm−1(f ; U) → Hm−1(f ; M) → · · ·
· · · → Hi+1(f ; N) → Hi(f ; U) → Hi(f ; M) → Hi(f ; N) → Hi−1(f ; U) → · · ·

· · · → H1(f ; N) → H0(f ; U) → H0(f ; M) → H0(f ; N) → 0.

and

0 → Hm(f ; M) → Hm−1(g; M) → Hm−1(g; M) → Hm−1(f ; M) → · · ·
· · · → Hi+1(f ; M) → Hi(g; M) → Hi(g; M) → Hi(f ; M) → · · ·

· · · → H1(f ; M) → H0(g; M) → H0(g; M) → H0(f ; M) → 0,

where for all i, the map Hi(g; M) → Hi(g; M) is multiplication by ±fm.
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Proof. The short exact sequence 0 → U → M → N → 0 induces the short
exact sequence of complexes

0 → K.(f ; U) → K.(f ; M) → K.(f ; N) → 0

whose corresponding long exact sequence is the first fundamental long exact
sequence.

As for the proof of the second fundamental long exact homology sequence
we consider for each i the map

αi : Ki(f ; R) −→ Ki−1(g; R)

defined as follows: let a ∈ Ki(f ; R); then a can be uniquely written in the
form a = a0 + a1 ∧ em with a0 ∈ Ki(g; R) and a1 ∈ Ki−1(g; R). We then set
α(a) = a1. Applying rule (ii) one immediately checks that ∂ ◦ α = α ◦ ∂, so
that

α : K.(f ; R) −→ K.(g; R)[−1],

where [−1] denotes the shifting of the homological degree by −1.
Notice that K(g; R) is a subcomplex of K(f ; R) and indeed is the kernel

of α. Hence we obtain the short exact sequence of complexes

0 −→ K.(g; M) −→ K.(f ; M) −→ K.(g; M)[−1] −→ 0

whose corresponding long exact sequence homology sequence is the second
fundamental long exact sequence.

It remains to be shown that the map Hi(g; M) → Hi(g; M) is multipli-
cation by ±fm. In fact, the map is the connecting homomorphism. Thus for
[a] ∈ Hi(g; M), we have to choose a preimage b ∈ Ki+1(f ; M) under the map
α for the cycle a ∈ Ki(f ; M). Then the image of [a] in Hi(g; M) is the ho-
mology class ∂(b). In our case we may choose b = a∧ em. Then ∂(b) = ±fma,
and [a] maps to ±fm[a], as desired. ��

The sequence f = f1, . . . , fm is called regular on M , or an M-sequence,
if the following two conditions hold: (i) the multiplication map

M/(f1, . . . , fi−1)M
fi−−−−→ M/(f1, . . . , fi−1)M

is injective for all i, and (ii) M/(f)M 
= 0.
Regular sequences can be characterized by the Koszul complex.

Theorem A.3.4. Let f = f1, . . . , fm be a sequence of elements of R and M
an R-module.

(a) If f is an M -sequence, then Hi(f ; M) = 0 for i > 0.
(b) Suppose in addition that M is a finitely generated R-module and that R

is either (i) a Noetherian local ring with maximal ideal m, or (ii) a graded
K-algebra with graded maximal ideal m, and that (f) ⊂ m. In case (ii) we
also assume that f is a sequence of homogeneous elements. Then we have:
if H1(f ; M) = 0, then the sequence f is an M -sequence,
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Proof. (a) We proceed by induction on m. Let m = 1. We have Hi(f1; M) = 0
for i > 1, and the exact sequence

0 −−−−→ H1(f1; M) −−−−→ M
f1−−−−→ M (A.1)

Since f1 is regular on M , the kernel of the multiplication map f1: M → M is
zero. Hence H1(f1; M) = 0, as well.

Now let m > 1, and set g = f1, . . . , fm−1. By induction hypothesis we have
Hi(g; M) = 0 for i > 0. Thus the second fundamental long exact sequence
yields the exact sequence

0 −→ H1(f ; M) −→ H0(g; M) −→ H0(g; M),

and for each i > 1 the exact sequence

0 = Hi(g; M) −→ Hi(f ; M) −→ Hi−1(g; M) = 0.

It follows that Hi(f ; M) = 0 for i > 1. Since H0(g; M) = M/(g)M , we see that
H1(f ; M) is the kernel of the multiplication map fm: M/(g)M → M/(g)M .
Thus H1(f ; M) = 0 as well, since fm is regular on M/(g)M .

(b) Again we proceed by induction on m. For m = 1 the assertion fol-
lows from the exact sequence (A.1). Now let m > 1. Since H1(f ; M) = 0
by assumption, and since H0(g; M) = M/(g)M , we deduce from the exact
sequence

H1(g; M) → H1(g; M) → H1(f ; M) → H0(g; M) → H0(g; M)

that fm is regular on M/(g)M and that H1(g; M)/(fm)H1(g; M) = 0. Since
fm ∈ m, Nakayama’s lemma implies that H1(g; M) = 0. By our induction
hypothesis we then know that g is an M -sequence, and since fm is regular on
M/(g)M , we conclude that f is an M -sequence. ��

Theorem A.3.4 has the following important consequence

Corollary A.3.5. Let K be a field, S = K[x1, . . . , xn] the polynomial ring
in n variables and M be a finitely generated graded S-module. Moreover, let
f = f1, . . . , fk be a homogeneous S-sequence. Then for each i there exists an
isomorphism of graded S/(f)-modules

TorS
i (S/(f), M) ∼= Hi(f ; M).

In particular, for x = x1, . . . , xn we have βij(M) = dimK Hi(x; M)j and
hence proj dimM ≤ n.

Proof. We compute TorS(S/(f), M) by means of a free S-resolution of S/(f).
Since f is an S-sequence, Theorem A.3.4 implies that the Koszul complex
K.(f ; S) provides a minimal graded free S-resolution of S/(f), so that

TorS
i (S/(f), M) ∼= Hi(K.(f ; S) ⊗ M) = Hi(f ; M).

Since this isomorphism respects the grading, the desired conclusion follows.
��
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A.4 Depth

The depth of M , denoted depth M , is the common length of a maximal M -
sequence contained in m (consisting of homogeneous elements if M is graded).
In homological terms the depth of M is given by

depth M = min{i : Exti
R(R/m, M) 
= 0} = min{i : Hi

m(M) 
= 0}.

Here Hi
m(M) is the ith local cohomology module of M ; see A.7.

Proposition A.4.1. f = f1, . . . , fm be an M -sequence contained in m (con-
sisting of homogeneous elements if M is graded). Then depth M/(f)M =
depth M − m.

Proof. We may assume m = 1. The general case follows by an easy induction
argument. Thus let f by a regular element on M . The short exact sequence

0 −−−−→ M
f−−−−→ M −−−−→ M/fM −−−−→ 0

gives rise to the long exact sequence

· · · →Exti−1(R/m, M)
f−−−−→ Exti−1(R/m, M)→ Exti−1(R/m, M/fM)

→ Exti(R/m, M) −→ · · ·

Since f is in the annihilator of each Exti(R/m, M), this long exact sequence
splits into the short exact sequences

0 −→ Exti−1(R/m, M) −→ Exti−1(R/m, M/fM) −→ Exti(R/m, M) −→ 0.

Let t = depth M . Then Exti(R/m, M) = 0 for i < t, and the short exact
sequences imply that Exti(R/m, M/fM) = 0 for i < t − 1, while for i = t
they yield the isomorphism

Extt−1(R/m, M/fM) ∼= Extt(R/m, M). (A.2)

This shows that depth M/fM = t − 1, as desired. ��

The depth of a module can also be characterized by Koszul homology.

Proposition A.4.2. Let x = x1, . . . , xn be a minimal system of generators
of m. Then

depth M = n − max{i: Hi(x; M) 
= 0}.

Proof. We proceed by induction on the depth of M . If depth M = 0, then
HomR(R/m, M) 
= 0. Hence there exists x ∈ M such that mx = 0, and
consequently Hn(x; M) 
= 0.

Now let depth M = t > 0, and let f ∈ m be a regular element on M . Since
fHi(x; M) = 0 for all i, the long exact sequence of Koszul homology attached
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with the short exact sequence 0 → M → M → M/fM → 0 splits into the
short exact sequences

0 −→ Hi(x; M) −→ Hi(x; M/fM) −→ Hi−1(x; M) −→ 0.

Since by Proposition A.4.1 we have depth M/fM = t − 1, our induction
hypothesis implies that Hi(x; M/fM) = 0 for i > n − t + 1 and that
Hi(x; M/fM) 
= 0 for i = n − t + 1. Thus the short exact sequences of
Koszul homology imply first that Hi(x; M) = 0 for i > n − t, and then by
choosing i = n − t + 1 that Hn−t(x; M) ∼= Hn−t+1(x; M/fM) 
= 0. ��

Combining Proposition A.4.2 with Corollary A.3.5 we obtain

Corollary A.4.3 (Auslander–Buchsbaum). Let M be a finitely generated
graded S = K[x1, . . . , xn]-module. Then

proj dimM + depth M = n.

This is a special version of the Auslander–Buchsbaum theorem which is
used several times in this book. More generally the Auslander–Buchsbaum
theorem says that proj dimM + depth M = depth R, if proj dimM < ∞.

A.5 Cohen–Macaulay modules

Let M be an R-module. Since every M -sequence which is contained in m is
part of a system of parameters of M , it follows that depth M ≤ dimM . The
module M is said to be Cohen–Macaulay if depthM = dimM . The ring R
is called a Cohen–Macaulay ring if R is a Cohen–Macaulay module viewed
as a module over itself.

One important property of Cohen–Macaulay rings is that they are un-
mixed. In other words, dimR = dim R/P for all P ∈ Ass(R). More generally,
we have

dim M = dimR/P for all P ∈ Ass(M), (A.3)

if M is Cohen–Macaulay. This follows from the fact that depthM ≤ dim R/P
for all P ∈ Ass(M). In particular, we see that a Cohen–Macaulay module has
no embedded prime ideals, that is, all associated prime ideals of the module
are minimal in its support.

An unmixed ring, however, need not be Cohen–Macaulay. For example,
the ring

R = K[x1, x2, x3, x4]/(x1, x2) ∩ (x3, x4)

is unmixed but not Cohen–Macaulay, since depthR = 1, while dim R = 2.
The Cohen–Macaulay property is preserved under two important module

operations.
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Proposition A.5.1. Let M be a Cohen–Macaulay module, f an M -sequence
with (f) ⊂ m, and P a prime ideal in the support of M . Then M/(f)M and
MP are again Cohen–Macaulay.

Proof. Let f = f1, . . . , fm. Since f is part of a system of parameters of M ,
it follows that dimM/(f)M = dim M − m. Hence Proposition A.4.1 implies
that M/(f)M is Cohen–Macaulay.

In order to prove that MP is Cohen–Macaulay, we use induction on
depth MP . If depth MP = 0, then P ∈ Ass(M), and hence, according to
(A.3), P is a minimal prime ideal of M . Thus dimMP = 0, so MP is Cohen–
Macaulay. If depthMP > 0, then (A.3) implies that P is not contained in any
associated prime ideal of M . Thus there exists f ∈ P which is regular on M ,
and one may apply the induction hypothesis to (M/fM)P = MP /fMP to see
that dim MP − 1 = dim MP /fMP = depth MP /fMP = depth MP − 1, from
which the desired conclusion follows. ��

A.6 Gorenstein rings

Let M be an R-module. The socle of M , denoted Soc(M), is the submodule
of M consisting of all elements x ∈ M with mx = 0. Observe that Soc(M)
has a natural structure as an R/m-module, and hence is a finite-dimensional
K-vector space.

Proposition A.6.1. Let M be a Cohen–Macaulay R-module of dimension d,
and f = f1, . . . , fd an M -sequence. Then

Extd
R(R/m, M) ∼= HomR(R/m, M/(f)M) ∼= Soc(M/(f)M).

In particular, Extd
R(R/m, M) is a finite-dimensional K-vector space.

Proof. We proceed by induction on d. If d = 0, we need only to observe that
HomR(R/m, M) ∼= Soc(M). Now assume that d > 0. Then the isomorphism
(A.2) yields rR(M) = rR(M/f1M). Applying our induction hypothesis to
M/f1M , the desired result follows. ��

Let M be a d-dimensional Cohen–Macaulay R-module. We set

rR(M) = dimK Extd
R(R/m, M).

The number rR(M) is called the Cohen–Macaulay type of M . A Cohen–
Macaulay ring R is called a Gorenstein ring if the Cohen–Macaulay type
of R is one.

H. Bass [Bas62] introduced Gorenstein rings as rings which have finite
injective dimension, and showed that these are exactly the Cohen–Macaulay
rings whose Cohen–Macaulay type is one.

In the proof of Proposition A.6.1 we have seen that if f is regular on
M , then rR(M) = rR(M/fM). Therefore induction on the length of an M -
sequence yields
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Proposition A.6.2. Let M be a Cohen–Macaulay R-module and f an M -
sequence. Then rR(M) = rR(M/(f)M). In particular, if R is a Cohen–
Macaulay ring and f is an R-sequence, then R is Gorenstein if and only if
R/(f) is Gorenstein.

Corollary A.6.3. Let R = S/I where I ⊂ S is a graded ideal, and let M be
a graded Cohen–Macaulay R-module. Then rR(M) = rS(M).

Proof. Let d = dim M and f an M -sequence of length n − d. Then Proposi-
tion A.6.2 implies that

rR(M) = dimK HomR(R/m, M/(f)M)
= dimK HomS(S/(x1, . . . , xn), M/(f)M) = rS(M).

��

The sequence x = x1, . . . , xn is an S-sequence and S/(x) ∼= K. Thus
it follows from Proposition A.6.2 that S is a Gorenstein ring. A standard
graded K-algebra R of the form R = S/(f) with f is a homogeneous S-
sequence, is called a complete intersection. As an immediate consequence
of Proposition A.6.2 and Corollary A.6.3 we obtain

Corollary A.6.4. Let R be a complete intersection. Then R is a Gorenstein
ring.

Not every Gorenstein ring needs to be a complete intersection. Indeed, the
class of Gorenstein rings is much larger than that of complete intersections.
A simple example of a Gorenstein ring which is not a complete intersection
is the following: let R = S/I where S = K[x1, x2, x3] and I = (x2

1 − x2
2, x

2
1 −

x2
2, x1x2, x1x3, x2x3). The ideal I is not generated by an S-sequence, because

any S-sequence has length at most 3, while I is minimally generated by 5
elements. So R is not a complete intersection.

Next observe that x3
1 = x1(x2

1−x2
2)−x2(x1x2), and hence x3

1 ∈ I. Similarly,
we see that x3

2, x
3
3 ∈ I. Obviously all other monomials of degree 3 belong to

I, so that (x1, x2, x3)3 ∈ I. Since the generators of I generate a 5-dimensional
K-subspace of S2, we see that HR(t) = 1+3t+t2. The element x2

1+I generates
the 1-dimensional K-vector space R2, and obviously belongs to the socle of
R. In order to see that R is Gorenstein it suffices therefore to show that no
nonzero element f ∈ R1 belongs to the socle of R. In fact, let ax1 + bx2 + cx3

be a nonzero linear form in S with a, b, c,∈ K. We may assume that a 
= 0.
Then x1(ax1 + bx2 + cx3) 
∈ I, because x2

1 
∈ I and x1x2, x1x3 ∈ I.

In contrast to this example we have the following result.

Proposition A.6.5. Let I ⊂ S = K[x1, . . . , xn] be a monomial ideal such
that dim S/I = 0. Then S/I is Gorenstein if and only if S/I is a complete
intersection. If the equivalent conditions hold, then I is generated by pure
powers of the variables.
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Proof. Let I ⊂ S be graded ideal such that S/I is a zero-dimensional Goren-
stein ring. We claim that I is an irreducible ideal. In fact, let J ⊂ S be a
graded ideal which properly contains I. There exists an integer k such that
mkJ ⊂ I. Let k be the smallest such integer. Then k > 0 and mk−1J 
⊂ I. Let
x ∈ mk−1J \ I. Since Soc(S/I) ∼= S/m, and since x + I is a nonzero element
in Soc(S/I), it follows that Soc(S/I) ⊂ J/I. Therefore, I can never be the in-
tersection of two ideals properly containing I. In other words, I is irreducible,
as asserted.

Now assume that I is a monomial ideal. Then I is irreducible if and only
if I is generated by pure powers of the variables; see Corollary 1.3.2. Thus all
assertions follow. ��

The Cohen–Macaulay type of a graded S-module has the following inter-
esting interpretation.

Proposition A.6.6. Let M be a Cohen–Macaulay graded S-module of di-
mension d. Then rS(M) = βn−d(M). In particular, if R = S/I is a
Cohen–Macaulay ring of dimension d, then S/I is Gorenstein if and only
if βn−d(R) = 1.

Proof. We proceed by induction on dimM . If dimM = 0, then Soc(M) 
= 0.
Let x = x1, . . . , xn be the sequence of the variables of S, then Hn(x; M) ∼=
Soc(M). Applying Corollary A.3.5 it follows that rS(M) = dimK Hn(x; M) =
βn(M).

Now assume that dim M > 0. After extending K, if necessary, we may
assume that K is infinite. Then we find a linear form which is regular on M .
After a change of coordinates we may assume that this linear form is xn. Then
M/xnM is a Cohen–Macaulay S/xnS-module of dimension d−1. Applying the
induction hypothesis and Proposition A.6.2, we see that β

S/xnS
n−d (M/xnM) =

β
S/xnS
(n−1)−(d−1)(M/xnM) = rS(M/xnM) = rS(M). Thus it remains to be shown

that β
S/xnS
n−d (M/xnM) = βS

n−d(M). Actually one has, β
S/xnS
i (M/xnM) =

βS
i (M) for all i, because if F is a graded minimal free S-resolution of M , then

F/xnF is a free S/xnS-resolution of M/xnM . Indeed, Hi(F/xnF) is isomorphic
to Tori(S/xnS, M) for all i, and Tori(S/xnS, M) = 0 for i > 0, since xn is
regular on M . ��

Let I ⊂ S be a graded ideal such that R = S/I is a d-dimensional Cohen–
Macaulay ring. Then the graded R-module

ωR = Extn−d
S (R, S)

is called the canonical module of R. It can be shown that ωR is a Cohen–
Macaulay module of Cohen–Macaulay type 1; see [BH98, Chapter 3].

We denote by μ(N) the minimal number of homogeneous generators of a
graded S-module. As a consequence of Proposition A.6.6 we obtain
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Corollary A.6.7. Let R be a standard graded Cohen–Macaulay ring. Then
μ(ωR) = rS(R). In particular, R is Gorenstein if and only if ωR is a cyclic
R-module.

Proof. Let F be the minimal graded free S-resolution of R. Then

ωR = Coker(F ∗
n−d → F ∗

n−d).

Here N∗ denotes the S-dual for a graded S-module N . Since F ∗
n−d is a free

S-module of the same rank as Fn−d, and since the image of the map F ∗
n−d →

F ∗
n−d is contained in mF ∗

n−d, it follows from Proposition A.6.6 that μ(ωR) =
μ(F ∗

n−d) = μ(Fn−d) = rS(R), as desired. ��

The canonical module ωR is a faithful R-module; see [BH98, Chapter 3].
Thus Corollary A.6.7 implies that R is Gorenstein if and only if ωR

∼= R(a)
for some integer a.

The results stated in Proposition A.6.6 and in Corollary A.6.7 for the ring
R = S/I are equally valid if we replace S by a regular local ring and define
ωR in the same was as above.

A.7 Local cohomology

We maintain our assumptions on R and M from Section A.4. We set

Γm(M) = {x ∈ M : m
kx = 0 for some k}.

Γm(M) is largest submodule of M with support {m}. It is easily checked that
Γm(−) is a left exact additive functor. The right derived functors Hi

m(−) of
Γm(−) are called the local cohomology functors. Thus if I is an injective
resolution of M it follows that

Hi
m(M) ∼= Hi(lim

→
HomR(R/m

k, I)) ∼= lim
→

Hi(Homr(R/m
k, I))

∼= lim
→

Exti
R(R/m

k, M).

We quote the following fundamental vanishing theorem of Grothendieck:

Theorem A.7.1 (Grothendieck). Let t = depth M and d = dim M . Then
Hi

m(M) 
= 0 for i = t and i = d, and Hi
m(M) = 0 for i < t and i > d.

Corollary A.7.2. M is Cohen–Macaulay if and only if Hi
m(M) = 0 for i <

dim M .

In the graded case all local cohomology modules Hi
m(M) are naturally

graded R-modules and one calls the number

reg(M) = max{j: Hi
m(M)j−i 
= 0 for some i}
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the regularity of M .
It has been shown by Eisenbud and Goto ([EG84] or [BH98, Theorem

4.3.1]) that in the case that M is a (finitely generated) graded S-module one
has

reg(M) = max{j: Tori(K, M)i+j 
= 0 for some i}.

Local cohomology can be computed by means of the modified Čech
complex. We fix a system of elements x1, . . . , xn in m which generates an
m-primary ideal, and define the complex

C: 0 → C0 → C1 → · · · → Cn → 0

with Ck =
⊕

1≤i1<i2<···<ik≤n Rxi1xi2 ···xik
. The differentiation dk: Ck →

Ck+1 is defined on the component Rxi1xi2 ···xik
→ Rxj1xj2 ···xjk+1

to be
(−1)r−1α. Here α is natural homomorphism Rxi1xi2 ···xik

→ (Rxi1xi2 ···xik
)xjr

,
if {i1, i2, . . . , ik} ⊂ {j1, . . . , ĵr, . . . , jk+1}, and is the zero map otherwise.

For all i one has

Hi
m(M) = Hi(C ⊗R M). (A.4)

We use (A.4) to compute the local cohomology of a Stanley–Reisner ring.
Let Δ be a simplicial on the vertex set [n] and let R = K[x1, . . . , xn]/IΔ. In
other words, R = K[Δ] is the Stanley–Reisner ring of Δ. We let C be the
modified Čech complex of R with respect to the sequence x1, . . . , xn. We note
that C is a Z

n-graded complex. The components of C are of the form Rx

where x is homogeneous with respect to the Z
n-grading. Let a ∈ Z

n; then we
set

(Rx)a = { r

xm
: r is homogeneous and deg r − mdeg x = a},

and extend this Z
n-grading naturally to C. This Z

n-grading is compatible
with the differentials of C and hence all local cohomology modules Hi

m(R) are
naturally Z

n-graded.

Theorem A.7.3 (Hochster). Let Z
n
− = {a ∈ Z

n: ai ≤ 0 for i = 1, . . . , n}.
Then

Hi
m(K[Δ])a =

{
dimK H̃i−|F |−1(linkΔ F ; K), if a ∈ Z

n
−, where F = supp a;

0, if a 
∈ Z
n
−.

Proof. Let F be a subset of the vertex set of Δ. The star of F is the set
starΔ F = {G ∈ Δ : F ∪ G ∈ Δ}. Notice that starΔ F is a subcomplex of Δ.
Let a ∈ Z

n; the a-graded component Ca of the modified Čech complex C of
K[Δ] is a complex of finite-dimensional K-vector spaces, and there exists an
isomorphism of complexes

α : Ca −→ HomZ(C̃(linkstar Ha Ga; K)[−j − 1], K), j = |Ga|.
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Here Ga = {i ∈ [n] : ai < 0} and Ha = {i ∈ [n] : ai > 0}, and

C̃(linkstara Ga; K)[−j − 1]

denotes the augmented oriented chain complex of linkstar Ha Ga, homologically
shifted by −j − 1. Note that

HomZ(C̃(linkstar Ha Ga; K)[−j − 1], K) = (K{linkstar Ha Ga}, e)[−j],

see Section 5.1.4.
The map α is defined as follows: let x = xi1 · · ·xik

with i1 < i2 < · · · < ik
and set F = {i1, . . . , ik}. We first observe that

(Rx)a ∼=
{

K, if Ga ⊂ F and F ∪ Ha ∈ Δ,
0, otherwise.

It follows that (Ci)a has a K-basis consisting of basis elements bF indexed by
F ⊂ [n] with |F | = i, and such that Ga ⊂ F and F ∪ Ha ∈ Δ. Now we let αi

be the K-linear map defined by

αi: (Ci)a → K{linkstar Ha Ga}i−j , bF �→ eF\Ga
.

Passing to homology, the map of complexes α yields the following isomorphism

Hi
m(K[Δ])a ∼= H̃i−|Ga|−1(linkstar Ha Ga; K),

so that dimK Hi
m(K[Δ])a = dimK H̃i−|Ga|−1(linkstar Ha Ga; K).

If Ha 
= ∅, then linkstar Ha Ga is acyclic, and if Ha = ∅, then star Ha = Δ,
so that in this case linkstar Ha Ga = linkΔ Ga. Thus the theorem follows from
the fact that Ha = ∅ if and only if a ∈ Z

n
−. ��

A.8 The Cartan complex

We give a short introduction to the Cartan complex which for the exterior
algebra plays the role of the Koszul complex for the symmetric algebra.

Let K be a field, V a K-vector space with basis e1, . . . , en and E the
exterior algebra of V .

Let v = v1, . . . , vm be a sequence of elements of degree 1 in E. The Cartan
complex C.(v; E) of the sequence v with values in E is defined as the complex
whose i-chains Ci(v; E) are the elements of degree i of the free divided power
algebra E〈x1, . . . , xm〉. Recall that E〈x1, . . . , xm〉 is the polynomial ring over
E in the set of variables

x
(j)
i , i = 1, . . . , m, j = 1, 2, . . .

modulo the relations
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x
(j)
i x

(k)
i =

(
j + k

j

)
x

(j+k)
i .

We set x
(0)
i = 1, x

(1)
i = xi for i = 1, . . . , m and x

(a)
i = 0 for a < 0.

The algebra E〈x1, . . . , xm〉 is a free E-module with basis

x(a) = x
(a1)
1 x

(a2)
2 · · ·x(am)

m , a = (a1, . . . , am) ∈ Z
m
+ .

We say that x(a) has degree i if |a| = i where |a| = a1 + · · · + am. Thus
Ci(v; E) =

⊕
|a|=i Ex(a).

The E-linear differential ∂ on C.(v; E) is defined a follows: for x(a) =
x

(a1)
1 · · ·x(am)

m we set

∂(x(a)) =
m∑

i=1

vix
(a1)
1 · · ·x(ai−1)

i · · ·x(am)
m .

One readily checks that ∂ ◦ ∂ = 0, so that (C.(v; E), ∂) is indeed a complex.
Moreover,

∂(g1g2) = g1∂(g2) + ∂(g1)g2 (A.5)

for any two homogeneous elements g1 and g2 in C.(v; E).
Let G be the category of graded E-modules (in the sense of Defini-

tion 5.1.1), and let M ∈ G. We define the complex

C.(v; M) = M ⊗E C.(v; E),

and set Hi(v; M) = Hi(C.(v; M)). We call Hi(v; M) the ith Cartan homol-
ogy module of v with respect to M . Note that each Hi(v; M) is a naturally
graded E-module.

Proposition A.8.1. Let J ⊂ E be the ideal generated by the sequence v =
v1, . . . , vm. Then JH.(v; M) = 0.

One good reason to consider the Cartan complex is the following result:

Theorem A.8.2. For any graded E-module M and each i ≥ 0 there is a
natural isomorphism

TorE
i (M,K) ∼= Hi(e1, . . . , en; M)

of graded E-modules.

For the proof of the theorem it suffices to show that C.(e1, . . . , en; E) is
acyclic with H0(e1, . . . , en; E) = K. This will easily be implied by the next
results.
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Proposition A.8.3. Let M be a graded E-module, v = v1, . . . , vm a sequence
of elements in E1 and v′ the sequence v1, . . . , vm−1. Then there exists an exact
sequence

0 −−−−→ C.(v′; M) ι−−−−→ C.(v; M) τ−−−−→ C.(v; M)[−1] −−−−→ 0

of complexes. Here ι is the natural inclusion map, while τ is defined by the
formula

τ(c0 + c1xm + · · · + ckx(k)
m ) = c1 + c2xm + · · · + ckx(k−1)

m ,

where the ci belong to Ck−i(v′; M).

The proof is straightforward and is left to the reader.

Corollary A.8.4. There exists a long exact homology sequence

· · · −−−−→ Hi(v′; M) αi−−−−→ Hi(v; M)
βi−−−−→ Hi−1(v; M)(−1)

δi−1−−−−→ Hi−1(v′; M) −−−−→ Hi−1(v; M) −−−−→ · · ·

of graded E-modules, where αi is induced by the inclusion map ι, βi by τ , and
δi−1 is the connecting homomorphism. If z = c0 + c1xm + · · · + ci−1x

(i−1)
m is

a cycle in Ci−1(v; M), then δi−1([z]) = [c0vm].

We are now in a position to complete the proof of Theorem A.8.2 by
showing that C.(e1, . . . , en; E) is indeed acyclic: we show by induction on j
that Hi(e1, . . . , ej ; E) = 0 for all i > 0. The assertion is clear for j = 1, since
C.(e1; E) is the complex

· · · −−−−→ Ex
(2)
1

e1−−−−→ Ex1
e1−−−−→ E −−−−→ 0,

and since the annihilator of e1 in E is the ideal (e1).
We now assume that the assertion is already proved for j, let v =

e1, . . . , ej+1 and v′ = e1, . . . , ej , and consider the long exact sequence

· · · −−−−→ Hi(v′; E) −−−−→ Hi(v; E) −−−−→ Hi−1(v; E)(−1)

−−−−→ Hi−1(v′; E) −−−−→ · · ·

We show by induction on i that Hi(v; E) = 0 for i > 0. By our induction
hypothesis (induction on j) we have H1(v′; E) = 0. Therefore we obtain the
short exact sequence

0 −−−−→ H1(v; E) −−−−→ E/(v)(−1) δ0−−−−→ E/(v′)

Here δ maps the residue class of 1 in E/(v) to the residue class of ej+1 in
E/(v′). Since the annihilator of ej+1 in E/(v′) is generated by ej+1, it follows
from this sequence that H1(v; E) = 0.
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Suppose now that i > 1. Our induction hypothesis (induction on j) and
the above exact sequence yields

Hi(v; E) ∼= Hi−1(v; E).

Applying the induction hypothesis (induction on i) we see that Hi(v; E) = 0,
as desired.

Let again M ∈ G. The Cartan cohomology with respect to the sequence
v = v1, . . . , vm is defined to be the homology of the cocomplex C

.(v; M) =
∗HomE(C.(v; E), M). Explicitly, we have

C
.(v; M) : 0 ∂0

−→ C0(v; M) ∂1

−→ C1(v; M) −→ . . . ,

where the cochains C
.(v; M) and the differential ∂ can be described as follows:

the elements of Ci(v; M) may be identified with all homogeneous polynomials∑
a maya of degree i in the variables y1, . . . , ym with coefficients ma ∈ M ,

where as usual for a ∈ Z
n
+, ya denotes the monomial ya1

1 ya2
2 · · · yan

n . The
element maya ∈ C

.(v; M) is defined by the mapping property

maya(x(b)) =
{

ma for b = a,
0 for b 
= a.

After this identification ∂ is simply multiplication by the element yv =∑n
i=1 viyi. In other words, we have

∂i: Ci(v; M) −→ Ci+1(v; M), f �→ yvf.

In particular we see that C
.(v; E) may be identified with the polyno-

mial ring E[y1, . . . , ym] over E, and that C
.(v; M) is a finitely generated

C
.(v; E)-module. It is obvious that cocycles and coboundaries of C

.(v; M)
are E[y1, . . . , ym]-submodules of C

.(v; M). As E[y1, . . . , ym] is Noetherian, it
follows that the Cartan cohomology H

.(v; M) of M is a finitely generated
E[y1, . . . , ym]-module.

Let J ⊂ E be the ideal generated by v. Then JH
.(v; M) = 0, and hence

H
.(v; M) is in fact an (E/J)[y1, . . . , ym]-module. Viewing (E/J)[y1, . . . , ym]

a standard graded E/J-algebra, the Cartan cohomology module H
.(v; M) is

a finitely generated graded (E/J)[y1, . . . , ym]-module whose ith graded com-
ponent is Hi(v; M) for i ≥ 0, Notice that each Hi(v; M) itself is a graded
E/J-module, so that H

.(v; M) is a bigraded (E/J)[y1, . . . , ym]-module with
each yi of bidegree (−1, 1).

As in Chapter 5 we set M∨ = ∗HomE(M,E). Cartan homology and co-
homology are related as follows:

Proposition A.8.5. Let M ∈ G. Then

Hi(v; M)∨ ∼= Hi(v; M∨) for all i.
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Proof. Since E is injective as shown in Corollary 5.1.4, the functor (−)∨ com-
mutes with homology and we obtain

Hi(v; M)∨ ∼= Hi(∗HomE(Ci(v; M), E)) ∼=
Hi(∗HomE(Ci(v; E), M∨) ∼= Hi(v; M∨).

��

By applying the functor ∗HomE(−, M) to the short exact sequence of
complexes in Proposition A.8.3 (with M = E) we obtain the short exact
sequence of cocomplexes

0 −→ C.(v; M)[−1] −→ C.(v; M) −→ C.(v′; M) −→ 0,

from which we deduce

Proposition A.8.6. Let M ∈ G. Then with v and v′ as in A.8.3 there exists
a long exact sequence of graded E-modules

· · · −→ Hi−1(v; M) −→ Hi−1(v′; M) −→ Hi−1(v; M)
ym−→ Hi(v; M)(−1) −→ Hi(v′; M) −→ · · ·

Proof. We show only that the map

Hi−1(v; M) → Hi(v; M)(−1),

which is the dual of βi, is indeed multiplication by ym. We show this on the
level of cochains. In order to simplify notation we set Ci = Ci(v1, . . . , vm; E)
for all i, and let

γ: ∗HomE(Ci−1, M) → ∗HomE(Ci, M)

be the map induced by τ :Ci → Ci−1, where

τ(x(b)) =
{

x
(b1)
1 · · ·x(bm−1)

m , if bm > 0,
0, otherwise.

Our assertion is that γ is multiplication by ym.
For all x(b) ∈ Ci and nya ∈ ∗HomE(Ci−1, M) with n ∈ M we have

γ(nya)(x(b)) = nya(τ(x(b))). This implies that

γ(nya)(x(b)) =
{

n, if (b1, . . . , bm) = (a1, . . . , am + 1),
0, otherwise.

Hence we see that γ(nya) = nyaym, as desired. ��

The next proposition shows that for a generic basis v1, . . . , vn of E1, the yi

act as generic linear forms on H
.(v1, . . . , vn; M). We fix a basis e = e1, . . . , en

of E1. Then we have
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Proposition A.8.7. Let v = v1, . . . , vn be a K-basis of E1 with vj =∑n
i=1 aijei for j = 1, . . . , n. Then there exists an isomorphism of graded K-

vector spaces
ϕ: H.(e; M) → H

.(v; M)

such that
ϕ(fc) = α(f)ϕ(c)

for all f ∈ K[y1, . . . , yn] and all c ∈ H
.(v; M). Here α : K[y1, . . . , yn] →

K[y1, . . . , yn] is the K-algebra automorphism with α(yj) =
∑n

i=1 ajiyi for
j = 1, . . . , n.

Proof. Let β: E[y1, . . . , yn] → E[y1, . . . , yn] be the linear E-algebra automor-
phism deduced from α by the base ring extension E/K. Then β(ye) = yv, so
β induces a complex isomorphism

C
.(e; M) −→ C

.(v; M), g(y1, . . . , ym) �→ g(α(y1), . . . , α(yn)),

which induces the graded isomorphism ϕ: H.(e; M) → H
.(v; M) with the

desired properties. ��

The proposition shows that if we identify H
.(v; M) with H

.(e; M) via the
isomorphism ϕ, then multiplication by yi has to be identified with multipli-
cation by α−1(yi).



B

Geometry

B.1 Convex polytopes

We briefly summarize fundamental facts on convex polytopes. All proofs will
be omitted. We refer the reader to Grünbaum [Gru03] for detailed information
about convex polytopes.

A nonempty subset X in R
n is called convex if for each x and for each y

belonging to X the line segment

{tx + (1 − t)y : t ∈ R, 0 ≤ t ≤ 1}

joining x and y is contained in X. If X ⊂ R
n is convex, then for each finite

subset {α1, . . . , αs} of X its convex combination
∑s

i=1 aiαi, where each
ai ∈ R with 0 ≤ ai ≤ 1 and where

∑s
i=1 ai = 1, belongs to X.

Given a nonempty subset Y in R
n, there exists a smallest convex set X in

R
n with Y ⊂ X. To see why this is true, write A = {Xλ}λ∈Λ for the family of

all convex sets Xλ in R
n with Y ⊂ Xλ. Clearly A is nonempty since R

n ∈ A.
Since each Xλ is convex with Y ⊂ Xλ, the intersection X =

⋂
λ∈Λ Xλ is again

a convex set which contains Y . Since X ∈ A and since X ⊂ Xλ for each λ ∈ Λ,
it follows that X is a smallest convex set in R

n with Y ⊂ X, as desired.
The notation Conv(Y ) stands for the smallest convex set which contains

Y and is called the convex hull of Y .
It follows that the convex hull Conv(Y ) of a subset Y ⊂ R

n consists of all
convex combinations of finite subsets of Y . In other words,

Conv(Y ) = {
s∑

i=1

aiαi : αi ∈ Y, ai ∈ R, 0 ≤ ai ≤ 1,

s∑

i=1

ai = 1, s ≥ 1}.

Definition B.1.1. A convex polytope in R
n is the convex hull of a finite

set in R
n.

Recall that a hyperplane in R
n is a subset H ⊂ R

n of the form
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H = {(x1, . . . , xn) ∈ R
n :

n∑

i=1

aixi = b},

where each ai ∈ R, b ∈ R and (a1, . . . , an) 
= (0, . . . , 0). Every hyperplane
H ⊂ R

n determines the following two closed half-spaces in R
n:

H(+) = {(x1, . . . , xn) ∈ R
n :

n∑

i=1

aixi ≥ b};

H(−) = {(x1, . . . , xn) ∈ R
n :

n∑

i=1

aixi ≤ b}.

Let P ⊂ R
n be a convex polytope. A hyperplane H ⊂ R

n is called a
supporting hyperplane of P if the following conditions are satisfied:

• Either P ⊂ H(+) or P ⊂ H(−);
• ∅ 
= P ∩H 
= P.

Definition B.1.2. A face of a convex polytope P ⊂ R
n is a subset of P of

the form P ∩H, where H is a supporting hyperplane of P.

Theorem B.1.3. A convex polytope P ⊂ R
n has only a finite number of

faces, and each face of P is again a convex polytope in R
n.

Theorem B.1.4. (a) If F is a face of a convex polytope P ⊂ R
n and if F ′ is

a face of F , then F ′ is a face of P.
(b) If F and F ′ are faces of a convex polytope P ⊂ R

n and if F ∩F ′ 
= ∅,
then F ∩ F ′ is a face of P.

A vertex of a convex polytope P ⊂ R
n is a point α ∈ P for which the

singleton {α} is a face of P. Let V = {α1, . . . , αs} denote the set of vertices
of P. Write P − αi for the subset {x − αi : x ∈ P} ⊂ R

n. The dimension
dimP of P is the dimension of the vector subspace in R

n spanned by P −αi,
which is independent of the particular choice of αi. The dimension of a face
F of P is the dimension of F as a convex polytope in R

n. An edge of P is a
face of P of dimension 1. A facet P is a face of P of dimension dimP − 1.

Theorem B.1.5. Let V denote the set of vertices of a convex polytope P ⊂
R

n. Then

(i) P = Conv(V );
(ii) If F is a face of P, then F = Conv(V ∩ F). In particular the vertex set

of F is V ∩ F .

Theorem B.1.6. Let F1, . . . ,Fq denote the facets of a convex polytope P ⊂
R

n and Hj ⊂ R
n a supporting hyperplane of P with Fj = P ∩ Hj and with

P ⊂ H(+)
j . Then

P =
q⋂

j=1

H(+)
j .
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Conversely,

Theorem B.1.7. Let H1, . . . ,Hq be hyperplanes in R
n and suppose that P =⋂q

j=1 H
(+)
j is a nonempty subset in R

n. If P is bounded, then P is a convex

polytope in R
n. Moreover, if the decomposition

⋂q
j=1 H

(+)
j is irredundant, then

P ∩H1, . . . ,P ∩Hq are the facets of P.

B.2 Linear programming

Fix positive integers n and m and let A = (aij) 1≤i≤n
1≤j≤m

be n × m matrix with

each aij ∈ R. The notation A� stands for the transpose of A. Let b ∈ R
n and

c ∈ R
m. As in Chapter 11, for vectors u = (u1, . . . , un) and v = (v1, . . . , vn)

belonging to R
n, we write u ≤ v if all component vi − ui are nonnegative.

A linear programming is the problem stated as follows: Maximize the
objective function

cx�

for x ∈ R
m subject to the condition

Ax� ≤ b�, x ≥ 0. (B.1)

Its dual linear programming is the problem stated as follows: minimize
the objective function

by�

for y ∈ R
n subject to the condition

A�y� ≥ c�, y ≥ 0. (B.2)

A vector x ∈ R
m satisfying (B.1) is called a feasible solution. Similarly, a

vector y ∈ R
m satisfying (B.2) is called a feasible dual solution. A feasible

solution which maximizes cx� is called an optimal solution, and a feasible
dual solution which minimizes by� is called an optimal dual solution.

Theorem B.2.1 (Duality Theorem). If x is a feasible solution and y is a
feasible dual solution, then

cx� ≤ by�.

We now come to the results which characterize vertices of convex polytopes
in the language of linear programming.

Theorem B.2.2. (a) Let P ⊂ R
n be a convex polytope. Then for any c ∈ R

n

there is a vertex α of P which maximizes cx�, where x runs over P.
(b) Let α be a vertex of a convex polytope P ⊂ R

n. Then there exists a
vector c ∈ R

n such that α is a unique member of P maximizing cx�, where
x runs over P.

A standard reference on linear programming and integer programming is
Schrijver [Sch98].
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B.3 Vertices of polymatroids

We now come to the problem of finding the vertices of a polymatroid. Let
P ⊂ R

n
+ be a polymatroid on the ground set [n] and ρ its ground set rank

function. Recall from Theorem 12.1.3 (a) that

P = {x ∈ R
n
+ : x(A) ≤ ρ(A), A ⊂ [n]}.

Thus in particular Theorem B.1.7 guarantees that P is a convex polytope in
R

n.
Given a permutation π = (i1, . . . , in) of [n], we set A1

π = {i1}, A2
π =

{i1, i2}, . . . , An
π = {i1, . . . , in}. Let v(k, π) = (v1, . . . , vn), where k ∈ [n] and

where

vi1 = ρ(A1
π),

vi2 = ρ(A2
π) − ρ(A1

π),
vi3 = ρ(A3

π) − ρ(A2
π),

· · ·
vik

= ρ(Ak
π) − ρ(Ak−1

π ),
vik+1 = vik+2 = · · · = vin = 0.

Lemma B.3.1. One has v(k, π) ∈ P.

Proof. Let v = v(k, π) and A ⊂ [n]. What we must prove is v(A) ≤ ρ(A).
Since ρ is nondecreasing, it may be assumed that A ⊂ {i1, . . . , ik}. Let j ∈ [n]
denote the biggest integer for which ij ∈ A. By using induction on |A|, one
has v(A \ {ij}) ≤ ρ(A \ {ij}). Since

v(A) = v(A \ {ij}) + v(ij) ≤ ρ(A \ {ij}) + ρ(Aj
π) − ρ(Aj−1

π )

and since
ρ(A \ {ij}) + ρ(Aj

π) ≤ ρ(A) + ρ(Aj−1
π ),

one has v(A) ≤ ρ(A), as desired. ��

Lemma B.3.2. Each point v(k, π) ∈ P is a vertex of P.

Proof. Let Hj denote the hyperplane in R
n consisting of all points (x1, . . . ,

xn) ∈ R
n with

xi1 + xi2 + · · · + xij = ρ(Aj
π),

where 1 ≤ j ≤ k. Let H′
j denote the hyperplane in R

n consisting of all points
(x1, . . . , xn) ∈ R

n with
xij = 0,

where k + 1 ≤ j ≤ n. One has P ⊂ H(−)
j and v(k, π) ∈ Hj for all

j. In other words, each hyperplane Hj is a supporting hyperplane of P
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with v(k, π) ∈ Hj . In addition, each hyperplane H′
j is a supporting hyper-

plane of P with v(k, π) ∈ H′
j . Hence Theorem B.1.4 (b) guarantees that

P ∩ (
⋂k

j=1 Hj) ∩ (
⋂n

j=k+1 H′
j) is a face of P. It is clear that (

⋂k
j=1 Hj) ∩

(
⋂n

j=k+1 H′
j) = {v(k, π)}. Hence v(k, π) ∈ P is a vertex of P, as required. ��

We are now in the position to complete a proof of Theorem 12.1.4. For a
vector c = (c1, . . . , cn) ∈ R

n we define a permutation π = (i1, . . . , in) of [n]
such that

ci1 ≥ ci2 ≥ · · · ≥ cik
> 0 ≥ cik+1 ≥ · · · ≥ cin

and consider the linear programming (Lc) as follows:

Maximize cx�

subject to
x ∈ P.

Lemma B.3.2 guarantees that v(k, π) is a feasible solution of (αc). We pre-
pare the 2n − 1 variables yA, where ∅ 
= A ⊂ [n], and consider the linear
programming (L∗

c) as follows:

Minimize
∑

∅
=A⊂[n]

ρ(A)yA

subject to
∑

j∈A

yA ≥ cj , j = 1, . . . , n

yA ≥ 0, ∅ 
= A ⊂ [n].

We then introduce the point y∗ = (y∗
A)∅
=A⊂[n] defined by setting

y∗
Ak

π
= cik

;

y∗
Aj

π
= cij − cij+1 , j = 1, . . . , k − 1;

y∗
A = 0 otherwise.

Lemma B.3.3. The linear programming (L∗
c) is the dual linear programming

of (Lc) with y∗ = (y∗
A)∅
=A⊂[n] a feasible dual solution. Moreover, one has

cv(k, π)� =
∑

∅
=A⊂[n]

ρ(A)y∗
A.

Proof. It is clear that (L∗
c) is the dual linear programming of (Lc) with y∗ =

(y∗
A)∅
=A⊂[n] a feasible dual solution. Let v(k, π) = (v1, . . . , vn). Then
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n∑

i=1

civi =
k∑

j=2

cij (ρ(Aj
π) − ρ(j−1

π )) + ci1ρ(A1
π)

=
k−1∑

j=1

(cij − cij+1)ρ(Aj
π) + cik

ρ(Ak
π)

=
∑

∅
=A⊂[n]

ρ(A)y∗
A,

as desired. ��

Theorem B.2.1 now guarantees that v(k, π) is an optimal solution of (Lc).
Thus in particular every vertex is of the form v(k, π). This fact, together with
Lemma B.3.2 completes the proof of Theorem 12.1.4.

Example B.3.4. Let n = 3 and P the polymatroid given by the linear inequal-
ities

x1 ≤ 2;
x2 ≤ 3;

x3 ≤ 5;
x1 + x2 ≤ 4;

x2 + x3 ≤ 6;
x1 + x3 ≤ 6;
x1 + x2 + x3 ≤ 7;

xi ≥ 0.

Let c = (7, 3, 1). Thus k = 3, π = (1, 2, 3) and v(3, π) = (2, 2, 3). The dual
linear programming (L∗

c) is to minimize the objective function

2y{1} + 3y{2} + 5y{3} + 4y{1,2} + 6y{2,3} + 6y{1,3} + 7y{1,2,3}

subject to

y{1} + y{1,2} + y{1,3} + y{1,2,3} ≥ 7;
y{2} + y{1,2} + y{2,3} + y{1,2,3} ≥ 3;
y{3} + y{1,3} + y{2,3} + y{1,2,3} ≥ 1;

yA ≥ 0.

One has a dual feasible solution

y∗ = (y∗
{1},y

∗
{2},y

∗
{3},y

∗
{1,2},y

∗
{2,3},y

∗
{1,3},y

∗
{1,2,3}) = (4, 0, 0, 2, 0, 0, 1)

with
cv(3, π)� =

∑

∅
=A⊂[3]

ρ(A)y∗
A = 23.
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B.4 Intersection Theorem

The intersection theorem for polymatroids due to Edmonds [Edm70] has
turned out to be one of the most powerful results in combinatorial opti-
mizations. We refer the reader to Schrijver [Sch03] and Fujishige [Fuj05] for
background on Edmonds’ intersection theorem.

Theorem B.4.1 (Edmonds’ Intersection Theorem). Let P1 and P2 be
polymatroids on the ground set [n] and ρi the ground set rank function of Pi

for i = 1, 2. Then

max{u([n]) : u ∈ P1 ∩ P2} = min{ρ1(X) + ρ2([n] \ X) : X ⊂ [n]}.

Moreover, if P1 and P2 are integral, then the maximum on the left-hand side
is attained by an integer vector.

B.5 Polymatroidal Sums

Somewhat surprisingly, Theorem 12.1.5 is one of the direct consequences of
Edmonds’ intersection theorem. Let P1, . . . ,Pk be polymatroids on the ground
set [n] and ρi the ground set rank function of Pi, 1 ≤ i ≤ k. We introduce
ρ : 2[n] → R+ by setting ρ =

∑k
i=1 ρi. It follows immediately that ρ is a

nondecreasing and submodular function with ρ(∅) = 0. We write P for the
polymatroid on the ground set [n] with ρ its ground set rank function.

Lemma B.5.1. One has P1 ∨ · · · ∨ Pk ⊂ P.

Proof. Let x ∈ P1∨· · ·∨Pk. Then x = x1 + · · ·+xk with each xi ∈ Pk. Hence

x(A) =
k∑

i=1

xi(A) ≤
k∑

i=1

ρi(A) = ρ(A).

for each A ⊂ [n]. In other words, x ∈ P. Thus P1 ∨ · · · ∨ Pk ⊂ P. ��

Lemma B.5.2. One has P ⊂ P1 ∨ · · · ∨ Pk

Proof. Let Vi = {1(i), . . . , n(i)} be a “copy” of [n] and let V stand for the
disjoint union V1 ∪ · · · ∪ Vk. We associate each subset X ⊂ V with

X = {a ∈ [n] : a(i) ∈ X for some 1 ≤ i ≤ k} ⊂ [n].

We introduce μ : 2V → R+ by setting μ(X) =
∑k

i=1 ρi(X ∩ Vi), where X ⊂ V .
Let x ∈ P. We introduce ξ : 2V → R+ by setting ξ(X) = x(X), where X ⊂ V .
It follows that both μ and ξ are ground set rank functions of polymatroids on
the ground set V . Let Qμ (resp. Qξ) be the polymatroid on V with μ (resp.
ξ) its ground set rank function. Now, Theorem B.4.1 guarantees that
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max{u(V ) : u ∈ Qμ ∩Qξ} = min{μ(X) + ξ(V \ X) : X ⊂ V }

= min{
k∑

i=1

ρi(X ∩ Vi) + x(V \ X) : X ⊂ V }

= min{
k∑

i=1

ρi(Xj) + x([n] \
k⋂

j=1

Xj) : Xj ⊂ [n]}.

Since each ρi is nondecreasing, one has ρi(Xj) ≥ ρ(
⋂k

j=1 Xj). Hence

max{u(V ) : u ∈ Qμ ∩Qξ} = min{
k∑

i=1

ρi(Y ) + x([n] \ Y ) : Y ⊂ [n]}.

Since x ∈ P, one has x(Y ) ≤ ρ(Y ) =
∑k

i=1 ρi(Y ) for all Y ⊂ V . Thus

x([n]) = x(Y ) + x([n] \ Y ) ≤
k∑

i=1

ρi(Y ) + x([n] \ Y ).

Consequently,

min{
k∑

i=1

ρi(Xj) + x([n] \
k⋂

j=1

Xj) : Xj ⊂ [n]} =
k∑

i=1

ρi(∅) + x([n]) = x([n]).

In other words,
max{u(V ) : u ∈ Qμ ∩Qξ} = x([n]).

Hence there is u ∈ Qμ ∩ Qξ with u(V ) = x([n]). Thus, in particular, since
u ∈ Qν , one has

∑k
i=1 u(a(i)) ≤ x(a) for all a ∈ [n]. However, since u(V ) =

x([n]), it follows that
∑k

i=1 u(a(i)) = x(a) for all a ∈ [n]. We define xi ∈ R
n,

1 ≤ i ≤ k, by setting xi(a) = u(a(i)) for all a ∈ [n]. Then x = x1 + · · · + xk.
Since u ∈ Qμ, one has xi ∈ Pi, as desired. ��

It follows from Lemmata B.5.1 and B.5.2 that the polymatroidal sum
P1∨· · ·∨Pk is a polymatroid on the ground set [n] with ρ =

∑k
i=1 ρi its ground

set rank function. Moreover, if each ρi is integer valued, then ρ =
∑k

i=1 ρi is
integer valued. In other words, if each Pi is integral, then P1 ∨ · · · ∨ Pk is
integral. Finally, in the proof of Lemma B.5.2, if each Pi is integral and if
x ∈ P is an integer vector, then Theorem B.4.1 guarantees that u ∈ Qμ ∩Qξ

can be chosen as an integer vector. Thus in particular each xi ∈ Pi is an
integer vector. This completes the proof of Theorem 12.1.5.

B.6 Toric rings

Let P ⊂ R
n
+ denote an integral convex polytope of dimension d. If u =

(u(1), . . . , u(n)) ∈ P ∩ Z
n, then the notation xu stands for the monomial
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x
u(1)
1 · · ·xu(n)

n . The toric ring K[P] is the subring of K[x1, . . . , xn, t] which is
generated by those monomials xut with u ∈ P ∩Z

n. In general, we say that P
possesses the integer decomposition property if, for each w ∈ Z

n which
belongs to qP = { qv : v ∈ P }, there exists u1, . . . ,uq belonging to P ∩ Z

n

such that w = u1 + · · · + uq.

Lemma B.6.1. If an integral convex polytope P ⊂ R
n
+ possesses the integer

decomposition property, then its toric ring K[P] is normal.

Proof. Since P possesses the integer decomposition property, it follows that
the toric ring K[P] coincides with the Ehrhart ring [Hib92, pp. 97] of P. Since
the Ehrhart ring of an integral convex polytope is normal by Gordan’s Lemma
([BH98, Proposition 6.1.2]), the toric ring K[P] is normal, as desired. ��

One of the most influential results on normal toric rings, due to Hochster
[Hoc72], is the following:

Theorem B.6.2 (Hochster). A normal toric ring is Cohen–Macaulay.

Stanley [Sta78] and Danilov [Dan78] succeeded in describing the canonical
module of a normal toric ring.

Theorem B.6.3 (Stanley, Danilov). Let P ⊂ R
n
+ be an integral convex

polytope and suppose that its toric ring K[P] is normal. Then the canonical
module Ω(K[P]) of K[P] coincides with the ideal of K[P] which is generated
by those monomials xutq with u ∈ q(P \ ∂P) ∩ Z

n.
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[Fro90] Fröberg, R.: On Stanley–Reisner rings. In: Belcerzyk, L. et al. (eds) Topics
in algebra. Polish Scientific Publishers (1990)

[Fuj05] Fujishige, S.: Submodular functions and optimization. Elsevier (2005)
[FHO74] Fulkerson, D.R., Hoffman, A.J., Oppenheim, R.: On balanced matrices.

Math. Programming Stud., 1, 120–132 (1974)
[Gal74] Galligo, A.: Apropos du théorème de préparation de Weierstrass. In: Fonc-

tions de plusiers variables complexes. Lect. Notes Math., 409. Springer
(1974)

[Gar80] Garsia, A.: Combinatorial methods in the theory of Cohen–Macaulay
rings. Adv. Math., 38, 229–266 (1980)

[GVV07] Gitler, I., Valencia, C.E., Villarreal, R.H.: A note on Rees algebras and
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[Gru03] Grünbaum, B.: Convex polytopes, Second Ed. Springer (2003)
[GKS95] Grossman, J.W., Kulkarni, D.W., Schochetman, I.E.: On the minors of

the incidence matrix and its Smith normal form. Linear Alg. and its Appl.,
218, 213–224 (1995)

[Har66] Hartshorne, R.: Connectedness of the Hilbert scheme. Publ. IHES, 29,
5–48 (1966)

[Her01] Herzog, J.: Generic initial ideals and graded Betti numbers. In: Hibi,
T. (ed.) Computational commutative algebra and combinatorics. Adv.
Studies in Pure Math., 33, Mathematical Society of Japan, Tokyo (2002)

[HH99] Herzog, J., Hibi, T.: Componentwise linear ideals. Nagoya Math. J., 153,
141–153 (1999)

[HH02] Herzog, J., Hibi, T.: Discrete polymatroids. J. Algebraic Combin., 16,
239–268 (2002)

[HH05] Herzog, J., Hibi, T.: Distributive lattices, bipartite graphs and Alexander
duality. J. Algebraic Combin., 22, 289–302 (2005)



298 References

[HH06] Herzog, J., Hibi, T.: The depth of powers of an ideal. J. Algebra, 291,
534–550 (2005)

[HHO09] Herzog, J., Hibi, T., Ohsugi, H.: Unmixed bipartite graphs and sublattices
of the Boolean lattices. J. Alg. Comb., 30, 415–420 (2009)

[HHR00] Herzog, J., Hibi, T., Restuccia, G.: Strongly Koszul algebras. Math.
Scand., 86, 161–178 (2000)

[HHT07] Herzog, J., Hibi, T., Trung, N.V.: Symbolic powers of monomial ideals
and vertex cover algebras. Adv. Math., 210, 304–322 (2007)

[HHT09] Herzog, J., Hibi, T., Trung, N.V.: Vertex cover algebras of unimodular
hypergraphs. Proc. Amer. Math. Soc., 137, 409–414 (2009)

[HHTZ08] Herzog, J., Hibi, T., Trung, N.V., Zheng, X.: Standard graded vertex
cover algebras, cycles and leaves. Trans. Amer. Math. Soc., 360 6231–
6249 (2008)

[HHZ04a] Herzog, J., Hibi, T., Zheng, X.: Monomial ideals whose powers have a
linear resolution. Math. Scand., 95, 23–32 (2004)

[HHZ04b] Herzog, J., Hibi, T., Zheng, X.: Dirac’s theorem on chordal graphs and
Alexander duality. European J. Comb., 25, 949–960 (2004)

[HHZ06] Herzog, J., Hibi, T., Zheng, X.: Cohen–Macaulay chordal graphs. J. Com-
bin. Theory Ser. A, 113, 911–916 (2006)

[HRW99] Herzog, J., Reiner, V., Welker, V.: Componentwise linear ideals and Golod
rings. Michigan Math. J., 46, 211–223 (1999)

[HSV91] Herzog, J., Simis, A., Vasconcelos, V.W.: Arithmetic of normal Rees al-
gebras. J. Algebra, 143, 269–294 (1991)

[HT02] Herzog, J., Takayama, Y.: Resolutions by mapping cones. Homology Ho-
motopy Appl., 4, 277–294 (2002)

[HT99] Herzog, J., Terai, N.: Stable properties of algebraic shifting. Result in
Math., 35, 260–265 (1999)
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[Roe01] Römer, T.: Generalized Alexander duality and applications. Generalized

Alexander duality. Osaka J. Math., 38, 469–485 (2001)
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[Stu96] Sturmfels, B.: Gröbner bases and convex polytopes. American Mathemat-
ical Society (1996)

[SH06] Swanson, I., Huneke, C.: Integral Closure of Ideals, Rings, and Modules.
Cambridge University Press (2006)

[Tay66] Taylor, D.: Ideals generated by monomials in an R-sequence. PhD Thesis.
University of Chicago (1966)

[TH96] Terai, N., Hibi, T.: Alexander duality theorem and second Betti numbers
of Stanley–Reisner rings. Adv. Math., 124, 332–333 (1996)

[VV08] Van Tuyl, A., Villarreal, R.H.: Shellable graphs and sequentially Cohen–
Macaulay bipartite graphs. Journal of Combinatorial Theory Series A,
115, 799–814 (2008)

[Vas98] Vasconcelos, W.V.: Computational methods in commutative algebra and
algebraic geometry, algorithms and computation in mathematics. With
chapters by David Eisenbud, Daniel R. Grayson, Jürgen Herzog and
Michael Stillman. Springer (1998)

[Vil90] Villarreal, R.H.: Cohen–Macaulay graphs. Manuscripta Math., 66, 277–
293 (1990)

[Vil01] Villarreal, R.H.: Monomial algebras. Marcel Dekker (2001)
[Vil07] Villarreal, R.H.: Unmixed bipartite graphs. Rev. Colombiana Mat., 41,

393–395 (2007)
[Wel76] Welsh, D.J.A.: Matroid theory. Academic Press (1976)
[Whi80] White, N.: A unique exchange property for bases. Linear Algebra Appl.,

31, 81–91 (1980)
[Yan00] Yanagawa, K.: Alexander duality for Stanley–Reisner rings and squarefree

Nn-graded modules. J. Algebra, 225, 630–645 (2000)



Index

G(I), 5
M -sequence, 270
P -primary, 11
S-polynomial, 33
T -polynomial, 88
supp(f), 4
a-invariant, 99
d-linear resolution, 112
f -vector, 15, 234
h-vector, 15, 99, 101
ith skeleton, 16, 144
k-acceptable sequence, 201
x-condition, 187
x-regularity, 187
(strongly) stable monomial ideal, 103

Alexander dual, 17
almost

regular element, 62
regular sequence, 62

analytic spread, 198
annihilator

numbers, 63, 92
of an element, 10

antichain of a poset, 201
associated prime ideal, 10
augmented oriented chain complex, 82

base
of a discrete polymatroid, 241
of a polymatroid, 238
ring, 250

binomial, 38, 184
expansion, 106

ideal, 38, 184
bipartite graph, 154
boolean lattice, 157
Borel

fixed, 57
order, 58
subgroup, 55
type, 60

branch of a simplicial complex, 172
Buchberger’s

algorithm, 38
algorithm in the exterior algebra, 91

canonical module, 276
Cartan

cohomology, 282
complex, 279
homology module, 280

category, 263
chain of a poset, 156, 201
chord, 155
chordal graph, 155
clique complex, 155
clique of G, 155
closed walk, 185
Cohen–Macaulay

module, 273
over K, 132
ring, 273
type, 274

colon ideal, 6
combinatorial

shifted complex, 212

J. Herzog, T. Hibi, Monomial Ideals, Graduate Texts in Mathematics 260,
DOI 10.1007/978-0-85729-106-6, © Springer-Verlag London Limited 2011

301

http://dx.doi.org/10.1007/978-0-85729-106-6


302 Index

shifting, 212
comes from a poset, 160
compatible pair of sequences, 232
complementary graph, 153
complete graph, 153
complete intersection, 275
componentwise linear, 139
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